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Abstract

Point cloud classification is a popular task in 3D vi-

sion. However, previous works, usually assume that point

clouds at test time are obtained with the same procedure

or sensor as those at training time. Unsupervised Domain

Adaptation (UDA) instead, breaks this assumption and tries

to solve the task on an unlabeled target domain, leverag-

ing only on a supervised source domain. For point cloud

classification, recent UDA methods try to align features

across domains via auxiliary tasks such as point cloud re-

construction, which however do not optimize the discrimi-

native power in the target domain in feature space. In con-

trast, in this work, we focus on obtaining a discriminative

feature space for the target domain enforcing consistency

between a point cloud and its augmented version. We then

propose a novel iterative self-training methodology that ex-

ploits Graph Neural Networks in the UDA context to refine

pseudo-labels. We perform extensive experiments and set

the new state-of-the art in standard UDA benchmarks for

point cloud classification. Finally, we show how our ap-

proach can be extended to more complex tasks such as part

segmentation.

1. Introduction

In recent years, point cloud classification has received a

lot of attention due to its relevance to many practical appli-

cations such as scene understanding, augmented/mixed re-

ality, robotics and autonomous driving [20, 52]. Deep learn-

ing brings the promise of data-driven solutions to this prob-

lem and a variety of deep architectures have arisen in re-

sponse to this challenge [43, 42, 35, 69, 68, 34, 26, 61, 54].

The success of these approaches goes hand in hand with

the availability of large datasets containing labelled shapes

[64, 7]. However, most existing annotated datasets con-

cern clean and occlusions-free CAD shapes, but deep mod-

els trained on these objects drastically fail when facing data

with different characteristics. This is the case, in particular,

: Strongly Augmented source Data

S ′′

Supervised Classification Feature Distillation

S ′′

Aligned feature space

S ′′ : Target Data : 𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠 : 𝑇𝑎𝑟𝑔𝑒𝑡 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠

Figure 1. Proposed UDA method. We combine a supervised train-

ing of strongly augmented source data with a self-distillation ap-

proach that aims at clustering target shapes unsupervisedly. The

combination of these two approaches leads to an alignment in fea-

ture space across domains.

of models trained on synthetic CAD data and then tested on

point clouds obtained with real sensors, where parts of the

object may be missing due to occlusions and measurements

are corrupted by noise. Here comes to help Unsupervised

Domain Adaptation (UDA), which pursues solving a super-

vised learning task in a Target domain, T , where data come

without labels, by leveraging on labeled data available in a

Source domain, S . In the last couple of years, an increasing

number of papers [4, 43, 1, 2, 73] have addressed UDA for

point cloud classification, with popular synthetic datasets

of CAD models, such as ModelNet40 [65] or ShapeNet [7],

and real datasets such as ScanNet [11]. The main line of

research focuses on learning an effective feature space for

the target domain by means of auxiliary tasks such as point

cloud reconstruction [1, 46], 3D puzzle sorting [2] and ro-

tation prediction [73]. These tasks are refereed as auxiliary

since they do not directly solve the main task, but at the

same time, they are useful to learn features for the target do-

main without the need of annotations. Although such tech-

niques considerably improve over the baseline (i.e., training

only on source data), the design of such tasks is not triv-

ial and typically lead to sub-optimal solutions. It requires

identifying one that can drive the network to learn repre-
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sentations discriminative enough to perform classification

in the target domain effectively. Despite the fact they force

some degree of alignment between the features computed

on objects from the two domains, such auxiliary tasks do

not explicitly steer the network to learn discriminative rep-

resentations amenable to classification in the target domain.

For instance, if we train a network to reconstruct shapes,

we will get similar point cloud embeddings for similar 3D

shapes. However, two point clouds could represent objects

that, though similar in shape, do belong to different cate-

gories, e.g., a cabinet and a bookshelf. As a consequence,

relying on reconstruction to perform domain adaptation can

align features between the two domains, with similar shapes

embedded close one to each other regardless of their do-

main, but the decision boundaries learnable from the la-

beled source samples may not discriminate effectively be-

tween target samples belonging to different classes. This is

also shown in [1], where a simple denoising auto encoder

for point clouds only slightly improves performance over

the baseline. We reckon that similar considerations apply to

the other auxiliary tasks proposed in the literature as they

pursue cross-domain feature alignment based on a learning

objective that does not ensure cross-domain class discrim-

inability. We support this claim by comparing our proposal

with previous works in the experimental section.

In this paper instead, we take inspiration from a recent

self-supervised approach, DINO [6], to learn more discrim-

inative representations for the target domain by constrain-

ing a sample and a strongly augmented version of itself to

be classified similarly. This is typically achieved trough

self-distillation, a methodology where the output of a neu-

ral network is compared with the output obtained from a

mean teacher i.e. a temporal exponential moving average of

the weights of the network itself (EMA) [53]. As shown

in [6] this training methodology allows for clustering to-

gether samples of the same class. However, differently

from DINO, we apply self-distillation for the first time in

the 3D UDA context, where samples are point clouds, and

the main goal is to reduce the gap between representations

of two different domains rather than only learning a well-

clustered feature space for a single domain. We believe

that self-distillation is particularly suited for point cloud do-

main adaptation due to peculiar 3D data augmentations such

as translation, occlusion and point-wise noise that can eas-

ily bridge the gap between source and target domain. By

exploiting such augmentations to strongly augment source

data and by enforcing inter-class discriminability for the

target domain via self-distillation, we are able to obtain a

shared aligned feature space across domains. The overall

idea is illustrated in Fig. 1). Moreover, one major limitation

of DINO that hinders its wide adoption is mode collapse

[6], and previous works usually adopt multiple tricks and

hyper-parameters such as clustering constraints [5], predic-

tor [21] and contrastive losses [66] that are difficult to ap-

ply and tune in other contexts. In this work, we show how

this paradigm can be applied without such tricks to UDA

for point cloud classification, where mode collapse is pre-

vented by simultaneously training a classifier on labelled

source data that inherently separates the features space ac-

cording to semantic categories.

In the second step of our proposal, following recently

published works in the field [4, 73, 46, 17], we make use

of self-training, an iterative methodology that exploits the

predictions of a pre-trained model (pseudo-labels) to pro-

vide partial supervision on the target domain as well. How-

ever, pseudo-labels are noisy and their naive use typically

leads to overfitting of the dominant classes of the source

domain as shown in [71, 75]. The strategy proposed by

[4] to refine them requires offline training of an additional

network for this purpose and the definition of hand-crafted

rules based on k-NN queries, limiting its general applica-

bility, while [73] adopted a standard procedure borrowed

from the 2D world [74]. As a further contribution of our

work, we take a different path, and propose to use Graph

Neural Networks (GNNs) [63] to refine pseudo-labels on-

line during self-training. Our main intuition is that by using

a GNN, pseudo-labels are obtained by considering relation-

ships between all target samples in the dataset rather than on

single samples in isolation. This allows for reasoning at the

dataset-level and enables to correct misclassified samples

and thus refine pseudo-labels. Moreover, the target feature

space is clustered thanks to the self-distillation, thus each

node of the graph is likely to be connected to samples of the

same category. Hence, the GNN can improve the pseudo-

labels by reasoning on a neighborhood of samples sharing

the same class. This procedure can be done online during

training with the graph structure evolving over time, thus

avoiding pseudo-labels overfitting.

Project Page at https://cvlab-unibo.github.

io/FeatureDistillation/. In short, our contribu-

tions can be summarised as follows:

1. we propose the first approach in UDA for point clouds

classification that exploits self-distillation to learn ef-

fective representations to classify point clouds in the

target domain;

2. we show a novel strategy to use GNNs in UDA for

point clouds classification. It enables online refine-

ment of pseudo-labels, which reduces risks of overfit-

ting, and it is conducive to effective self-training;

3. we extensively test our framework on standard bench-

marks [43] and establish new state-of-the art results.

Furthermore, we show how our approach can be gen-

eralized to the challenging task of part segmentation.
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2. Related Work

Unsupervised 3D Domain Adaptation. Unsupervised

Domain Adaptation emerged in the last years as a technique

able to alleviate the domain shift when training a neural net-

work on a source domain (e.g., synthetic simulations) and

test in an unlabeled different, but related target domain (e.g.,

real data). UDA has a rich literature in the 2D world, and

a noticeable amount of work as been conducted for image

classification [19, 3, 37, 36, 51, 56], semantic segmentation

[33, 55, 8, 25] and object detection [9, 60, 60]. PointDAN

[43] has been the first work to address point cloud classifi-

cation in the UDA context; they leverage on the well known

Maximum Classifier Discrepancy (MCD) [45] to achieve

alignment in feature space. Differently, [2, 1, 73] exploit

Self-Supervised Learning (SSL) to run additional tasks on

both domains. [4] also leverages on point cloud reconstruc-

tion, but uses it to refine pseudo-labels. Despite its effec-

tiveness, their pipeline is rather complex and based on ad-

hoc k-NN queries. The main difference with these works is

in the way we exploit 3D transformations: while they use

transformations such as rotations or point-wise jittering to

solve an additional task in a self-supervised fashion, we use

these augmentations in input space to design a novel distil-

lation approach that pushes the network to learn a discrimi-

native feature space for the target domain.

Self-training. Self-training [74] is a common technique

used in Domain Adaptation to assign noisy annotations to

target samples i.e. pseudo-labels [30], so that partial super-

vision can be provided to learn the distributions of the target

domain. Pseudo-labels are often fairly inaccurate and many

methods have been proposed to address this issue for UDA

for image classification [22, 10, 48], semantic segmenta-

tion [40, 33, 27], and object detection [28, 59] by either

filtering or refining pseudo labels. The potential of self-

training has also been showed for point clouds classifica-

tion in [4] where pseudo-labels are refined by an auxiliary

reconstruction task. We also leverage on this powerful tech-

nique and propose for the first time to refine pseudo-labels

using Graph Neural Networks in the UDA context.

Knowledge distillation. The case in which soft pseudo-

labels rather than hard labels are used is typically denoted

as Knowledge distillation [24]. Although distillation has

been originally introduced to boost performance of small

neural networks, recent works revisited knowledge distilla-

tion as way to learn robust features for better initialization

or image retrieval [6]. In particular, DINO [6] proposed

a novel framework able to learn robust features exploiting

augmented versions of the same images of a given domain.

Inspired by DINO[6], we propose to apply such paradigm to

tackle the UDA scenario for 3D objects. Indeed we aim at

showing that self-distillation can be applied exploiting 3D

augmentations, and more importantly, that we can design

such learning protocol to reduce the gap between a source

and a target domain.

Graph Neural Networks (GNNs). Recent GNNs mod-

els [29, 58, 14] have emerged as powerful architectures for

graph-structured data, covering a large spectrum of applica-

tions: social analysis [31, 44], drug discovery [16] and rec-

ommendation systems [18, 62]. The rich literature on 2D

semi-supervised learning [29, 58, 12, 32, 47, 44] already

provides many works that leverage on GNNs to assign la-

bels on unlabelled nodes. However, all these works, assume

a small amount of perfectly labelled nodes in the graph for

each class, while this assumption does not hold in the UDA

scenario. To the best of our knowledge, [39] is the only

paper that addresses UDA for image classification using

GNNs. They focus on extracting complementary features

through a GNN to be combined with features obtained with

a classical Convolutional Neural Network (CNN). Other

works such as [13] and [15] instead, exploit graph structures

(not GNNs) with hand-crafted label propagation algorithms

to achieve adaptation. Differently, we propose the usage

of GNNs to obtain new pseudo-labels while self-training,

to avoid overfitting and to allow an iterative refinement of

them to converge to better adaptation performances. More-

over, we are the first to show their effectiveness in the case

of UDA for 3D shape classification.

3. Method

Our framework is divided into two main steps: self-

distillation (Sec. 3.2) and self-training with pseudo-labels

refinement (Sec. 3.3 and Sec. 3.4). The overall pipeline is

depicted in Fig. 2. We start introducing the notation and a

brief review of the basic concepts about GNNs.

3.1. Preliminaries

Notation. In this paper, we consider UDA for point

cloud classification, i.e. given a point cloud with N ele-

ments x ∈ R
N×3 we aim at learning a neural network

Ω : x → [0, 1]K that takes an input example x and pro-

duces a K-dimensional vector representing the confidence

scores for K classes. Such a point cloud classifier consists

of two components: Ω = Φ ◦ Ψ. The first is a feature ex-

tractor network, Φ : R3 → R
D, producing g ∈ R

D, i.e. a

D-dimensional global feature descriptor for the shape, the

second is small MLP Ψ : RD → R
K followed by a soft-

max operator which maps g to a vector of confidence scores

p̂ ∈ [0, 1]K . Finally, the class predictions can be obtain

by the argmax operator Λ : RK → Y . As it is peculiar in

UDA settings, we have at our disposal a source domain with

labels S = {(xi
s ∈ Xs, y

i
s ∈ Ys)}

ns

i=1, and a target domain

T = {xj
t ∈ Xt}

nt

j=1, where the point clouds are unlabeled.

Our objective is to obtain a classifier able to make correct

predictions on T .

Background on GNNs. Graph Neural Networks

(GNNs) are models designed to process graphs, i.e. sets of
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EMA

f ′ f ′′

Figure 2. Illustration of our framework. Left: weakly and strongly augmented point clouds are generated with two transformation functions

f ′ and f ′′ for both domains. The weakly augmented shapes are fed to an exponential moving average (EMA) encoder, the teacher Φ̃, while

the strongly augmented are processed by the student Φ. A consistency loss is applied between the corresponding embeddings. Right: the

whole target dataset is processed by a GCN G online during self-training to iteratively refine and update pseudo-labels

nodes that are optionally joined one to another by edges rep-

resenting relationships. GNNs are a powerful tool to pro-

cess unstructured data thanks to their ability of updating the

representations of each node by aggregation of information

from the neighbouring nodes. An undirected graph G is rep-

resented as a tuple (V, E), where V is the set of N vertices

vi ∈ V , and E is the set of edges. The graph topology

is determined by the adjacency matrix A ∈ R
N×N , with

Ai,j = 1 if two nodes i and j are connected. Among the

many architectures of GNNs [63], in this work we adopt the

Graph Convolutional Networks (GCNs) [29], which prop-

agate the information between each layer according to the

following propagation rule:

H(l+1) = σ
(

D̃− 1

2 ÃD̃− 1

2H(l)W (l)
)

(1)

where Ã = A+I represents the adjacency matrix with self-

connections, I is the identity matrix, D̃ii =
∑

j Ãij acts as

a scaling factor and W (l) is a layer-specific trainable weight

matrix. The aggregation rule is followed by a non-linear ac-

tivation function σ(·) such as ReLU. Note that matrix H(l)

deals with the l-th layer of the network, each row i repre-

senting the feature vector of a node vi ∈ V in that layer. We

refer the reader to [63] for a more detailed discussion.

3.2. Selfdistillation

In this section, we present the self-distillation module

that we use in both steps of our pipeline. The purpose of

this component is to distill good features for the target do-

main unsupervisedly, so that a discriminative feature space

directly useful for classification can be learned even though

no direct supervision is available in T . Our main intuition,

is that learning a clustered feature space that minimises the

distance among variations of the same cloud from the target

domain, while simultaneously learning decision boundaries

amenable to classification thanks to a carefully augmented

source domain, is key to obtain good pseudo-labels to be

deployed in the self-training process. Indeed, without en-

forcing compactness in the feature space, it is more likely

that, due to the domain gap, target samples are spread across

the different categories defined by the decision boundaries

of the classifier. This is undesirable since it would lead to

excessive noise in pseudo-labels.

To achieve our goal, we use two data augmentation func-

tions f ′, f ′′ : R
N×3 → R

N×3 that take as input a point

cloud x and return a weakly augmented (x′) and a strongly

augmented point cloud (x′′) respectively. Then, we adopt a

self-distillation paradigm, where we train a student encoder

Φ to match the output of a teacher encoder Φ̃. In partic-

ular, we match two global shape descriptors, g̃ = Φ̃(x′)
and g = Φ(x′′), computed by feeding a weakly augmented

point cloud x′ to the teacher and the strongly augmented

version x′′ to the student.

By taking inspiration from [6], we design the student

and the teacher to output probability distributions over D
dimensions, denoted by q and q̃, respectively. These prob-

abilities can be obtained by normalizing the output of the

two encoders, i.e. g and g̃, with a softmax function:

q(g, τ) =
exp(g/τ)

∑D

d=1 exp(g
(d)/τ)

,

q̃(g̃, τ̃) =
exp(g̃/τ̃)

∑D

d=1 exp(g̃
(d)/τ̃)

(2)

where τ > 0 and τ̃ > 0 are the two temperature parameters

which control the sharpness of the output distributions for

the student and the teacher, respectively. Differently from

[6], we don’t require any complex scheduling for the tem-

perature parameters, and we just empirically set them to 0.5

by observing the model performance on the source domain

for the ModelNet→ScanNet experiment and set it to the

same value for all the others. To force the embedding of

the augmented point cloud to match that computed for the

original one, we minimize the cross-entropy:

Lsd(g̃, g) = −q̃(g̃, τ̃) log q(g, τ) (3)
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by running backprop on the student network Φ, while the

weights of the teacher are updated by computing an expo-

nential moving average of those of the student. Please note

that both networks share the same architecture but have dif-

ferent weights. We employ an EMA as a teacher network

since it is a convenient way to provide robust and stable

features throughout the training process without the need of

training another network [53, 23].

Data augmentation and transformation functions. To

implement f ′ and f ′′, we use a set of common data aug-

mentation techniques for point clouds such as: jittering,

elastic deformation [72], scaling along the three axis. More

specifically, to obtain the weakly augmented point cloud x′,

we only use jittering, while for the the strongly augmented

x′′, we employ all the above transformations. Additionally,

when performing synthetic-to-real adaptation, we also in-

clude random point removal [50]. We refer to the supple-

mentary material for some qualitative examples.

Interestingly, the same 3D transformations can be used

to simulate the target distribution given source data. In

fact, although it is not possible to exactly predict the shift

between two domains, one can approximate the nuisances

that affect the target data through aggressive data augmen-

tation. For example, when performing UDA between dif-

ferent synthetic domains, shapes may have similar geomet-

ric elements but with different style [38, 67], which can be

mimicked by object distortions or elongation and scaling.

Similarly, when moving from a synthetic domain to a real

one, it is reasonable to assume that shapes within the same

class will appear similar to CAD models but will have miss-

ing components due to occlusions, and point coordinates

will be affected by the noise originated in the acquisition

process. Therefore, as shown in Fig. 2 (left), at training time

we augment the source data re-utilizing the transformation

function f ′′, with the goal of minimising the gap between

the two domains in the input space and seamlessly obtain

a better alignment also in the feature space. Applying such

well designed augmentations to source data combined with

our distillation technique is beneficial to the student model.

Intuitively, by distillation we aim at clustering target sam-

ples, while by data augmentation we force source clusters,

naturally obtained with a classification loss, to be aligned

with the target ones.

3.3. Pseudolabels initialization

In the first step of our method, we exploit the self-

distillation module presented in the previous section to ob-

tain an initial set of pseudo-labels for the target domain.

In particular, as shown in Fig. 2 (left), we train a classifier

Ω = Φ ◦ Ψ on top of the student feature extractor and fed

with augmented source data. We use the cross entropy loss:

Lce(x
′′
s , ys) = −ys log Ω(x

′′
s ) (4)

Simultaneously, we feed to the encoder Φ batches of source

and target point clouds strongly augmented with the trans-

formation function f ′′, while Φ̃ receives the weakly aug-

mented versions, and minimise Eq. (3) to learn the desired

clustered feature space for the data of the target domain. Af-

ter training, the initial set of pseudo-labels is computed by

feeding each target sample xi
t into Ω and selecting the class

with the highest confidence score: ŷit = Λ(Ω(xi
t)).

3.4. Selftraining and pseudolabels refinement

In the second step, we exploit and refine the previously

obtained pseudo-labels. We do this by alternating self-

training and refinement in an iterative procedure.

Self-training. In this step we train our classifier Ω =
Φ ◦ Ψ leveraging pseudo-labels, starting from scratch if it

is the first iteration. To do so, we first split the pairs of tar-

get samples and associated pseudo-labels (xi
t, ŷ

i
t) into two

disjoint sets, i.e. Ŷtc and Ŷtn, associated with confident and

non-confident pseudo-labels, respectively, and with the for-

mer initialized to the empty set. The sets will be useful to

realize the iterative procedure outlined at the end of the sec-

tion. We then train Φ and Ψ using self-distillation and su-

pervision for both domains, with supervision for the target

coming from pseudo-labels:

L = −Lce(x
′′
s , ys)− λLce(x

′
t, ŷt)− Lsd(x

′′, x′)

where λ =

{

1, ŷt ∈ Ŷtc

0.2, ŷt ∈ Ŷtn

.
(5)

Note that, as in the previous step, Lsd acts on both domains.

We provide a sensitivity analysis in the supplementary ma-

terial for λ when ŷt ∈ Ŷtn to show that our framework is

not sensitive to this hyper-parameter.

Refinement. Naively using pseudo-labels as done in the

previous step typically leads to ignoring the classes that are

underrepresented in the source domain and to obtain sub-

optimal performance on the target domain due to noise in

the pseudo-labels [40, 49]. Hence, we run self-training only

for a few epochs and then refine the pseudo-labels exploit-

ing a GCN. Our intuition is that, by leveraging on a global

view of the target dataset, the GCN can better disambiguate

hard cases compared to the initial pseudo-labels provided

by the classifier, that, on the other hand, takes its decision

on each input sample in isolation. For instance, even if few

samples of a rare class are tightly connected (i.e. node with

high degrees), it is likely for their confidence to be high as

in their neighbourhood only nodes with the same class are

present. The role of the GCN is therefore twofold: it cor-

rects pseudo-labels; it decides which pseudo-labels should

be considered confident and thereby moved from Ŷtn into

Ŷtc. We obtain the graph G by considering all samples in the

target domain, as shown in Fig. 2 (right), and we build the

adjacency matrix A based on the cosine similarity between
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the global shape embeddings g:

Ai,j =

{

1,
⟨gi,gj⟩

∥gi∥∥gj∥
> ϵ

0, otherwise
(6)

with ϵ being a similarity threshold empirically set to 0.95

so that the node degree (the average number of neighbours

for each node of the graph) is roughly 10. We provide in

the supplementary material a sensitivity study of this hyper-

parameter, showing that our framework is insensitive w.r.t.

to the node degree. This is necessary for memory con-

straints, as the required memory to train a GCN is highly

affected by this hyper-parameter. Inspired by [47], we equip

each node in G with the embedding g as well as with the pre-

diction provided by the classifier Ω, i.e. the vector p̂. These

two pieces of information provide the GCN with cues con-

cerning both the geometric structure as well as the semantic

class of the object. For example, it may be the case that

two point clouds have similar embeddings and yet belong

to different classes. This occurs frequently when consider-

ing a real domain, where an occluded chair with a missing

back could easily be misclassified as a table or the back it-

self with missing legs can be confused for a monitor. Hence,

providing the GCN with the additional information on the

probability distribution among the K classes can help it at-

taining more accurate pseudo-labels for target samples fea-

turing similar embeddings. Then, we compute the input to

the GCN as

H(0) = Φ(Xt) + Ω(Xt)WD (7)

where Xt is the set of all target samples and WD ∈ RK×D

is a learnable projection matrix that projects the output dis-

tribution over K classes in a D-dimensional space.

Afterwards, following Eq. (1), we stack three graph con-

volutional layers where the last acts as a node classifier that

returns a matrix of size nt × K. The GCN is optimized

with a classical cross-entropy loss computed over all target

samples, Ŷtn ∪ Ŷtc, without taking into account the confi-

dence on their pseudo-labels. It is worth noticing that, the

predictions Ω(Xt), i.e. part of the input to the GCN, do not

necessarily match the Ŷtn ∪ Ŷtc pseudo-labels. However,

the GCN can just learn to output the same probability vec-

tor Ω(Xt), discarding part of the input features [47], and

consequently failing in generalizing at test time due to label

leakage. Hence, we randomly mask (i.e. set to zero) 20% of

the inputs Ω(Xt) at training time.

Finally, after training, we exploit the GCN to extract con-

fident samples, i.e. the top θ predictions for each class, up-

date the corresponding pseudo-labels with the output of the

GCN, and move them from Ŷtn into Ŷtc.

Iterative training. We argue that the topology of the

graph highly influences the output of the GCN. As the en-

coder improves its embeddings with multiple rounds of self-

training, also thanks to the self-distillation process, pseudo-

labels become better and better since the graph structure im-

proves. Hence, we plug the previous steps into an iterative

learning process, where we repeat:

a) self-train with Eq. (5) Φ and Ψ for e epochs using self-

distillation and supervision for both domains, with su-

pervision for the target coming from pseudo-labels;

b) build G and train the GCN to refine pseudo-labels;

c) update current pseudo-labels, moving the top θ predic-

tions of the GCN for each class from Ŷtn to Ŷtc.

To gradually increase the size of Ŷtc, θ starts from 0 and

grows to 1 to include more and more samples during train-

ing. At test time, the GCN as well as the teacher encoder Φ̃
can be simply discarded, with Ω being the only network re-

quired to perform inference. Although the GCN can poten-

tially be used at test time to obtain better performance, we

discard it as this would introduce additional requirements

such as keeping the whole training set in memory, and com-

puting the neighborhood of each test sample.

4. Experiments

To show the effectiveness of out method, we compare

against state-of-the-art methods for UDA for point cloud

classification such as [4, 46, 17], using two different back-

bones for our feature extractors: PointNet [41] and DGCNN

[61]. Furthermore, we compare with a baseline i.e. a simple

model trained only on the source domain without any adap-

tation, and an oracle model, which instead assumes to have

all target data available. The former constitutes the lower-

bound in terms of performance, while the latter is consid-

ered as the upper-bound since all target data can be utilized.

Finally, we also conducted an experiment on the challeng-

ing task of part segmentation to show how our method can

be extended to different tasks than point cloud classifica-

tion. In this case, we adopt the setting introduced in [2],

which is the only method performing adaptation on such

task for the synthetic-to-real scenario.

Datasets. The standard dataset used for UDA for

point cloud classification is PointDA-10 [43], which con-

sists of three subsets that share the same ten classes of

three popular point clouds classification datasets: ShapeNet

[7], ModelNet40 [64] and ScanNet [11]. This allows

to define six different scenarios that involve synthetic-to-

synthetic, synthetic-to-real and real-to-synthetic adaptation.

ModelNet-10 consists of 4,183 training and 856 testing

point clouds, that are extracted from synthetic 3D CAD

models. Similarly, ShapeNet-10 features synthetic data

only. It is the largest and most varied among the three

datasets, and it comprises 17,378 training and 2,492 test-

ing samples. Lastly, ScanNet-10 is the only real datasets,
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Method
ModelNet to ModelNet to ShapeNet to ShapeNet to ScanNet to ScanNet to

AvgShapeNet ScanNet ModelNet ScanNet ModelNet ShapeNet

No Adaptation 80.5 41.6 75.8 40.0 60.5 63.6 60.3

PointDAN [43] 80.2 45.3 71.2 46.9 59.8 66.2 61.6

DefRec+PCM [1] 81.1 50.3 54.3 52.8 54.0 69.0 60.3

3D Puzzle [2] 81.6 49.7 73.6 41.9 65.9 68.1 63.5

RefRec [4] 81.4 56.5 85.4 53.3 73.0 73.1 70.5

(Ours) 83.4 61.6 77.3 57.7 78.6 79.8 73.1

Oracle 93.2 66.2 95 66.2 95.0 93.2

Table 1. Shape classification accuracy (%) on the PointDA-10

dataset with PointNet. For each method, we report the average

results on three runs. Best result on each column is in bold.

Method
ModelNet to ModelNet to ShapeNet to ShapeNet to ScanNet to ScanNet to

AvgShapeNet ScanNet ModelNet ScanNet ModelNet ShapeNet

No Adaptation 83.3 43.8 75.5 42.5 63.8 64.2 62.2

PointDAN [43] 83.9 44.8 63.3 45.7 43.6 56.4 56.3

DefRec+PCM [1] 81.7 51.8 78.6 54.5 73.7 71.1 68.6

GAST † [73] 84.8 59.8 80.8 56.7 81.1 74.9 73.0

GLRV [17] 85.4 60.4 78.8 57.7 77.8 76.2 72.7

ImplicitPCDA [46] 86.2 58.6 81.4 56.9 81.5 74.4 73.2

(Ours) 83.9 61.1 80.3 58.9 85.5 80.9 75.1

Oracle 93.9 78.4 96.2 78.4 96.2 93.9 80.5

Table 2. Shape classification accuracy (%) on the PointDA-10

dataset with DGCNN. For each method, we report the average

results on three runs. Best result on each column is in bold. †

Denotes a more powerful variant of DGCNN and results are ob-

tained by performing checkpoint selection on the test set.

and it consists of 6,110 and 1,769 training and testing point

clouds, respectively. It has been obtained from multiple real

RGB-D scans. For this reason, it exhibits several forms

of noise such as errors in the registration process and oc-

clusions. Differently from point classification, there is no

established setting for part segmentation in the literature

and we refer to [2] as a reference since it is the only work

performing synthetic-to-real adaptation from ShapeNetPart

[57] to ScanOBJ-BG [70]. The task is solved only for the

chair class, which comprises 4 components to segment:

Seat, Back, Base, Arm.

4.1. Results

Classification. We report in Tab. 1 and Tab. 2 our results

with PointNet and DGCNN, respectively. For PointNet,

we establish overall the new state-of-the-art with 73.1%

in terms of accuracy. We also note that our framework

achieves the best results in 5 out of 6 settings, with a big gap

in ModelNet→ScanNet and ShapeNet→ScanNet (+5.1%

and +4.4%) that are the most challenging scenarios as they

involve synthetic-to-real UDA. In particular, we highlight

the result obtained in ModelNet→ScanNet (61.6%), which

is, roughly, only 5% less than the oracle. We also observe

remarkable improvements when addressing the opposite

case i.e. real-to-synthetic (last two columns). This demon-

strates the capability of our framework to deal with large do-

main shifts. As regards as synthetic-to-synthetic UDA, we

observe good performance in ModelNet→ShapeNet, while

we are the second best model in ShapeNet→ModelNet.

We attribute the gap with RefRec to the peculiarity of

ShapeNet→ModelNet, where the source domain is a com-

Part Segmentation: ShapeNetPart → ScanOBJ BG

Method Seat Back Base Arm Avg.

Source only 67.85 45.60 84.89 14.87 53.30

3D Puzzle [2] 65.70 49.11 85.91 21.40 55.53

Self-dist (ours) 71.1 79.3 65.2 37.0 63.2

(ours) 74.7 82.7 67.9 37.7 65.7

Table 3. Per part and average mIoU (%) of chair segmentation for

ShapeNetPart to ScanOBJ-BG.

plex dataset while the target is a simple one with shapes

clearly distinguishable among classes i.e. objects with sim-

ilar shapes do belong to the same class. In such specific

scenarios, reconstruction-based approaches such as RefRec

shine since the auxiliary task of reconstructing a point cloud

naturally tends to form well-shaped clusters in feature space

that are amenable for classification.

Furthermore, we repeat the same experiments using

DGCNN as our main backbone. We achieve again state-

of-the-art result (75.1%), showing the generality of our ap-

proach towards other architectures. Overall, we observe a

similar trend w.r.t. Tab. 1, with an increase in performance

in almost all configurations w.r.t. previous works.

Part Segmentation. Although our main goal is to pro-

pose a method that aims at solving UDA for point cloud

classification, our method can be easily extended to more

challenging tasks such as part segmentation, which consists

in assigning to each vertex of the shape one object category.

As done for point cloud classification, we perform a first

step of self-distillation to distill good features for the tar-

get domain unsupervisedly. We then simply adapt the self-

training step by considering each vertex of the input shape

as a node in the graph. In this case, the node representation

consists of a local feature vector extracted from the main

backbone, which is a PointNet as in [2]. The whole graph

is theoretically composed of all points of all shapes in the

dataset. However, keeping all vertices in memory would

be impractical and we perform the procedure explained in

Sec. 3.2 by considering 20000 points of the whole dataset

for each refinement iteration. Results are reported in Tab. 3.

The evaluation metric is the mean Intersection-over-Union

(mIoU), which is computed for each part Q for all the sam-

ples of the chair class. Then, the average across parts is re-

ported. First, we observe that our full framework (last row)

surpasses by more than 10% the previous method (second

row). Furthermore, we highlight the effectiveness of self-

distillation for the part segmentation task. Indeed, when

only performing the first step of our pipeline (third row of

Tab. 3), we already overcome [2] by 7.7%.

Self-distillation vs knowledge distillation. In Tab. 4,

we ablate our self-distillation strategy and also compare it to

an obvious alternative, i.e. applying Eq. (3) in output space.

In this case, the self-distillation loss in Eq. (3) is applied

on the output of the classifier rather than the feature vec-

tor of the backbone. As explained in Sec. 2, this protocol

is similar to the knowledge distillation paradigm [24] that
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Step ce sd kd
ModelNet to ModelNet to ShapeNet to ShapeNet to ScanNet to ScanNet to

AvgShapeNet ScanNet ModelNet ScanNet ModelNet ShapeNet

PL init

✓ 80.5 41.6 75.8 40.0 60.5 63.6 60.3

✓ ✓ 82.1 57.2 77.6 55.0 71.0 72.1 69.2

✓ ✓ 79.6 54.0 79.2 53.2 53.9 70.0 65.0

Table 4. Ablation study for the first step of our framework. ce:

cross-entropy loss on source domain sd: self-distillation loss

Eq. (3) in feature space used to train the pseudo-labels model; kd:

standard knowledge distillation loss [24] in output space. We re-

port the average results on three runs.

Step st ref sd
ModelNet to ModelNet to ShapeNet to ShapeNet to ScanNet to ScanNet to

AvgShapeNet ScanNet ModelNet ScanNet ModelNet ShapeNet

Adaptation

✓ 82.7 59.3 74.9 56.4 77.1 77.8 71.4

✓ ✓ 83.4 60.9 78.2 56.3 77.9 79.4 72.7

✓ ✓ ✓ 83.4 61.6 77.3 57.7 78.6 79.8 73.1

Table 5. Ablation for the second step of our algorithm. st: self-

training with pseudo-labels of the last row of Tab. 4 model; sd:

self-distillation loss in the adaptation step; ref: refinement of

pseudo-labels with GCN. We average results on three runs.

uses soft pseudo-labels. While we observe in both cases

an improvement over the baseline trained only on source

data (first row), the improvement is twice as large when

self-distillation is deployed, which demonstrates the impor-

tance of working in feature space. Moreover, the large im-

provement in absolute terms (+8.9% on average) attained

by using self-distillation shows its effectiveness in reducing

the domain gap, validating our intuition to use it to tackle

UDA. Interestingly, we observe a different behaviour for

ShapeNet→ModelNet. This is again likely due to the pecu-

liarity of the setting. With the source domain being much

larger and richer than the target one, it is plausible that

pseudo-labels in output space are quite accurate, end there-

fore more effective in this case. The model trained with self-

distillation is used to extract the initial set of pseudo-labels

for our method, as well as for all the self-training variants

compared in Tab. 5. Finally, we highlight how the results

obtained with self-distillation are clearly superior in all sce-

narios on average to those attained by competitors based

on self-supervised learning tasks, e.g. row 2 (DefRec) and 3

(3D puzzle) of Tab. 1, that are based on a reconstruction and

a 3D puzzle pretext task, respectively. This provides em-

pirical support for our claim on the higher effectiveness of

self-distillation with respect to auxiliary tasks for 3D UDA.

Self-training strategies. In Tab. 5, we perform an ab-

lation study on the second step of our pipeline. We start

by applying the simplest strategy to perform self-training

(first row), i.e. using all pseudo-labels of the target do-

main together with the labels from the source domain to

train a single classifier. This provides competitive results

(71.4%), that is already better than the previous state-of-the-

art model (70.5%), again showcasing the effectiveness of

self-distillation to obtain pseudo-labels for UDA. When ac-

tivating also the proposed online refinement that iteratively

improves pseudo-labels thanks to the global reasoning of

the GCN (second row), we appreciate another large im-

provement compared to the naive self-training, which val-

idates the importance of the proposed iterative refinement.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

·104

0.54

0.56

0.58

0.6

0.62

Step

A
cc
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Figure 3. Test accuracy on target domain during training on

ModelNet→ScanNet. Our model (Blue) consistently improves

pseudo-labels during training differently from a simple self-

training strategy in which pseudo-labels are fixed (Red).

Finally, in the last row, we report the results attained by ac-

tivating self-distillation also in the adaptation step, which

leads to the best performance and is the model used in all

other experiments. As a further validation of the importance

of the design decisions in our framework, we plot the train-

ing curves of the synthetic-to-real ModelNet→ScanNet in

Fig. 3. The curves represent the test accuracy on the tar-

get domain during training. The red plot shows the be-

haviour of the naive self-training, which correspond to row

1 of Tab. 5. On the other hand, the blue lines represent the

training curves obtained with our full model, i.e. last row

of Tab. 5. We can appreciate that, after a certain number of

steps, the blue line is always above the red line. This is a

clear evidence that in our full model, pseudo-labels are im-

proved over time, while in the naive case the model starts to

overfit, leading to a plateau. We also wish to point out that

such behaviour is key to a good UDA method because, in

absence of target labels to perform validation, it is basically

impossible to decide when to stop the training process.

5. Limitations

The main limitation of the proposed approach is the

hand-crafted data augmentation functions used to augment

both source and target data. To this end, we would like

to investigate the possibility to learn a transformation able

to automatically model the gap between the two domains.

This would allow to handle dynamically cases where less

augmentation is needed, such as in ShapeNet→ModelNet.

6. Conclusion

In this work, we explored a novel strategy to learn fea-

tures on the target domain without the need of annotations.

We first proposed to guide the network to learn a clustered

feature space for the target domain and preserve discrim-

inability suitable for classification. In addition, we intro-

duced a novel refinement strategy that is able to globally

reason on the target domain by means of GNN and to cor-

rect misclassified samples during training. Combining the

two contributions, allowed to establish the state-of-the-art

in the reference benchmarks. Finally, we showed how these

contributions can be used for more challenging tasks such

as part segmentation.
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