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estat realitzada sota la nostra direcció i considerem que reuneix les condicions necessàries
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Chapter 1

Introduction

1.1 Neuroimage, a young and prosper area

Neuroimaging as the research area that we know today was born in the early 1970 s with

the invention of computerized tomography (CT) and the early 1980s with the invention

of the positron emission tomography (PET) and the magnetic resonance imaging (MRI).

It is, therefore, a relatively young but flourishing research area (Leeds and Kieffer (2000),

Filler (2009)) in which there was a quick growth until a few years ago (see Figure 1.1).

On the bright side, this increasing activity talks about the prominence that neuroimag-

ing research is attaining. On the other side, the consolidation of neuroimaging as a

‘rightful’ research area comes with the obstacles and challenges of any discipline that

aims to achieve high-quality scientific standards. Among all the obstacles present in the

process of consolidation of new knowledge in modern sciences, I will firstly discuss two

that sensibly affect neuroimaging research and for which the usage of the meta-analysis

techniques presented later in this work can be more beneficial: the replication crisis and

the existence of publication bias.

1.2 The replication crisis

It was Karl Popper who stated that “non-reproducible single occurrences are of no sig-

nificance to science” (Popper (1934)), reminding us that reproducibility is a fundamental

pillar of the scientific method (Repko and Szostak (2020)). Popper also raised the ques-

tions: What is reproducibility? And replicability? According to the American Statistical

Association (ASA), “A study is reproducible if you can take the original data and the

computer code used to analyze the data and reproduce all of the numerical findings

from the study” (ASA Develops Reproducible Research Recommendations (n.d.)). With

1



Introduction 2

Figure 1.1: Number of studies referenced in PUBMED between the years 2000 and
2019 searching by keywords ’Fractional anisotropy’ or ’Voxel’ or ’FMRI’ or ’Neuroimag-

ing’ or ’Gray matter volume’ or ’Bold response’

regards to replicability, ASA defines “the act of repeating an entire study, independently

of the original investigator without the use of original data (but generally using the same

methods)” as replicability. Furthermore, what constitutes a corroboration? According

to Karl Popper, corroboration is “a qualitative measure of the success that a theory has

achieved in passing tests; that is, that the predictions made from it are borne out by

experience or experiment, at least as well can be determined under the conditions and

precision of the tests and experimenters” (Improving Reproducibility and Replicability -

Reproducibility and Replicability in Science - NCBI Bookshelf (n.d.)). I think it is safe

to conclude that, while corroboration constitutes the ultimate confirmation of a scien-

tific finding or knowledge, it shall be achieved by repeatedly reproducing novel results (if

possible due to the availability of original conditions) and later replicating such results

in different or new conditions. Moreover, while reproducing does not necessarily ensure

the validity of the original results, it is useful to improve research quality by verify-

ing findings and identifying weaknesses, errors or even questionable research practices

(Harris et al. (2019)).

But replication is scarcely practiced by the scientific community and this lacuna has
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become a growing concern. In a poll conducted by the journal Nature (Baker (2016))

in 2016, 70% of asked researchers recognized that they failed to replicate at least one

published work, and even 50% of them failed to reproduce a published work of their own.

Moreover, in the same poll, 90% of researchers agreed that the replication crisis is real.

However, only a minority reported to have tried to publish a replication study, and only

less than 20% reported to have been contacted by other researchers regarding failure to

replicate their work. Causes for low replicability are various and can be differentiated

regarding what they affect the most. According to the researchers polled by Nature,

causes for the low replicability of modern scientific work are selective reporting, low

statistical power, lack of publication options for methods or original data and, less

frequently, fraud. According to a survey of public health analysts (Harris et al. (2018)),

only 14% of surveyed public health researchers had shared their data and/or code. In

light of these figures, sharing original data and methodologies have been proposed as a

strong improvement of reproducibility and replicability of health sciences studies.

Other factors are also argued as causes for low reproducibility (Szucs and Ioannidis

(2017)), like an estimated high ratio of false-positive results, which is a factor also

related to the publication bias, the other issue that I will address in detail later. To

confront this spurious positive results matter, dropping the significance threshold for dis-

coveries to 0.005, instead of the current commonly used value of 0.05, has been proposed

(J. P. A. Ioannidis (2005), Benjamin et al. (2018)). This would enable the discarding

of dubious positive results and, expectedly, select only the most robust ones. However,

as I will comment later, this would only apply to those attempts in which to consider

if a replication is successful only the coincidence of results while applying the same sig-

nificance threshold is considered. Setting our attention back to the replication crisis

rather than replicability of particular studies, one of the main causes of the low levels

of studies replication may be related to how the scientific world is constructed around

an incentive scheme in a hypercompetitive academic climate. In what is often called

the publish or perish system, the career sustainability of a researcher depends on his

or her ability to maintain a constant flow of publications. Moreover, this Damoclean

criteria piles on top of usually very precarious economic conditions for researchers that

tend to make them take more prudent approaches and choose to conduct research work

more likely to be published. At the end of the day the system rewards the quantitative

amount of published work, sometimes more than the quality or the methodological neat-

ness (Aitkenhead (2013)). Furthermore, some authors have analyzed the relation of this

publish or perish system to the gender bias in engineering sciences. They found that

while women publish their works in journals with higher impact, men dominate 80% of

the publication volume, receive more citations and get more funding (Ghiasi, Larivière,

and Sugimoto (2015)).
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This skewed-scheme, together with the scant reward given to non-original works (i.e.

replications) and the considerably lower chance of getting replication works published,

makes researchers prefer, even if not consciously (John, Loewenstein, and Prelec (2012)),

focusing on novel findings rather than on trying to replicate third parties results that

may not yet be consolidated. Some studies (Niven et al. (2018), Aarts et al. (2015),

Begley and Ellis (2012)) have tried to estimate the reproducibility of published works in

specific areas, and it attained sensibly different rates among areas. Nevertheless, some

of them were concerningly low: around 40% in psychology, 10% in cancer biology, or

40% in clinical research, for example.

This concern is not only shared among the scientific community (Munafò et al. (2014))

but has also emerged to the general media. Major news outlets, like The Guardian

(Kirchherr (2017)) or the New York Times (Johnson (2014)), have featured articles about

the replication problem and how it affects the credibility of science and its reliability in

the eyes of the society. After all, reproducibility and science credibility have been closely

linked since as early as the 17th century (Shapin (1989)).

However, the concept of replicability is also disputed. Or, rather, the concept of repli-

cation, what constitutes a replication, especially for neuroimaging studies. As stated

earlier, replication refers to the ability to obtain the same results as in a reference work.

But often neuroimaging results are thresholded using a discretionary threshold of p<0.05

corrected for multiple comparisons. Replication implies, therefore, comparing thresh-

olded maps in which every region not reaching this threshold is considered as a negative

result. No matter how close it was to become a positive result. As seen in figure 1.2,

plots A1 and A2, in practice this may very well mean that nearly positive results in one

region of one study are not considered to match barely positive results in the same region

of another study, and vice versa. This results in many false mismatches in regions with

values close to the chosen threshold when, in fact, the real differences may be very tiny.

In summary, the common practice of thresholding the results in neuroimaging studies

is likely to have a high impact on the replicability and even the reproducibility of such

studies. And a recent study showed that it has, indeed (Botvinik-Nezer et al. (2020)).

Therefore, the problem may be, to some degree, more related to the tools and techniques

employed to conduct the replicability analysis than to the original results.

The scientific community has been responding to the concern for the replication crisis and

developing strategies to counteract the trend (Harris et al. (2019)). Journals like Science

and others have opened new sections dedicated to replication studies (Science/AAAS —

Special Section: Data Replication and Reproducibility (n.d.), Pashler and Wagenmakers

(2012)) or published dedicated special issues like the virtual special issue on replication

by the Elsevier editorial (Virtual Special Issue On Replication Studies (n.d.)). Since 2017
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Figure 1.2: Three examples of the checking replication comparing thresholded maps.
In the first case, while study A1 and study A2 have very similar results, being A1
slightly positive and A2 slightly negative the replication is considered failed. In the
second case, while study B1 is almost significant, study B2 is non-statistically significant
and their results are very different, the replication is considered successful. In the third
case, although C1 is considered significant, the shape of the curve makes the results
suspicious of being spurious. Nonetheless, the replication while compared with the solid

result of the study C2 is considered successful.

the Organization for Human Brain Mapping (OHBM) annuarly presents the award to the

best replication study in neuroimage (Replication Award - www.humanbrainmapping.org

(n.d.)), and in 2017, the IRIS digital repository established a bi-yearly award to the

best publication of a replication study using material held on their repository (IRIS

Replication Award- IRIS Digital Repository (n.d.)).

1.3 Publication and other reporting biases

Another common cause of concern in modern science is the issue of publication bias

and related reporting biases. Publication bias occurs when the chances of a research

study being published depend on factors other than scientific quality. A common factor

causing publication bias is the direction of the detected evidence: Analogously to the

aforementioned problem of the scant reward granted to replication studies, the reward

for negative results is also very dim. Studies reporting negative results are less attractive
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to journals and are harder to get published, causing what is called the “file drawer effect”

(Rosenthal (1979)) . An informative systematic review (Hopewell, Loudon, Clarke, Ox-

man, and Dickersin (2009)) found five studies that investigated the association between

the direction of their results with publication chances. Trials with positive findings were

more likely to be published than trials with negative or null findings, with an odds

ratio of 3.90 (95% CI: 2.68,5.68), corresponding to a risk ratio of 1.78 (95% CI: 1.58,

1.95). Another study (Song et al. (2009)) performed a systematic review of studies that

tracked a cohort of studies and reported the odds of formal publication by study results,

with the addition of analyzing the effect of the starting time of follow-up in the trials.

They analyzed the presence of publication bias by calculating the odds ratio of publica-

tion of studies with positive results, compared to those without positive results in four

subgroups: in cohorts that followed the research from inception the ratio was of 2.78

(95% CI: 2.10 to 3.69); in trials submitted to regulatory authority was of 5.00 (95% CI:

2.01 to 12.45); in abstract cohorts was of 1.70 (95% CI: 1.44 to 2.02); and in cohorts of

manuscripts was of 1.06 (95% CI: 0.80 to 1.39). Altogether, the results showed a clear

preference for trials with positive results as compared to trials with negative results.

One of the studies that suggested lowering the significance threshold to improve repli-

cation indices (J. P. A. Ioannidis (2005)), analyzed the specific factors making a study

with positive results more likely to be published (Publication bias - Wikipedia (n.d.)):

• The studies conducted in a field have small sample sizes.

• The effect sizes in a field tend to be smaller.

• There is both a greater number and lesser preselection of tested relationships.

• There is greater flexibility in designs, definitions, outcomes, and analytical modes.

• There are prejudices (external interests).

• The scientific field is hot and there are more scientific teams pursuing publication.

Along with publication bias, there are other related reporting biases, like the reporting

bias called “time-lab bias”. Even in the comparatively infrequent cases that get pub-

lished, studies with negative results often take more time to get published than studies

with positive results, causing the time-lag bias (Loannidis (1998)). A study analyzed

the time to the publication of 196 clinical trials and the influence of the direction of

the results. The authors found that trials with positive findings tended to be published

after 4-5 years, while it took 6-8 years for trials with negative findings to be published

(Hopewell, Clarke, Stewart, and Tierney (2007)). Although this reporting bias has been

identified on numerous occasions (Decullier, Lhéritier, and Chapuis (2005), Suñé, Suñé,
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and Montoro (2013), Qunaj et al. (2018)) transversal to all science areas, a study found

no evidence of it while analyzing the effect of the direction of the results on the time

elapsed between trial completion and publication in 208 clinical trials published in BMJ,

Lancet, New England Journal of Medicine and JAMA (Jefferson et al. (2016)). Never-

theless, the literature supports that time-lag reporting bias may be more present in other

journals and should be considered while reviewing all published evidence to consolidate

new scientific knowledge (J. P. Ioannidis, Munafò, Fusar-Poli, Nosek, and David (2014)).

There is another reporting bias that occurs when the publication of a new finding attracts

the quick publication of a study with contradictory findings, and is called the “Proteus

phenomenon”. Perhaps provoked by tantalizing editors (J. P. Ioannidis et al. (2014)),

this results in extreme results published rapidly right after the first publication of the new

finding (Pfeiffer, Bertram, and Ioannidis (2011), J. P. Ioannidis and Trikalinos (2005)).

This oscillation creates a bias associating the strength of the finding with the time of

publication; even if the directions of the results are contradictory, the strengths of them

may be higher in earlier studies in the presence of the Proteus bias.

And yet another reporting bias appears on occasions when studies analyze different

outcomes but only report a selection of them, or report incompletely the results of some

of the outcomes. This elective reporting causes what is called the “outcome reporting

bias”. From the analysis of 283 Cochrane reviews of clinical trials (Kirkham et al.

(2010)), it was found that 55% of the reviews did not include all data for the review

primary outcome. Among the included trials in the reviews, 6% of them were identified

as having not reported any or some of the results of the primary outcome. Among the

reviews, 34% of them included at least one trial with high suspicion of outcome reporting

bias for the primary outcome.

The publication bias and these other reporting biases presented here may have an im-

portant impact on the process of consolidating new scientific evidence (J. P. Ioannidis et

al. (2014)). The results of reviews on published results can be severely affected by the

presence of such biases on the included publications (Guyatt, Oxman, Montori, et al.

(2011), Szucs and Ioannidis (2017)). To detect the potential presence of such biases and

to correct, if possible, their effect, some actions can be taken, and some techniques can

be applied. Except for selective outcomes, which sometimes can be identified and cor-

rected at the study level, potential publication and reporting bias can only be detected

at the group level. That is, analyzing a group of studies and detecting the potential

presence of bias. A common technique to detect the presence of potential publication

bias is to assess if there is asymmetry on the scatter plot displaying the reported effect

size against some measure of study precision (J. Light and B. Pillemer (1986), Sterne and

Egger (2001)). These plots are called funnel plots, and can be visually inspected (Al et
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(2016)) or statistically tested, but this technique requires a cautious application, as the

interpretation of funnel plots can be prone to error in some cases (Terrin, Schmid, and

Lau (2005), Lau, Ioannidis, Terrin, Schmid, and Olkin (2006)) (like when there is high

between-study heretogeneity). A study analyzed the reliability of funnel plots for pub-

lication bias detection through asymmetry assessment (Kicinski (2014)). Even though

they simulated sets of studies with up to four times more positive results than other

outcomes, the test based on the funnel plot asymmetry detected the publication bias on

only 15% of the cases. An important aspect of such simulations is that in addition to

a high number of positive significant results, they also simulated a high between-study

heterogeneity. Although other quantitative methods relying on the same principle of

the relationship between effect size and study precision have been developed (Begg and

Berlin (1988), Egger, Smith, Schneider, and Minder (1997)) and are becoming commonly

used, there are still some cases in which they need to be taken with precaution (Irwig,

Macaskill, Berry, and Glasziou (1998), Stuck, Rubenstein, and Wieland (1998)). More

methods are being developed to overcome these issues (Mueller et al. (2013), Lin and

Chu (2018)).

Concerning the time-lag bias, detecting its potential presence in a set of publications

may be complex, especially if most of the included studies share approximately the

same publication times. Young research areas or novel findings are likely to produce

scientific works closely grouped in time. In such cases, there are not many strategies

to be taken beyond taking the results prudently and waiting for new studies to be

published. However, if the publication dates of the studies span over a relatively large

time, a regression can be applied to check the effect of the publication date (Tsujimoto

et al. (2017)). Another proposed approach is to develop a cumulative group analysis in

which an initial subset of earlier studies is included to perform the analysis, and then

repeat the analysis several times incorporating each time newer studies into the set (Lau

et al. (1992)). The idea is that if the effects of the analysis show a trend, it may be an

indication of time-lag bias.

Lastly, as for the outcome reporting bias I already stated earlier that sometimes this

bias can be detected at the study level (Guyatt, Oxman, Vist, et al. (2011)). However,

the possible presence of outcome reporting bias in the results of the studies included in a

collection can be analyzed with what is called an excessive significance test (J. P. Ioanni-

dis and Trikalinos (2007)). The principle behind the test, which may also detecet other

biases, is to calculate the expected number of studies with statistically significant results

according to their statistical power. If this expected number of statistically significant

studies is sensibly smaller than the observed number of statistically significant studies

in our set, this may be an indication of the presence of outcome reporting bias. For this
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principle to sustain, effect sizes need to be relatively homogeneous. Therefore, the reli-

ability of the test results needs to be assessed in each application, and it might depend

on the conditions of each set of studies: “In the presence of considerable between-study

heterogeneity, efforts should be made first to dissect sources of heterogeneity. Applying

the test ignoring genuine heterogeneity is ill-advised” (J. P. Ioannidis and Trikalinos

(2007)). For such scenarios in which the between-study heterogeneity of a set of studies

is expected to be at least considerable, another test was developed based on the prin-

ciple of the statistical power (Schimmack (2012)). Following probability theory (Cohen

(2013)), the Incredibility index test compares the expected number of statistically sig-

nificant studies regarding the median observed statistical power of the studies. Again, if

the number of expected statistically significant studies is sensibly lower than the actual

number observed, it may be an indication of the presence of outcome reporting bias.

All this literature provides techniques and methodologies to detect the potential pres-

ence of publication and other reporting biases in a set of studies. Nevertheless, the

impact of the presence of such biases also needs to be assessed to account for it and, if

possible, measured to try to correct it. Several studies confirm the presumed effect of

the publication bias on the results of summarizing analyses (like literature reviews, or

meta-analyses, which will be introduced in detail later in the introduction of this the-

sis). A study re-analyzed 42 meta-analyses of clinical trials for nine drugs, including the

unpublished data gathered from FDA trial data (Hart, Lundh, and Bero (2012)). After

adding the unpublished data, the results changed sensibly and showed lower efficacy of

the drug for 46% of the meta-analyses, no difference for 7%, and higher efficacy of the

drugs for 46%. Moreover, the results for the single harm outcome after including the

unpublished data showed more harm from the usage of the drug.

The outcome reporting bias may have an important impact on the results of summarizing

analyses that should be assessed. The impact that selective outcome had on meta-

analysis included in some of the 283 Cochrane reviews of clinical trials was also analyzed

in the study (Kirkham et al. (2010)). The authors adjusted for outcome reporting bias by

asking the original authors for the non reported data and including them on the analyses,

and checked the differences in the 42 meta-analyses that originally had statistically

significant results. After the correction, 19% of them became non-statistically significant,

and 26% of them would have overestimated the treatment effect by 20% or more.

The concern about the importance of facing publication bias effects on the consolida-

tion of new scientific knowledge is also present in the scientific editorial field, and there

are actions taken to address this problem. One such being the growing acceptance of

negative results (The Missing Pieces: A Collection of Negative, Null and Inconclusive
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Results (n.d.), AJG “The Negative Issue” November 2016 - American College of Gas-

troenterology (n.d.), General Information — eNeuro (n.d.)), or the appearance of new

journals specifically dedicated to negative results (Negative Results — Home page of

Scientific Journal Negative Results (n.d.)). PLoS One journal has emphasized its pol-

icy of welcoming negative results publications, and in 2015 it even started a published

collection of negative, null and inconclusive results (non-positive results) (The Missing

Pieces: A Collection of Negative, Null and Inconclusive Results (n.d.)). Other journals

are also opening sections dedicated to negative results (Dirnagl and Lauritzen (2010)).

Nevertheless, what is called the file drawer effect, the imbalance between the number

of publications with positive results and the number of publications with non-positive

results, remains substantial (Kicinski, Springate, and Kontopantelis (2015)).

1.4 How the replication crisis, publication biases, and other

issues affect neuroimage studies

The impact of the replication crisis and the low levels of replicability also reaches the

neuroimaging research area (Nee (2019), B. O. Turner, Paul, Miller, and Barbey (2018)).

The Nature journal published an editorial in 2017 exposing the concern about the low

reproducibility of fMRI studies (“Fostering reproducible fMRI research” (2017), Ben-

nett and Miller (2010)) and announcing the commitment of the editorial team to pro-

moting the reproducibility of the studies published in the journal. They developed

“an MRI-specific module to complement the methods reporting checklist” (“Fostering

reproducible fMRI research” (2017)) already requested at submission time. A similar

editorial note was published in 2018 by the editorial team of the Journal of Neuroscience

(Picciotto (2018)). Also concerned about the replicability challenge of neuroimage stud-

ies, the note highlighted the recommendation of preregistering as a powerful tool to

improve replicability (Poldrack et al. (2017)), agreeing on the desirability of preregis-

tration as a policy to counteract publication bias already expressed as early as in 1993

(Dickersin and Min (1993)). Moreover, the editorial team reinforced the requirement for

“authors to report experimental design and stats analyses fully” (Picciotto (2018)). The

importance to address the replicability challenge to continue with the research in the

neuroimaging area has also been reflexed upon by the Organization for Human Brain

Mapping (OHBM), and the commitment of the organization to developing guidelines

and recommended practices within the OHBM framework to successfully meet the re-

producibility challenge (Mumford Keep Calm and Scan On - organization for human

brain mapping.pdf (n.d.)).
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Not any less, publication bias also affects neuroimage studies. Among the factors eliciting

publication bias aforementioned (J. P. A. Ioannidis (2005)), most of them affect the area:

neuroimaging studies commonly have small sample sizes, the effect sizes tend to be small,

there is great flexibility in designs and analytical methods and the field is hot with many

teams pursuing publication. The actual impact of publication bias in neuroimage studies

has been analyzed in some works (Jennings and Van Horn (2012), David et al. (2013)).

For example, a study found a negative correlation between the study size and effect size,

implying the presence of publication bias (Jennings and Van Horn (2012)). Moreover, the

expected number of non-positive small studies was not met, also indicating publication

bias. Using Cohen’s d as a metric for effect size the visual plots were not conclusive,

but were the quantitative methods assessing publication bias (Egger regression test with

F=6.7 and p=0.01, Macaskill’s regression method with F=12.07 and p=0.0009, and the

Trim and Fill method with both tails R0 > 3).

Besides the replication crisis and the presence of publication bias, the area is sensibly

affected by specific problems with special incidence in neuroimaging, like usually mod-

est study sample sizes (Szucs and Ioannidis (2019), Kennedy (2018), Lorca-Puls et al.

(2018)) and high methodological heterogeneity (Specht (2020), Shuter, Yeh, Graham,

Au, and Wang (2008)).

The vast amount of works published monthly makes it harder and harder to even keep

track of all the new findings. Translating such a volume of novel information into

consolidated knowledge is a task nearly unbearable without proper assistance, especially

while separating the wheat from the grain and discerning the robust findings among the

weaker ones.

Neuroimaging studies require expensive equipment like MRI scanners, which means

that available sample sizes are usually small. To overcome this size-related problem

there are initiatives in place trying to obtain larger data sets. One strategy deployed

is the creation of databases compiling datasets from different sites and making them

available to research teams that would benefit from the aggregation of analogous data

and, therefore, the increment of sample sizes (Toga (2002)). Besides the long-established

and well known NeuroVault (Gorgolewski et al. (2015)) or BrainMap (brainmap.org —

Home (n.d.)), at the time of writing this thesis, there are more than 100 identified

databases of neuroscience data (Acar, Seurinck, Eickhoff, and Moerkerke (2018)), many

of them containing neuroimaging data and studies (Eickhoff, Nichols, Van Horn, and

Turner (2016), J. Turner, Eickhoff, and Nichols (2017)). Another similar strategy is

the creation of research consortiums formed by several different research groups and

organized by study topics. Each group contributes their data and expertise and joint
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studies are developed taking advantage of the much larger datasets attained (S. M. Smith

and Nichols (2018), Bearden and Thompson (2017), Glasser et al. (2016)).

Finally, experimental designs vary sensibly among studies, with decisions that greatly

affect the outcome (Carp (2012)). There are also initiatives to overcome this method-

ological heterogeneity, like the ones that propose the creation of standardized data pro-

cessing pipelines (Carp (2012)). Ideally, these specifications would be followed by most

of the researchers in the way that they would have a methodological guide for each type

of analysis. This would provide a more homogeneous analytical framework attaining

better methodological synchrony while performing analogous experiments (Beisteiner,

Pernet, and Stippich (2019)).

1.5 Meta-analyses are very powerful to confront these chal-

lenges

The scientific community has developed and used several different strategies and tech-

niques to face these challenges amongst which I must highlight meta-analysis. Not

only meta-analysis currently is a widely used technique to deal with replicability is-

sues (Hedges and Schauer (2019)) and, even, to analyze replicability rates (Braver,

Thoemmes, and Rosenthal (2014)), but also has become an indispensable tool in mod-

ern science and the policy of enforcing its usage is becoming transversal (Perrin (2014)).

Major scientific journals are more and more encouraging the performing of a prospec-

tive meta-analysis prior to designing new experiments (Young and Horton (2005), Collins

and Tabak (2014)), to optimally deploy efforts and steer scientific progress. But before

continuing with the value of the meta-analysis techniques, I shall explain what meta-

analyses consist of.

A meta-analysis is a statistical methodology that is used to aggregate into a summariz-

ing result the results of different studies collected in a systematic process (Borenstein,

Hedges, Higgins, and Rothstein (2009)). The term meta-analysis was coined by Gene

V. Glass when he intended to scientifically support his personal experience on the ben-

efits of psychotherapy (M. L. Smith and Glass (1977)). Driven by his fuss with Hans

Eysenck, who claimed (Eysenck (1952)) that psychotherapy was ineffective arguing the

lack of evidence otherwise, he and Mary Lee Smith dedicated two years to collect all the

available studies about the effects of psychotherapy. From the more than a thousand

studies obtained, they selected 375 that were statistically fit (were methodologically cor-

rect and published resulting statistics) and computed the effect size of the psychological

treatment in each study. Not only did they find out that the mean effect size was ev-

idence of the therapy benefits (0.68), but they also conducted several sub-analyses to
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study the effects of different types of therapies. Glass presented the technique, alongside

the obtained results, in a presidential address to the American Educational Research

Association in San Francisco in 1976. What is now a prominent milestone of the sta-

tistical sciences was received with major acceptance and the meta-analysis became the

valued technique among the scientific community it is today. Except for Eysenck who,

as far as eighteen years later, published a work arguing the unfitness of meta-analyses

as “a model for studying the diversity of fields for which it has been used” (Eysenck

(1994)).

From the moment they were first used, meta-analyses have proven on uncountable oc-

casions their value, in many different research areas (Cumming (2013)). I will explain

two examples that display the contributions that meta-analyses brought to health sci-

ences and the importance of using meta-analyses on evidence-based practices and, con-

sequently, on neuroimaging studies.

First, a work published in 2005 performed a historical review of childcare bibliography

about associations between infant sleeping positions and sudden infant death syndrome

(SIDS) and a cumulative meta-analysis of studies analyzing the relation (Gilbert, Salanti,

Harden, and See (2005)). In their review, they confirmed that for most of the twentieth

century, until as far as the late 80s, the commonly recommended practice was to make

childs sleep on their front. However, their cumulative meta-analysis discovered that al-

ready by 1970 there was quite reasonable evidence that back sleeping was safer. The

resulting evidence kept growing with the following studies incorporated into the cumu-

lative meta-analysis, although the individual evidence quality of these additional studies

remained humble until the late 80’s. Taking into account the number of infant deaths

imputed to SIDS occurred in Europe, the USA and Australia, the authors estimated

that had a meta-analysis been conducted in 1970, as many as 50.000 infant deaths could

have been averted.

Second, in 1992 a meta-analysis was conducted over the studies of the effecacy of oral

beta-blockers for reducing the risk of mortality in heart-attack survivors and published

between 1972 and 1988 (Antman, Lau, Kupelnick, Mosteller, and Chalmers (1992)). It

proved that after the ninth study, published in 1982, there was enough evidence of the

benefits of the treatment, and the use of beta-blockers should have been established as

a common practice. Not having done it resulted in losses of patients’ lives and, later in

time, waste of resources on redundant studies that did not provide additional findings

once the original results were already replicated and confirmed.

Probably having considered these two examples, among others specifically mentioned in

their editorial comment, since august 2005 the Lancet Journal requires authors of clinical

trials submitted to the journal the inclusion of a summary of previous literature related



Introduction 14

to the study to be published (Young and Horton (2005)). A published meta-analysis

that serves the purpose of locating the new evidence to be published into the context of

the existing evidence is also strongly recommended. Not only so, but in absence of such

meta-analysis, authors are encouraged to perform their meta-analysis.

It is clear, therefore, that meta-analyses can be a powerful tool that increases the statisti-

cal power of the results by expanding the sample size. Having in mind that small sample

sizes are one of the main issues of neuroimage studies, that is a very interesting feature

that meta-analyses can contribute to neuroimage science. Furthermore, they are also

very useful for identifying contradictions among the findings of the included studies that

cannot be attributed to sampling error, detecting potential publication biases and even

identifying factors in the data moderating the results (like methodological differences in

the studies, clinical factors, etc). Once more, these are the most constraining drawbacks

of neuroimage studies that I presented and are usually closely related to replicability or

publication bias problems of scientific publications.

All these capabilities make meta-analysis an invaluable asset in facing the problems to

consolidate new knowledge and push forward the advance of modern science.

1.6 Meta-analysis in voxel-based neuroimaging

As I will present accurately later, the main objective of this thesis was to develop a new

method to perform meta-analyses of voxel-based neuroimaging studies and maximize the

robustness of the results provided by the method and the derived conclusions. But first,

to fully comprehend the work presented herein, some basic knowledge of neuroimaging,

as well as some previous considerations regarding the application of meta-analysis in

this discipline, should be presented.

Neuroimaging is the usage of one or various techniques to capture the image of the

structure or functionality of the nervous system. Among all the different modalities of

neuroimaging, I will cover the imaging of the brain using magnetic resonance imaging

(MRI) or using positron emission tomography (PET). I will not get into the physics of

how images are acquired, for the sake of this thesis will suffice to know that the result of

both techniques is a 3D image divided into parcels of information. Such parcels are called

voxels and contain the unit of information, either structural information (like volume) or

functional information (like activation). Voxels can have isotropic dimensions (all sides

equally-sized) or anisotropic (a different size for each side), and different sizes. Therefore,

the total amount of voxels in a neuroimage varies considerably. As a reference, a typical
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pre-processed structural MRI image may have isotropic 2mm-side voxels, which would

add to around 1x106 voxels in an image.

Some challenges need to be faced when applying meta-analysis on neuroimaging studies,

as standard statistics are not straightforwardly applicable due to the special constraints

of neuroimaging data and publications. One the one hand, the main problems usually

found while meta-analyzing the results of a systematic review on a neuroimaging topic

are derived from the process of thresholding the results and reporting the summary.

This process consists of first, with the complete brain map with all the voxels containing

each the statistics, we apply a significance threshold by which they select only those

voxels with values more statistically significant than the threshold and discard the rest.

Each group of adjacent voxels in the remaining map will be named a cluster. Second,

from each cluster, the authors get the voxel with maximum significance, which they will

label as the peak of the cluster. At the end of this process, from an initial complete

brain map of results they only report a list of peaks, containing the coordinates and

the statistic of each peak. This process was developed due to the historical inability of

distributing the amount of data required to publish full statistical maps, publishing the

summarizing list of peaks once thresholded by a desired statistical value instead.

Nowadays, it is still not uncommon for the researchers to publish only the coordinates of

the peaks of the clusters of statistically significant results of the studies, leaving the rest

of the brain results unpublished. That implies that if we want to meta-analyze these

areas and include the studies that did not report complete results, we need to impute

the unpublished results for these areas and these studies.

On the other hand, another special constraint of voxel-based neuroimaging meta-analysis

is the high dimensionality of neuroimages. As said before, commonly used voxel sizes

result in images with dimensionality in the order of millions of data. This implies

that we need to deal with a massive multiple comparison problem while estimating the

significance of the results of our meta-analyses (Ashby (2019)).

1.7 Historic of methods and their problems

Originally, were two main types of meta-analysis methods for neuroimaging studies,

regarding which data they could use. The image-based meta-analysis methods could

be used only when all the complete statistical maps (hence image-based) of all the

included studies were available. The coordinate-based meta-analysis methods could

perform meta-analyses of neuroimaging studies that only reported coordinate-based re-

sults. The former consisted of applying standard statistics for most of the operations.
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However, since the percentage of occasions on which full statistical maps are available

is relatively low, image-based meta-analysis methods were seldomly applicable. To be

able to include all those neuroimaging studies that reported only coordinate-based re-

sults, several coordinate-based meta-analysis methodologies have been developed over

the last lustrum (Samartsidis, Montagna, Johnson, and Nichols (2017)). Two different

approaches have been taken hitherto: kernel-based and model-based.

1.7.1 Kernel-Based

Kernel-based were the first methodologies developed, and the ones that are still com-

monly used in most published neuroimaging meta-analyses (Radua et al. (2014), Costafreda,

David, and Brammer (2009), Turkeltaub et al. (2012), Wager, Lindquist, and Kaplan

(2007)). The shared idea behind these methodologies is to first smooth the available

data (reported cluster peaks) using a spatial kernel. Cluster peaks from each study

are smoothed and combined into a corresponding study image. These study images

are then combined to obtain the aggregated result, and the significance of the result-

ing image is estimated. Although it is out of the scope of this thesis to exhaustively

review how the current methodologies perform these steps, I will peek at some details

needed to understand the objectives of this thesis. First, there are different approaches

to apply the kernel to the available peak-coordinates. The multi-kernel density analysis

(MKDA) (Wager et al. (2007)) method generates a sphere with the coordinates of each

peak as a center and fixed radius. All the voxels within this sphere are given a value

of 1, and when combining different peak images with the corresponding spheres into a

study image by just adding the images the voxels values are limited at 1 (if there are

overlapping spheres the voxels keep their value at 1). Activation likelihood estimation

(ALE) (Turkeltaub et al. (2012)) tries to model the probability that the activation was

placed on the reported coordinate of the peak and its surrounding voxels. It models it

by applying a Gaussian kernel with the center in the reported coordinate and enforcing

that the sum of the voxels covered by the kernel adds to 1. Therefore, voxels closer to the

peak have higher probabilities than voxels closer to the tails of the kernel. To combine

different peak kernels into a study image, it uses the union of the probabilities given by

kernelled peaks. Anisotropic effect-size seed-based d mapping (AES-SDM) (Radua et

al. (2014)) takes a similar approach to ALE but tries to reproduce the original study

maps. For each reported peak, it takes (when available) the effect size of the peak and

applies an anisotropic Gaussian kernel. The kernels are dimensioned accordingly to a

correlation template, trying to maintain, therefore, the spatial covariance of the brain

tissue. To combine different peaks into a study image, a weighted mean of the peak

images is computed.
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To aggregate the generated study images, MKDA and AES-SDM compute the mean

of the study images weighted by the study size (number of participants) and precision

(only AES-SDM), AES-SDM uses signed effec sizes (e.g. positive for activations and

negative for deactivations) and thus contradictory results will cancel.

A common trait of these methodologies is that, for the last step of estimating the signifi-

cance image, they test for spatial convergence of peaks, applying a spatial randomization

test that relies on spatial assumptions that sometimes are not met. A detailed explana-

tion of this issue is explained in Chapter 3. but briefly, it may make the results either

conservative or liberal, and it decreases the statistical power when there are several brain

regions with relevant effects.

There was a kernel-based methodology that did not test for spatial convergence (Costafreda

et al. (2009)). Like MKDA in generating a sphere from the reported peaks, for the es-

timation of the significance image, this method derives a parametric significance test

based on the properties of the spatial Poisson process and then corrects for multiple

testing using the false-discovery rate.

None of these methods could combine reporting cluster peaks with studies reporting full

statistical maps, except for AES-SDM. Moreover, none of them took into consideration

the non-reported results: the rest of the original study maps in which the data was

discarded on the thresholding step of the original publications. Only AES-SDM tried to

reproduce, to some extent, the non published original maps to be able to combine them

with full statistical maps from studies publishing them.

1.7.2 Model-based

Another and newer approach to perform a meta-analysis of coordinate-based neuroimag-

ing results are the so-called model-based methodologies. Based on spatial statistics, the

principle behind them is to model the generation of peaks using stochastics processes.

There have been several implementations published (Kang, Johnson, Nichols, and Wa-

ger (2011), Yue, Lindquist, and Loh (2012), Kang, Nichols, Wager, and Johnson (2014),

Montagna, Wager, Barrett, Johnson, and Nichols (2018)), each taking different assump-

tions when determining the independence between sources for different tasks, or the

relation between activations reported in the same study. Although such methodolo-

gies offer some interesting features, like providing a confidence level on the location of

the activations, their practical usage is yet limited. At the time of writing this thesis,

model-based methodologies had mostly been used to perform meta-analyses of emo-

tional studies, where their ability to model different sources of activations for different
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emotions had been particularly attractive. Like kernel-based methodologies, significance

maps are estimated by using Monte Carlo testing schemas.

1.8 AES-SDM as our starting point

Among the different kernel-based methodologies available at the time of starting this the-

sis, we took AES-SDM as the starting point of our work. Already used profusely in many

published meta-analyses, AES-SDM presents some specific and important strengths to

deal with the exposed problems of neuroimaging studies and some aspects that could be

improved. On the one hand, the capability of combining image-based and coordinate-

based studies in a single meta-analysis is very powerful to augment the sample size

supporting the evidence of meta-analysis results, as well as for the sake of expanding

the exhaustive inclusion of studies in the analysis. SDM also offers tools to try to detect

possible publication bias and to control unexplained heterogeneity. On the other hand,

the recreation of non-published studies from lists of published coordinate-based results

could be sensibly improved, as well as the estimation of the statistical significance maps

of the results. As explained before, the spatial randomization test used to perform such

estimation, also applied in most of the other methodologies currently used, can provide

inaccurate results in some scenarios.



Chapter 2

Objectives

The objective of this thesis was to develop a method for the meta-analysis of neuroimag-

ing studies that overcomes the drawbacks of the neuroimaging meta-analytic methods

described above. To this end, we modified AES-SDM (Radua et al. (2014)) to incorpo-

rate several major changes that address each of the above limitations. This has resulted

in a new method, called SDM-PSI, with profound differences from any previous neu-

roimaging meta-analytic method.

I divided this overarching objective into the following individual objectives:

1. Accurately identify and circumscribe the drawbacks of the neuroimaging meta-

analytic methods present at the time of the conception of this thesis.

2. Develop the statistical techniques of the new method. Optimize the usage of

maximum likelihood estimation (MLE) to estimate the distribution of the missing

information of the neuroimaging studies and combine it with the usage of multiple

imputation techniques to recreate this non-published information. This combina-

tion shall intend to obtain better estimates of effect sizes in areas where CBM

studies did not report results.

3. Develop an algorithm for the new method viable for being implemented efficiently,

providing an implementation that can be successfully used in real-world scenarios.

4. Modify the SDM meta-analytic method to incorporate these new statistical tech-

niques, as well as other novel changes in the field such as a standard subject-based

permutation test instead of the spatial permutation approach used by previous

methods.

19
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5. Design and develop an algorithm for the usage of the standard permutation test

as part of the SDM method. A computationally efficient implementation of such

an algorithm shall also be feasible.

6. Adopt the scope not only of theoretical-methodological work but also of practical

work with usable results and implementations ready to be used by the neuroimage

meta-analysis community. This shall include the development of powerful software

and a graphical user interface.

7. Disseminate the new method to ease the adoption of its application by the scien-

tific community. This included the release of the new software in a user-friendly

form, writing and recording a visual publication [117], and proactively seeking

collaboration studies with scientific teams from other institutions and labs that

would provide the first publications making use of the new method.

The first objective is addressed in the first published article that comprises this thesis;

the second and third objectives are addressed in the second published article; the fourth,

fifth and sixth objectives are addressed in the third published article, and the seventh

objective is addressed in the fourth published article.



Chapter 3

Articles included in this thesis

There are four articles that have been derived from this thesis and that are included in

this chapter:

• Albajes-Eizagirre A, Radua J. What do results from coordinate-based meta-analyses

tell us? Neuroimage. 2018 Aug 1;176:550-553. doi: 10.1016/j.neuroimage.2018.04.065.

Epub 2018 May 3. PMID: 29729389.
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• Albajes-Eizagirre A, Solanes A, Radua J. Meta-analysis of non-statistically signif-
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A B S T R A C T

Coordinate-based meta-analyses (CBMA) methods, such as Activation Likelihood Estimation (ALE) and Seed-
based d Mapping (SDM), have become an invaluable tool for summarizing the findings of voxel-based neuro-
imaging studies. However, the progressive sophistication of these methods may have concealed two particularities
of their statistical tests. Common univariate voxelwise tests (such as the t/z-tests used in SPM and FSL) detect
voxels that activate, or voxels that show differences between groups. Conversely, the tests conducted in CBMA test
for “spatial convergence” of findings, i.e., they detect regions where studies report “more peaks than in most
regions”, regions that activate “more than most regions do”, or regions that show “larger differences between
groups than most regions do”. The first particularity is that these tests rely on two spatial assumptions (voxels are
independent and have the same probability to have a “false” peak), whose violation may make their results either
conservative or liberal, though fortunately current versions of ALE, SDM and some other methods consider these
assumptions. The second particularity is that the use of these tests involves an important paradox: the statistical
power to detect a given effect is higher if there are no other effects in the brain, whereas lower in presence of
multiple effects.

Introduction

The exponential increase of voxel-based neuroimaging studies led to
the need of methods that could summarize their results. Neuroimaging
papers usually only report coordinates and statistics of the peaks (or
“foci”) of the clusters of statistical significant voxels, and thus data
extracted from these studies are a series of numeric tables that classical
meta-analytic methods cannot combine. In this context, several de-
velopers introduced methods for conducting coordinate-based meta-an-
alyses (CBMA), which are able to integrate this wealth of numeric
information and return clear summary brainmaps, thus shedding light on
the neural substrates of many brain functions and neuropsychiatric dis-
orders. Examples of these methods are Activation Likelihood Estimation
(ALE) and Seed-based dMapping (SDM), among others (Turkeltaub et al.,
2002, 2012; Eickhoff et al., 2009, 2012; Laird et al., 2005; Radua et al.,
2012, 2014; Radua and Mataix-Cols, 2009, 2012; Wager et al., 2007;
Costafreda et al., 2009; Kang et al., 2011, 2014; Yue et al., 2012; Mon-
tagna et al., 2017; Tench et al., 2017).

Importantly, the statistical tests used by these methods have two

particularities as compared to the common univariate voxelwise tests
present in neuroimaging software such as SPM or FSL. Univariate
voxelwise tests, which may be used at subject-level, group-level or
even study-level (e.g., to conduct a classic meta-analysis when all
study data are available), assess whether a voxel shows not-null
activation (i.e. blood oxygenation level dependent –BOLD– response
is not zero), or whether a voxel shows not-null differences between
groups (i.e. values in the two groups are not identical). Their sta-
tistics (usually t/z-values) summarize evidence against the null hy-
potheses “absence of BOLD response” or “absence of differences
between groups”. Conversely, the tests conducted in CBMA test for
“spatial convergence” of findings, i.e. they assess whether studies
report more findings in the neighborhood of a given voxel than in the
neighborhood of most voxels (Radua and Mataix-Cols, 2009). We
show here that these tests rely on two spatial assumptions, whose
violation may make their results either conservative or liberal, and
that their statistical power decreases when there are multiple effects
in the brain. We first present a toy meta-analysis to help us illustrate
these points.
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A toy meta-analysis

For simplicity, we may imagine that the gray matter mask is
composed of several independent voxels. The values of these voxels may
be random t-values converted into effect sizes (Radua et al., 2012).
Voxels whose values reach a given threshold may be considered “peaks”
and set to “one”, whereas the value of the remaining voxels may be set to
“zero”. The toy meta-analysis may simply consist of calculating the mean
of the studies, separately for each voxel.

A test for spatial convergence could consist of repeatedly
permuting the values “between the voxels” (i.e. randomizing the
location of the peaks), to simulate meta-analyses in which any spatial
convergence is only due to chance. The means of these permuted data
would compose a null distribution from which we can derive the
probability to obtain means as high as the original means by chance
(i.e. the p-values). Specifically, each permutation would include the
following steps: a) randomly swapping the effect-sizes between the
voxels separately for each study; b) recalculating the means of the
permuted studies, separately for each voxel; and c) saving the
maximum of the means. If we aimed to control the familywise error
rate (FWER) at 5% (i.e., to have a probability of 5% of making one or
more type I errors), we would consider a voxel statistically significant
if its original mean was higher than 95% of these maxima. The reader
may see Fig. 1A and run Simulation 1 (Supplement) for an example.
Note that for simplicity, the figure includes only six voxels, but the
reader may set as many hundreds or thousands of voxels as desired in
the simulations.

The reason why this test only saves the maxima is not related to
CBMA but to the correction for multiple comparisons (Nichols and
Holmes, 2002). It is obvious that 5% of the meta-analyses simulated in
the permutations would have maxima that are higher than 95% of the
maxima, and as we would wrongly consider these meta-analyses statis-
tically significant, the FWER would be 5% (as we wish). The choice of
FWER¼ 5% is arbitrary, other significance levels may be used.

Conversely, we would ask the reader to focus on how the test con-
ducts a permutation: the null hypothesis is that peaks are randomly
located within the gray matter mask, and to this end, we randomly
reallocate the peaks during the permutations.

This procedure is radically different from the voxelwise permutations
tests, such as those used in FSL “randomize”, which do not swap voxel
values (Winkler et al., 2014). In a one-sample permutation, these tests
multiply a random set of the individual images by �1, and in a
two-sample permutation, they randomly reassign the individuals to the
two samples (Winkler et al., 2014). Afterwards, they recalculate the test
statistics (e.g. t/z-values). For instance, to infer whether there are brain
activation differences between males and females, these tests would first
calculate the t-value image of the comparison between our sample of
males (e.g., David, Ot and Nikolas) and our sample of females (e.g., Tina,
Aina and Danai). In the first permutation, the tests could randomly assign
Aina, David and Danai to the “male” group, and Ot, Tina and Nikolas to
the “female group”, and they would re-calculate the t-value image. In the
second permutation, they could randomly reassign Danai, Ot and David
to the “male” group, and Nikolas, Tina and Aina to the “female group”,
and they would re-calculate the t-value image again. And so on. With
these random reassignments, the permutation tests break any association
between brain activation and group labels (“male” and “female” in this
example).

Spatial assumptions

In the unrealistic toy meta-analysis, the permutation test was ac-
curate because i) each voxel was independent from its neighbors, and
ii) each voxel had the same probability to have a “false” peak. How-
ever, the data may not always meet these assumptions, as detailed in
the following.

First, in real gray matter, voxels correlate with their neighbors,

local peaks from the same cluster tend to be very close, peaks from
neighboring related clusters are closer than peaks from independent
clusters, and etcetera. If the data simulated in the permutations do
not have the spatial structure of the original data, there are differ-
ences between the original data and the permuted data that are
unrelated to spatial convergence but due to the differences in spatial
structures. For instance, two local peaks from the same cluster are
usually very close, whereas in the permutations they could be at any
distance. The reader may run Simulation 2 (Supplement) for an
example where the original data do not meet the assumption of
spatial independence because the peaks are very close, simulating
close local peaks from the same cluster. In this example, the test
would be substantially conservative.

Moreover, the destruction of the spatial structure in the permutations
invalidates the use of spatial statistics, in which p-values are derived from
the cluster sizes (or similar measures such as cluster masses or TFCEs
(Smith and Nichols, 2009)). The spatial correlation between neighbor
voxels involves that statistically significant voxels tend to be together
forming clusters. If these correlations are not present in the permutations,
statistically significant voxels are sparse and do not form clusters during
the permutations, inflating the statistical significance (the p-values
associated to the different cluster sizes become too small, i.e., clusters as
large as the ones observed in the unpermuted data would be extremely
unlikely in the permuted data).

To preserve the spatial structure, permutation tests should ensure
that effect sizes from neighbor voxels remain together, or that the
Euclidean distances between peaks are unmodified, in all permuta-
tions. Multi-level Kernel Density Analysis (MKDA) introduced the
swapping of blocks of voxels, rather than voxels, in an attempt to
preserve this spatial structure (Wager et al., 2007), and similar ap-
proaches were subsequently added to ALE (Eickhoff et al., 2009) and
SDM (Radua et al., 2012).

Second, probably all studies cover voxels that are mostly composed of
gray matter, but only some of the studies may cover voxels that are only
marginally composed of gray matter. If only some of the studies cover a
voxel, it is obviously less likely that a study reports a peak in this voxel,
violating the assumption of homogeneity of the probability to have a
“false” peak. The reader may run Simulation 3 (Supplement) for an
example where this violation would make the test substantially liberal.
Fortunately, some modern CBMA methods such as SDM include accurate
tissue templates to minimize this effect (Radua et al., 2011; Peters et al.,
2012).

These issues do not apply to the voxelwise permutations tests (Win-
kler et al., 2014) because they do not swap values between voxels.

Statistical power and number of effects

Imagine that all studies in the toy meta-analysis reported a peak in
the first voxel and no other findings. In the permutations, each study
would have one peak randomly located in any of the voxels, and thus
the probability that a voxel of a study had a peak would be 1/Nvoxels.
The probability that this voxel had a peak in all studies would be 1/
Nvoxels raised to Nstudies. Finally, we could multiply this probability and
the number of voxels to have the probability that any voxel had a
random peak in all studies, i.e. the probability to have a meta-analytic
value as high as the meta-analytic value of the first voxel in the
original data:

P1 ¼
�

1
Nvoxels

�Nstudies

�Nvoxels ¼
�

1
Nvoxels

�Nstudies �1

Now, imagine that in addition to the peak in the first voxel, all studies
reported a peak in the second voxel. Following a similar argument, we
could derive that the probability to obtain, in a permutation, a meta-
analytic value as high as the meta-analytic value of the first two voxels
in the original data would be:
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Fig. 1. A toy meta-analysis and the relationship between the number of effects and statistical power.
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Given that the expression between square brackets is substantially
larger than one, P2 is substantially larger than P1, i.e. there would be a
substantial increase in the probability that a voxel has a meta-analytic
value as high as the meta-analytic values in the original data, and this
increase involves a substantial decrease in statistical power. The user
may run Simulations 3 and 4 (Supplement) for an example of sub-
stantially lower statistical power when the same test is conducted in
the presence of multiple effects than when is conducted in the pres-
ence of a single effect. Interestingly, these simulations show that the
reduction of power might be stronger when the number of voxels is
larger.

Fig. 1B also shows how the threshold substantially increases
(reducing statistical power) in the presence of multiple effects. In the
left example, 50% of the studies have one true peak and no false peaks,
and this true peak is statistically significant (its value, 0.5, is larger
than the threshold, 0.3). In the right example, 50% of the studies have
three true peaks and no false peaks, and these true peaks are not
statistically significant (their value, 0.5, is lower than the threshold,
0.6).

The situation is different in univariate voxelwise tests, because the
uncorrected p-value of one voxel does not depend on the values of the
other voxels (beyond the correlation expected between correlated voxels,
e.g. in real data adjacent voxels have similar p-values).

Are the tests comparable?

Whether these tests are comparable and to what extent, may be a
matter of discussion. On the one hand, they usually have different uses,
as group analyses of individual images use common voxelwise tests,
while CBMA use tests for spatial convergence. However, this associa-
tion might simply be due to the limited availability of data for voxel-
based meta-analyses, as they can use common voxelwise tests if all
study data are available. And vice versa: there is indeed no theoretical
impediment to use a test for convergence to conduct a group-level test
(i.e., looking for the convergence of the peaks found in the subject-level
tests). On the other hand, common voxelwise tests have a set of steps
that result in a threshold that ensures that, in the absence of true effects,
there is only 5% probability that a voxel is statistically significant, and
tests for spatial convergence have different steps and result in a
different threshold that ensures that, if activations or differences are
distributed uniformly throughout the gray matter, there is only 5%
probability that a voxel is statistically significant. In other words, re-
searchers can conclude that voxels with values above the voxelwise-
test-threshold “activate” (or show differences between groups),
whereas voxels with values above the test-for-convergence-threshold
“activate more than most voxels do” (or show larger differences be-
tween groups than most voxels do). Therefore, the tests may have a
common goal, but are used in different scenarios and assess indeed
different things.
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Article

Meta-analysis of non-statistically
significant unreported effects

Anton Albajes-Eizagirre,1,2 Aleix Solanes1,2,3

and Joaquim Radua1,2,3,4,5

Abstract

Published studies in Medicine (and virtually any other discipline) sometimes report that a difference or correlation did

not reach statistical significance but do not report its effect size or any statistic from which the latter may be derived.

Unfortunately, meta-analysts should not exclude these studies because their exclusion would bias the meta-analytic

outcome, but also they cannot be included as null effect sizes because this strategy is also associated to bias. To

overcome this problem, we have developed MetaNSUE, a novel method based on multiple imputations of the

censored information. We also provide an R package and an easy-to-use Graphical User Interface for non-R meta-

analysts.

Keywords

Meta-analysis, non-statistically significant unreported effects, interval censoring, multiple imputation

1 Introduction

When conducting a meta-analysis, analysts may find that some studies report that the effect (e.g. a difference
between two groups) was not statistically significant but do not report the specific value of the outcome (e.g. a
change in blood pressure) or any statistic from which the outcome may be derived (e.g. a t-value). These non-
statistically significant unreported effects (NSUEs) should neither be excluded from the meta-analysis nor be
included assuming them to be null, as we expose hereafter. On the one hand, note that they probably
correspond to small effect sizes, and thus their exclusion would inflate the meta-analytic effect size: we would
include all studies that find larger changes in blood pressure, while we would exclude (some or all) studies that find
smaller changes. But on the other hand, the effect size of the latter studies is small but probably not null; including
them as null effect sizes would shrink the meta-analytic effect size toward zero.1

To include correctly studies with NSUEs into meta-analyses, we developed MetaNSUE, a novel method based
on multiple imputation algorithms. Briefly, this novel method consists in obtaining maximum likelihood
estimations (MLEs) of the censored outcomes (i.e. the NSUEs), adding noise to these estimations to multiply
impute the NSUEs, conducting a random-effects meta-analysis for each set of imputations, and finally combining
these meta-analyses. The reason to use a multiple imputation approach, rather than directly using the MLEs of the
parameters of the meta-analysis, is that the MLE tends to underestimate the between-study heterogeneity.2

We want to note that we already published and validated a preliminary version of the method.3 In its empirical
validation, we observed inflated estimations when conducting a standard meta-analysis without NSUEs,
estimations shrunk toward zero when converting NSUEs to zeros, and nearly unbiased estimations when using
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MetaNSUE. However, we later detected that the preliminary version of the method may be unstable in two
extreme scenarios, namely when only few studies of the meta-analysis report the specific value of the outcome
and in meta-analyses in which studies use unconventional bounds (e.g. z � 10).

In this paper, we present a robust, final version of the novel method for meta-analyses with NSUEs and its R
package available at the CRAN repository. In the Supplement, we also describe its new Graphical User Interface
(GUI), free to download from www.metansue.com.

1.1 Worked example

Let us imagine that we aim to conduct a meta-analysis of the drug-related change in blood pressure and that we
can include 10 studies, of which four are NSUEs. In other words, we can find or derive the t-values for six of the
studies, but we only know that the change did not reach statistical significance for the other four.

As the reader can check by running the code provided in the Supplementary Material, if we discard studies with
NSUEs, the effect size would be 0.52, whereas if we assume that NSUEs were null, the effect size would be 0.32
(Table 1 and Figures 1 and 2).

It is impossible to know the true effect size of these made-up data, but it is clear that at least one of the two
estimations is incorrect. According to the method presented in this paper, the estimated effect size would be 0.42,
for which both earlier approaches would be incorrect. We will resume this example later.

1.2 Notation

In a standard meta-analysis, analysts first estimate the effect size (e.g. a standardized mean difference or an odds
ratio) of each study, along with its variance. We will denote the effect size and variance of the ith study as yi and vi,
respectively. They then commonly combine the effect sizes using a weighted linear model, in which each element of
the diagonal of the weighting matrix W is the inverse of the variance of the corresponding study plus the
heterogeneity. The latter refers to the variation between studies that it is not due to chance, and we denote it
as �2. Some meta-analysts assume that �2 is zero, conducting a so-called ‘‘fixed-effects’’ meta-analysis, but this
assumption is generally discouraged.

The main analysis is usually a weighted mean, and thus the design matrix X is a column of ones. In meta-
regressions, each modulator is an additional column of the design matrix. The results of the model are the
weighted mean (or the coefficients of the model �) and its variance (or the variance-covariance matrix K)

� ¼ �� X> �W� Y

� ¼ X> �W� X
� ��1 ð1Þ

To explore the heterogeneity, meta-analysts commonly conduct a test with the Cochran’s Q statistic, which
follows a �2 distribution and report descriptive statistics such as the H2 (ratio of total variability to sampling
variability) and the I2 (percentage of total variability due to heterogeneity)

H2 ¼ 1þ
�̂2

df
� trace PFEð Þ

I2 ¼ 1�
1

H2
, I2 � 0

Q ¼ Y> � PFE � Y, Q � 0

ð2Þ

Note that ‘‘trace’’ is the sum of the main diagonal elements, WFE is the weighting matrix for a fixed effects
model, and PFE is

PFE¼WFE �WFE � X� X> �WFE � X
� ��1

� X> �WFE ð3Þ

2 NSUE meta-analysis

The core steps of an NSUE meta-analysis are:

(1) Preparing the data
(2) Conducting an MLE of the unknown effect sizes and between-study heterogeneity3

2 Statistical Methods in Medical Research 0(0)



(3) Imputing these unknown effect sizes based on the MLE4 many times
(4) Meta-analysing each set of imputations separately5

(5) Combining the results of the meta-analyses6

(6) Hypothesis testing using the combined statistics7

MetaNSUE software automatically conducts steps 2 to 6 with the R function ‘‘meta.’’

2.1 Preparing the data

Prior to the MLE and further steps, MetaNSUE meta-analysts must convert the known statistics (e.g. t-values)
into effect sizes and include them in an object of class ‘‘nsue.’’ We provide three simple R functions for converting
standardized mean changes, standardized mean differences and coefficients of correlations into effect sizes using
standard formulas (see Supplementary Material) but also a generic function for converting other outcomes.

Figure 1. Forest plot of the example meta-analysis, discarding studies with non-statistically significant unreported effects (NSUEs).

MetaNSUE marks with asterisks statistically significant results.

Table 1. Results of the example meta-analysis.

Discard NSUEs Set NSUEs to zero MetaNSUE

Coefficient Estimate 0.52 0.32 0.42

95% CI 0.36–0.69 0.15–0.49 0.27–0.57

z 6.2 3.6 5.6

p <0.001 <0.001 <0.001

Heterogeneity �2 0.0 0.031 0.0003

H2 1.00 1.69 1.01

I2 0% 41% 0.52%

Q 0.9 15.3 2.65

p 0.97 0.084 0.98

NSUEs: non-statistically significant unreported effects.
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Independent of the function used, MetaNSUE meta-analysts must code values from studies with NSUEs with
‘‘NA’’. This way, the above functions know that these studies have NSUEs and use the significance level of the
studies to calculate the effect sizes corresponding to the bounds of non-statistical significance (i.e. the unknown
effect sizes must be within these bounds; otherwise, they would have reached statistical significance). Note that the
significance level may be different for each study.

We must highlight that the variance of some measures of effect size depends on the effect size, but the latter
are unknown in studies with NSUEs. To allow a straightforward estimation of the variance in the subsequent
imputation steps, the objects of class ‘‘nsue’’ include a function to derive the variance from the effect size.

Finally, we must comment that MetaNSUE meta-analysts can include in an object of class ‘‘nsue’’ their own
functions to derive the variance, to impute (useful for outcomes other than those already convertible with the
functions provided with the software) and to back-transform (useful for transformed measures such as correlation
Fisher’s z or log odds ratio).

2.2 MLE

We want to highlight that MetaNSUE conducts an MLE with the only aim of providing a basis for the subsequent
multiple imputations of the unknown effects. It would be incorrect to understand the estimations resulting from
this step as meta-analytic results because MLE tends to underestimate the between-study heterogeneity,2 which is
instead well estimated in the subsequent multiple imputations. We conducted simulations, analogous to the ones
described in section 3, to show this effect: MLEs of heterogeneity were (nearly) unbiased in the absence of
heterogeneity but shrunk toward zero (–0.04) in the presence of heterogeneity. However, the latter bias
decreased to negligible levels in the subsequent multiple imputations (–0.01).

The reader may also wonder why we did not directly use restricted maximum likelihood (REML) in the MLE
step. The reason is that, unfortunately, its use in this step would be problematic. REML does not use y but linear
combinations of y, and any linear combination c that included at least one study with NSUE would become
interval censored. For example, in a meta-analysis of two studies with known effects (y1 ¼ 0:6 and y2 ¼ 0:8) and
one study with NSUE (y3 between –0.5 and 0.5), the linear combination c1 ¼ ð2y1 � y2 � y3Þ=3 would not be an
exact number but the interval ð�0:03, 0:3Þ. Similarly, the linear combination c2 ¼ ð2y2 � y1 � y3Þ=3 would neither

Figure 2. Forest plot of the example meta-analysis, assuming that non-statistically significant unreported effects (NSUEs) are null.

MetaNSUE marks with asterisks statistically significant results.
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be an exact number but the interval ð0:17, 0:5Þ. Thus, most (or all) ‘‘studies’’ of REML would be interval censored,
amplifying the problem.

2.2.1 The log-likelihood

MLE attempts to find the parameters that maximize the likelihood of the data. Specifically, the likelihood to
maximize is the multiplication of the likelihood of each reported effect size and the likelihood that each unreported
effect size lies within its two effect size bounds, as in a Tobit regression for censored data.8,9 The likelihood of a
reported effect size is the probability density function (pdf), and the likelihood that an unreported effect size lies
within its two effect size bounds is the difference between the cumulative distribution function (cdf) evaluated at
the upper size bound and the cdf evaluated at the lower size bound

Lð�; yi, . . . ; vi, . . . ; y�=2,j, y1��=2,j, . . .Þ

¼
YN1

i¼1
pdfðyi; vij�Þ �

YN2

j¼1
cdf y1��=2,j, v1��=2,jj�
� �

� cdf y�=2,j, v�=2,jj�
� �� � ð4Þ

where N1 is the number of reported effect sizes and N2 is the number of studies with NSUEs.
The parameters to estimate include not only the coefficients of interest (usually the intercept, i.e. the main

outcome of a meta-analysis) but also regressors that could improve the estimation of the effect size of a study. The
preliminary version of MetaNSUE also included the between-study heterogeneity �2 as a parameter to estimate,
but the final version conducts this estimation in a separate step: it first conservatively estimates the coefficients
discarding extreme studies (see the next section) and afterwards estimates �2 including all studies. Remember in
any case that MLEs represent only an intermediate step of the process, and the following steps of MetaNSUE
include �2 in the estimations of the coefficients.

Assuming normality (e.g. when samples are sufficiently large), the pdf is simply

pdf yi, vij�ð Þ ¼
1ffiffiffiffiffiffiffiffiffi
2�vi
p � exp �

1

2
�
yi � Xi � �ð Þ

2

vi

� �
ð5Þ

Similarly, the cdf is

cdfðyi, vij�Þ ¼ �
yi � Xi � �ffiffiffiffi

vi
p

� �
ð6Þ

where � is the cumulative distribution function of the standard normal distribution.
In practice, it is more convenient to minimize the minus log-likelihood than to directly maximize the likelihood.

Thus, the expression to minimize is the sum of the minus logarithms of the pdf or the difference of cdf of each study.
The minus logarithm of the pdf is relatively simple

� log pdf yi, vij�ð Þð Þ ¼
1

2
� log 2�ð Þ þ

1

2
log við Þ þ

1

2
�
yi � Xi � �ð Þ

2

vi

¼ ðct:Þ þ
1

2
� log við Þ þ

yi � Xi � �ð Þ
2

vi

� � ð7Þ

Conversely, the logarithm of the difference of the cdf can be numerically unstable in extreme scenarios where
the two expressions inside the cdf are large and close. To minimize numerical errors, the final version of
MetaNSUE includes the following transformation

log � mð Þ �� nð Þð Þ ¼ �log mð Þ þ log �expm1 �log nð Þ ��log mð Þ
� �� �

ð8Þ

where expm1(x) is equivalent to ex � 1 but has increased numerical accuracy. For m¼ 10 and n¼ 9.9, the initial
expression wrongly returns �1, whereas the last equivalent expression correctly returns –52.7.

MetaNSUE internally uses the R functions ‘‘optimize’’ and ‘‘optim’’ to minimize the minus log-likelihood when
there is a single coefficient and when there are two or more coefficients, respectively. It previously conducts a fixed-
effects meta-analysis (assuming NSUEs to be the mean of their upper and lower bounds) to estimate the initial
values of the parameters, required for the latter function.

Albajes-Eizagirre et al. 5



2.2.2 Leave-one-out protection

In the validation of the preliminary version of MetaNSUE, we showed that this method returned less
biased estimations than discarding studies with NSUEs or considering that NSUEs are null, even if nearly all
studies were NSUEs. However, in the latter scenarios, there is still a possibility that a single or few studies
with known measures drive the MLE, potentially leading to a falsely positive meta-analysis. MetaNSUE meta-
analysts may detect this situation in a subsequent leave-one-out jack-knife analysis when a single study
clearly produces the artifact. For example, this was the case for reward feedback in our previous meta-analysis
of ventral striatal activation in psychosis.3 However, the issue could potentially be unnoticed in less extreme
situations.

To minimize this possibility, the final version of MetaNSUE includes a leave-one-out protection within the
MLE step, which consists in iteratively discarding the study that increases the most the MLE effect size. Please
note that this protection only involves the MLE step and has no relationship with the leave-one-out sensitivity
analyses conducted with the R function ‘‘leave1out’’ (which iteratively repeats the whole meta-analysis).
Specifically, the method first estimates the MLE with all studies but the first, then with all studies but the
second, then with all studies but the third, and so on, and only keeps the combination returning the lowest
absolute MLE effect size.

When the number of studies is large, the software repeats this iteration several times, discarding one additional
study in each iteration, until the probability that the meta-analysis is falsely positive due to the issue is not higher
than 0.05 even in the worst-case scenario (i.e. when all studies with non-statistically significant effect sizes are
NSUEs). Please see the Supplementary Material for details.

If the meta-analysts do not aim to conduct a simple, mean meta-analysis but a meta-regression or another linear
model, MetaNSUE will discard the studies according to the effect size of the hypothesis of interest, rather than
according to the effect size of the intercept. For this reason, MetaNSUE meta-analysts must specify the hypothesis
to contrast before conducting the MLE, and must conduct a new MLE for each other new hypothesis.

2.2.3 Estimation of heterogeneity �2

Once the coefficients have been estimated, MetaNSUE conducts a second MLE step to estimate the between-study
heterogeneity parameter �2, this time using all studies. The likelihood to maximize is the same as in equation (4),
but the pdf and cdf described in equations (5) and (6) include �2, and use ei¼ yi – Xi � � instead of yi.

2.3 Multiple imputation

The multiplication of X and � returns the expected value of the effect size of each NSUE study. For example, if
� ¼ ð3:2, 0:2Þ and Xi ¼ ð1, 2Þ, the expected value of the effect size for this ith study is 1� 3:2þ 2� 0:2 ¼ 3:6. Then,
the multiple imputation step consists in adding Gaussian noise to the expected value in order to have realistic
imputations. In the example, MetaNSUE would add random noise to 3.6 so that imputation 1 could be 3.3,
imputation 2 could be 3.7, etc. Note that imputing the NSUE studies using their expected value without added
noise would erroneously mean assuming that the variability is null.

The addition of noise must meet two conditions: (a) the noise must be the sum of the variance of the effect size
plus �2 and (b) the noisy imputation must be between the effect size bounds. The truncated normal distribution
accommodates these conditions, and thus each imputation is a random generation of

pdf yij�ð Þ ¼

1ffiffiffiffiffiffiffiffi
viþ�̂

2
p � � yi�ŷiffiffiffiffiffiffiffiffi

viþ�̂
2

p

� �

�
yi,1��=2�ŷiffiffiffiffiffiffiffiffi

viþ�̂
2

p

� �
��

yi,�=2�ŷiffiffiffiffiffiffiffiffi
viþ�̂

2
p

� � , yi 2 yi,�=2, yi,1��=2
� �

ð9Þ

where � is the probability density function of the standard normal distribution.
Unfortunately, for some measures such as standardized mean differences, the variance depends on the imputed

effect sizes (rather than on the sample size alone). In those imputations in which the added noise decreases the
effect size, the variance is smaller and the study receives more weight. Conversely, in those imputations in which
the added noise increases the effect size, the variance is larger and the study receives less weight. This underweight
implies that the study receives systematically more weight in the imputations that underestimate its effect size than

6 Statistical Methods in Medical Research 0(0)



in the imputations that overestimate it, potentially shrinking the estimations combined using Rubin’s rules toward
zero. In order to avoid this bias, functions to impute these effect sizes might weight the probability of a given effect
size by the inverse of the weight that the effect size would receive in a subsequent meta-analysis

pdf yij�ð Þ ¼

v̂i,yi þ �̂
2

	 

� 1ffiffiffiffiffiffiffiffiffiffiffi

v̂i,ŷiþ�̂
2

p � � yi�ŷiffiffiffiffiffiffiffiffiffiffiffi
v̂i,ŷiþ�̂

2
p

 !

R yi,1��=2
x¼yi,�=2

v̂i,x þ �̂
2

	 

� 1ffiffiffiffiffiffiffiffiffiffiffi

v̂i,ŷiþ�̂
2

p � � x�ŷiffiffiffiffiffiffiffiffiffiffiffi
v̂i,ŷiþ�̂

2
p

 ! ! , yi 2 y�=2, y1��=2
� �

ð10Þ

In practice, the software divides the continuum between the bounds in a number of bins, and randomly selects a
bin according to its probability.

2.4 Meta-analysis

After the multiple imputation step, there are several datasets of complete data (i.e. without NSUEs), with each
dataset including one (known or imputed) effect size per study.

These datasets can be meta-analyzed using standard formulas, i.e. the software conducts a separate standard
random-effects meta-analysis for each dataset. As in the ‘‘metafor’’ package,5 MetaNSUE estimates �2 using the
REML for its statistical advantages.2,10 Remember, however, that we had to use MLE rather than REML in the
imputations, due to the reasons discussed above. The covariates included in the MLE step are also included here to
allow testing meta-regressions or other linear models.

2.5 Rubin’s rules

After completing a meta-analysis for each imputation dataset, MetaNSUE combines the resulting statistics using
Rubin’s rules6

�combined¼ mean �ð Þ

	2combined¼ mean 	2
� �
þ 1þ

1

nimp

� �
� var �2

� � ð11Þ

Note that in case the model has more than one coefficient, the formula to combine the variance-covariance
matrices can be derived from the formula to combine the variance of a linear hypothesis (specified with the
hypothesis matrix or vector C) as follows

	2C,combined ¼ meanð	2CÞ þ 1þ
1

nimp

� �
� varð�CÞ

¼ C� meanð�Þ þ 1þ
1

nimp

� �
� covð�Þ

� �
� C>

ð12Þ

and thus

�combined ¼ meanð�Þ þ 1þ
1

nimp

� �
� covð�Þ ð13Þ

2.6 Hypothesis testing

Then, MetaNSUE tests the hypothesis specified by the meta-analysts as follows

�C,combined ¼ C� �combined

	2C,combined ¼ C��combined � C>

ZC,combined ¼
�C,combined

	C,combined

ð14Þ
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Finally, the software combines the heterogeneity � and I statistics using the mean, estimates the combined H2

from the combined I2 and combines Cochran’s Q statistic using the formula for �2 statistics

FQ,combined¼

meanðQÞ
df �

nimpþ1

nimp�1
� r

1þ r
, with

df1 ¼ df

df2 ¼
nimp�1

df
3

n imp

� 1þ 1
r

� �2
8<
: ð15Þ

where df are the degrees of freedom of the model, and

r¼ 1þ
1

nimp

� �
� var

ffiffiffiffi
Q

p	 

ð16Þ

Note that Cochran’s Q follows a �2 distribution with df degrees of freedom, but its combined statistic follows an
F distribution with df1 and df2 degrees of freedom. However, for ‘‘visual’’ compatibility with standard meta-
analyses, the software converts the F statistic into a �2 statistic with df degrees of freedom

As noted earlier, if the MetaNSUE meta-analyst wants to test another hypothesis, he/she must repeat the
process from the MLE step.

3 Validation

For the preliminary version of MetaNSUE, we conducted a small simulation work that showed that the estimation
of the effect size was unbiased or, at least, substantially less biased than when discarding the studies with NSUEs
or when considering that NSUEs were null.3

Here, we report a substantially more exhaustive simulation work.We have examined the bias, the root mean squared
error (RMSE) and the false-positive rate, for both the effect size and the heterogeneity, under four scenarios (null vs.
medium effect size, no heterogeneity vs. moderate heterogeneity), for MetaNSUE and three alternative strategies.

Each simulated meta-analysis included 40 one-sample studies with random sample sizes uniformly distributed
between 20 and 40. To simulate studies with null effect size and no heterogeneity, we generated the t-values of the
studies according to a t-distribution. To simulate studies with null effect size but moderate heterogeneity, we
generated the t-values according to a non-central t-distribution with random non-centrality parameters normally
distributed around 0 with 1:52 variance. To simulate studies with medium effect size and no heterogeneity, we
generated the t-values according to a non-central t-distribution with non-centrality parameter¼ 3. Finally, to
simulate studies with medium effect size and moderate heterogeneity, we generated the t-values according to a
non-central t-distribution with random non-centrality parameters normally distributed around 3 with 1:52 variance.

We first conducted the meta-analyses using all data, and saved their estimations of effect size (Hedges’ g) and
heterogeneity (I2) as the ground truth. Afterwards, we removed the t-values of non-statistically significant studies,
miming NSUEs, and re-analyzed the data with several strategies. These included MetaNSUE, a MetaNSUE-like
strategy in which the imputations were first combined using Rubin’s rules and afterwards meta-analyzed (rather
than the other way round), the discarding of studies with NSUEs, and the consideration that NSUEs are null.

We calculated the bias of a strategy as the mean difference between their estimations and the estimations
obtained in the meta-analyses of all data, and the RMSE as the square root of the mean squared difference.
Note that the latter is the square root of the sum of the squared bias and the variance of the estimations. We
included 15,000 meta-analyses of studies with null effect size and no heterogeneity, 15,000 meta-analyses of studies
with null effect size but moderate heterogeneity, 15,000 meta-analyses of studies with medium effect size and no
heterogeneity, and 15,000 meta-analyses of studies with medium effect size and moderate heterogeneity. We had
previously removed meta-analyses without studies with NSUEs (because the results would be the same with any
strategy) and meta-analyses with only studies with NSUEs (because they would not be conducted).

Finally, we calculated the observed p-values of the test of the main hypothesis (i.e. whether the effect size is not
null) and the test of heterogeneity. For the test of the main hypothesis, we included 60,000 meta-analyses of studies
with null effect-size (30,000 without heterogeneity and 30,000 with moderate heterogeneity), and we counted how
many of them had a z-value higher than the z-value associated to p¼ 0.05, 0.01, 0.005 and 0.001 (two-tailed). For
the test of heterogeneity, we included 60,000 meta-analyses of studies with no heterogeneity (30,000 with null effect
size and 30,000 with medium effect size), and we counted which proportion of them had a Q statistic higher than
the �2 statistic associated to p¼ 0.05, 0.01, 0.005, and 0.001. These percentages of meta-analyses were the observed
p-values, and we compared them with the expected p-values (0.05, 0.01, 0.005, and 0.001). For this analysis, we did
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not remove meta-analyses without studies with NSUEs or meta-analyses with only studies with NSUEs; z-and
Q-values for studies with only NSUEs in the ‘‘Discard NSUEs’’ approach were imputed as null.

3.1 Results

As shown in Figure 3 and Table 2, the bias in the estimation of the effect size or the heterogeneity was null or
negligible with MetaNSUE. The MetaNSUE-like strategy underestimated the heterogeneity, and to a much lesser
extent, inflated the effect size. Discarding the studies with NSUEs inflated the effect size, and it inflated the
heterogeneity when the effect size was null while it shrank it when the effect size was medium. The outcomes
were opposite when we considered that NSUEs were zero: this strategy shrank the effect size, and it shrank the
heterogeneity when the effect size was null, while it inflated it when the effect size was medium. In addition, the two
latter strategies were substantially imprecise (i.e. large RMSE and prediction intervals of the bias).

The observed p-values of the test of the main hypothesis (Table 3) were globally accurate for MetaNSUE,
although moderately conservative in the absence of heterogeneity (observed p-values three times smaller than
expected) and moderately liberal in the presence of moderate heterogeneity (observed p-values three times larger
than expected). The MetaNSUE-like strategy yielded liberal p-values, especially in the presence of moderate
heterogeneity (observed p-values eight times larger than expected). Finally, the observed p-values were strongly
liberal when discarding studies with NSUEs and strongly conservative when considering that NSUEs are null,
especially in the absence of heterogeneity.

The observed p-values of the test of heterogeneity were strongly conservative in all cases, except when the effect
size was medium and we considered NSUEs null, in which case they were strongly liberal (Table 3).

4 Worked example (continuation)

Resuming the worked example presented in the introduction of the paper, we should first create an object of class
‘‘nsue’’ using the R function ‘‘smc_from_t’’ (standardized mean change from t-value), and then we should simply
conduct the meta-analysis with the R function ‘‘meta’’:

R> t< - c(3.4, NA, NA, NA, NA,

Figure 3. Bias (mean and 95% prediction interval) in the estimation of the main hypothesis Hedges’ g and the heterogeneity statistic I2

in the different approaches for studies with non-statistically significant unreported effects (NSUEs). MA: meta-analysis; RR: Rubin’s rules.
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2.8, 2.1, 3.1, 2.0, 3.4)

R> n< - c(40, 20, 22, 24, 18,
30, 25, 30, 16, 22)
R>meta(smc_from_t(t, n))

Note that we have indicated NSUEs with NA.
To enrich the picture, we could easily add a forest plot with the R function ‘‘forest’’ (Figure 4), a jack-knife

analysis with the function ‘‘leave1out,’’ meta-regressions by moderators of interest, and a meta-regression by
standard errors and/or a funnel plot with the R functions ‘‘metabias’’ and ‘‘funnel’’ (Figure 5) to detect
potential reporting bias:

R> leave1out(smc_from_t(t, n))
R>m< - meta(smc_from_t(t, n))
R> forest(m)

R> funnel(m)

Please see the Supplementary Material for details of the graphical steps to obtain these analyses using
the GUI.

Using the example data provided in the Supplementary Material, MetaNSUE would estimate
a statistically significant standardized mean change (effect size¼ 0.42, 95% CI: 0:27� 0:57; z¼ 5.6,
p< 0.001), with low between-study heterogeneity (I2 ¼ 3%) and low risk of reporting/publication bias
(Z ¼ �0:4, p¼ 0.676).

Table 2. Bias and root mean square error (RMSE) in the estimation of the main hypothesis Hedges’ g and the heterogeneity statistic

I2 in the different approaches for studies with non-statistically significant unreported effects (NSUEs), separately for studies with null

or medium effect size and no or moderate heterogeneity.

MetaNSUE

(MA then

Rubin’s rules)

MetaNSUE-like

(Rubin’s rules

then MA)

Discard studies

with NSUEs

Set NSUEs

to zero

Estimation of g

g¼ 0 I2¼ 0.07a Bias No No No* No

RMSE 0.03 0.03 0.27 0.02

I2¼ 0.64 Bias No No No* No

RMSE 0.03 0.04 0.14 0.03

g¼ 0.53 I2¼ 0.06a Bias No þ0.01 þ0.06* �0.04

RMSE 0.01 0.01 0.06 0.04

I2¼ 0.61 Bias No þ0.02 þ0.15* �0.05

RMSE 0.01 0.02 0.15 0.05

Estimation of I2

g¼ 0 I2¼ 0.07a Bias No �0.07* þ0.51* �0.07*

RMSE 0.07 0.11 0.64 0.12

I2¼ 0.64 Bias �0.01 �0.17* þ0.23* �0.19*

RMSE 0.04 0.19 0.25 0.23

g¼ 0.53 I2¼ 0.06a Bias þ0.02 �0.03 �0.06* þ0.41*

RMSE 0.08 0.07 0.11 0.43

I2¼ 0.61 Bias �0.01 �0.14* �0.38* þ0.11*

RMSE 0.07 0.17 0.42 0.13

Note: We marked with an asterisk biases � 0:05 or RMSE � 0:10. Data are based on 60,000 simulated meta-analyses of 40 one-sample studies with

random sample sizes uniformly distributed between 20 and 40. The t-values of the studies followed a t-distribution in 15,000 meta-analyses, a non-

central t-distribution with non-centrality parameter Nð0, 1:52Þ in 15,000 meta-analyses, a non-central t-distribution with non-centrality parameter¼ 3

in 15,000 meta-analyses, and a non-central t-distribution with non-centrality parameter Nð3, 1:52Þ in the remaining 15,000 meta-analyses. These

simulations do not include meta-analyses with only NSUEs or meta-analyses with no NSUEs. MA: meta-analysis.
aWe simulated these meta-analyses with no heterogeneity. By chance, in some meta-analyses, the variability between studies was exactly that expected

from sampling error (I2¼ 0), but in some it was smaller (I2 < 0) and in others it was larger (I2 > 0). However, negative I2 statistics are usually truncated

to 0, and thus mean I2 across meta-analyses was slightly larger than 0.
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5 Discussion

This paper presents a novel meta-analytic method that can include studies that report that the outcome was not
statistically significant but do not report the actual outcome. With this method, we hope that both R and non-R
meta-analysts are able to conduct robust MetaNSUE meta-analyses rather than, incorrectly, excluding NSUE
studies or assuming that they have a null effect size.

In the preliminary version of the method,3 we had already found that the method yields unbiased estimations of
the effect size. Now we also show that the p-values of the test of the main hypothesis are (globally) accurate and
that the estimation of the heterogeneity is (nearly) unbiased. Conversely, we show that the simpler approaches
have strong biases in the estimation of both the effect size and the heterogeneity and poorly control the false-
positive rate of the test of the main hypothesis.

We would like to clarify that the simpler approaches did not bias the effect size of meta-analyses with null effect
size, but we think that this may be simply because in this situation, biases increasing the effect size and biases
decreasing the effect size counteract. For instance, if a strategy tends to inflate the effect size, it will increase
positive effect sizes but also decrease negative effect sizes, and if a strategy tends to shrink the effect size, it will
decrease positive effect sizes but also increase negative effect sizes.

However, discarding studies with NSUEs led to a severe inflation of the heterogeneity and to strongly liberal
p-values in the test of the main hypothesis. We expected this behavior, as the effect sizes were only either very
negative or very positive (we had discarded studies with null to medium effect sizes). Oppositely, considering that
NSUEs are null led to a severe shrinkage of the heterogeneity and to strongly conservative p-values in the test of

Table 3. Expected and observed p-values in the tests of the main hypothesis and heterogeneity in the different approaches for

studies with non-statistically significant unreported effects (NSUEs), separately for studies with no or moderate heterogeneity, and

with null or medium effect size.

Expected

(two-tailed)

MetaNSUE

(MA then

Rubin’s rules)

MetaNSUE-like

(Rubin’s rules

then MA)

Discard studies

with NSUEs

Set NSUEs

to zero

Test of the main hypothesis (z)

g¼ 0 I2¼ 0.05a z¼1.96 0.050 0.014 0.041 0.201 <0.001*

z¼2.58 0.010 0.002 0.014 0.199* <0.001*

z¼2.81 0.005 0.002 0.010 0.192* <0.001*

z¼3.29 0.001 <0.001 0.003 0.104* <0.001*

I2¼ 0.64 z¼1.96 0.050 0.071 0.132 0.081 0.052

z¼2.58 0.010 0.026 0.063* 0.035 0.010

z¼2.81 0.005 0.017 0.048* 0.026* 0.005

z¼3.29 0.001 0.007* 0.026* 0.016* 0.001

Test of heterogeneity (Q)

g¼ 0 I2¼ 0.05a Q¼ 54.6 0.050 0.004* <0.001* <0.001* <0.001*

Q¼ 62.4 0.010 0.001* <0.001* <0.001* <0.001*

Q¼ 65.5 0.005 <0.001* <0.001* <0.001* <0.001*

Q¼ 72.1 0.001 <0.001* <0.001* <0.001* <0.001*

g¼ 0.53 I2¼ 0.06a Q¼ 54.6 0.050 0.001* 0.023 <0.001* 0.925*

Q¼ 62.4 0.010 <0.001* 0.004 <0.001* 0.830*

Q¼ 65.5 0.005 <0.001* 0.002 <0.001* 0.777*

Q¼ 72.1 0.001 <0.001* <0.001 <0.001* 0.635*

Note: We marked with an asterisk those observed p-values that were five or more times larger or smaller than the expected p-values. Example of

interpretation: under the main null hypothesis and in the absence of heterogeneity, a z-value of 1.96 should correspond to a two-tailed p-value¼ 0.05,

but it erroneously corresponds to p-value¼ 0.20 (i.e. non-statistically significant) if studies with NSUEs are discarded, and to p-value< 0.001 (i.e. very

statistically significant) if studies with NSUEs are assumed to have a null effect size. Data are based on 90,000 simulated meta-analyses of 40 one-sample

studies with random sample sizes uniformly distributed between 20 and 40. The t-values of the studies followed a t-distribution in 30,000 meta-

analyses, a non-central t-distribution with non-centrality parameter � Nð0, 1:52Þ in 30,000 meta-analyses, and a non-central t-distribution with non-

centrality parameter¼ 3 in the remaining 30,000 meta-analyses. z-and Q-values for studies with only NSUEs in the ‘‘Discard NSUEs’’ approach were

imputed as null. MA: meta-analysis.
aWe simulated these meta-analyses with no heterogeneity. By chance, in some meta-analyses, the variability between studies was exactly that expect

from sampling error (I2¼ 0), but in some it was smaller (I2 < 0) and in others it was larger (I2 > 0). However, negative I2 statistics are usually truncated

to 0, and thus mean I2 across meta-analyses was slightly larger than 0.

Albajes-Eizagirre et al. 11



Figure 4. Forest plot of the example meta-analysis. MetaNSUE plots the imputations of the effects of studies with non-statistically

significant unreported effects (NSUEs) in gray, and marks with asterisks statistically significant results.

Figure 5. Funnel plot of the example meta-analysis. MetaNSUE plots the imputations of the effects of studies with non-statistically

significant unreported effects (NSUEs) in gray.
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the main hypothesis. We might explain this behavior by the fact that a portion of the studies had the same, null
effect size (we had considered that NSUEs were zero). The presence of moderate heterogeneity reduced the lack
of control of the false-positive rate; we assume that this is at least partly due to a smaller number of studies
with NSUEs.

Finally, the pattern of biases in the estimation of the heterogeneity was opposite in meta-analyses with medium
effect size: discarding studies with NSUEs shrank the estimation of heterogeneity, while considering that NSUEs
are zero inflated it. We again expected this behavior, because in the first case, effect sizes were only very positive
(we had removed studies with positive but small to medium effect sizes), and in the second case, the effect sizes were
either very positive or null.

In the validation, we also tried a modified version of MetaNSUE, which in the text we referred to as
MetaNSUE-like. In this modified version, we first combined the multiple imputations using Rubin’s rules,
separately for each study with NSUEs, and then conducted a standard meta-analysis. We must highlight that a
previous study11 found this order more accurate for imputing missing individual data on covariates. Our results
were opposite, but the scenarios of that study and ours are completely different. Specifically, we found that this
strategy tended to underestimate the heterogeneity, to make p-values of the test of the main hypothesis liberal and,
to a much lesser extent, to inflate the effect size. We think that the origin of these biases might be the fact that
combining the multiple imputations using Rubin’s rules at the study level ‘‘falsely’’ increases the within-study
variance of the studies with NSUEs. If the global within-study variance is larger, the meta-analysis software
assumes that the variability between studies is more due to sampling error and fewer related to between-study
heterogeneity, thus underestimating the latter, which in turn might explain the liberal p-values. In addition, the
strategy only increases the within-study variance of the studies with NSUEs, decreasing their weight, and thus
partially adopting the strategy of discarding studies with NSUEs.

MetaNSUE has a number of limitations. First, the test of heterogeneity is strongly conservative. This means
that MetaNSUE meta-analysts will hardly be wrong when stating that there is heterogeneity in a meta-analysis (i.e.
it has a very low false positive rate), but it also means that they will fail to detect heterogeneity in many meta-
analyses. For this reason, we strongly suggest that MetaNSUE meta-analysts focus more on the I2 statistic than on
the Q p-value to assess heterogeneity. We indeed even include this recommendation in the output of the software.
Second, the p-values of the main hypothesis were moderately conservative in the absence of heterogeneity
and moderately liberal in the presence of moderate heterogeneity. We hypothesize that this behaviour may
be due to an imperfect estimation of the heterogeneity. Nevertheless, the p-values were globally accurate,
i.e. the false-positive rate was that expected for the significance level. Third, the method has room
for improvement in several steps. For example, an improvement could be an unbiased estimation of the
heterogeneity in a single step, rather than using a combination of MLE and multiple imputations. Fourth,
MetaNSUE attempts to solve the lack of reporting of statistics when effects are not statistically significant, but
not the complete lack of reporting (e.g. as in the file drawer problem). However, we have included standard
tools to assess reporting bias, such as funnel plots and tests. Finally, MetaNSUE software currently assumes a
truncated normal distribution and has only built-in functions for standardized mean changes, standardized mean
differences and correlations. However, R meta-analysts may easily adapt the software to other distributions and
measures of effect size, because the software allows the definition of personalized variance, imputation and back-
transforming functions. We are completely open to increase further the flexibility of the software if meta-analysts
need to use other personalized functions, and indeed, we will probably add built-in functions for other measures of
effect size in the future.
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A B S T R A C T

Coordinate-based meta-analyses (CBMA) are very useful for summarizing the large number of voxel-based neu-
roimaging studies of normal brain functions and brain abnormalities in neuropsychiatric disorders. However,
current CBMA methods do not conduct common voxelwise tests, but rather a test of convergence, which relies on
some spatial assumptions that data may seldom meet, and has lower statistical power when there are multiple
effects. Here we present a new algorithm that can use standard voxelwise tests and, importantly, conducts a
standard permutation of subject images (PSI). Its main steps are: a) multiple imputation of study images; b)
imputation of subject images; and c) subject-based permutation test to control the familywise error rate (FWER).
The PSI algorithm is general and we believe that developers might implement it for several CBMA methods. We
present here an implementation of PSI for seed-based d mapping (SDM) method, which additionally benefits from
the use of effect sizes, random-effects models, Freedman-Lane-based permutations and threshold-free cluster
enhancement (TFCE) statistics, among others. Finally, we also provide an empirical validation of the control of the
FWER in SDM-PSI, which showed that it might be too conservative. We hope that the neuroimaging meta-analytic
community will welcome this new algorithm and method.

1. Introduction

Meta-analyses are essential to summarize the wealth of findings from
voxel-based neuroimaging studies, as well as to assess potential reporting
bias, between-study heterogeneity or the influence of moderators (Radua
and Mataix-Cols, 2012). However, meta-analytic researchers in
voxel-based neuroimaging cannot apply standard statistical procedures
without having the three-dimensional (3D) statistical images of the re-
sults of the studies, which are unfortunately unavailable for most studies.
For instance, in a recent meta-analysis, the 3D statistical images were
available in only nine out of the 50 studies, i.e., 41 of the studies only
reported the coordinates and t-values of the peaks of statistical signifi-
cance (Wise et al., 2016). To overcome this problem, the neuroimaging
community developed alternative procedures that only require the co-
ordinates of the peaks of the clusters of statistical significance (Radua and

Mataix-Cols, 2009; Radua et al., 2012, 2014; Turkeltaub et al., 2002,
2012; Laird et al., 2005; Eickhoff et al., 2009, 2012; Wager et al., 2007;
Costafreda et al., 2009; Costafreda, 2012; Kang et al., 2011, 2014; Yue
et al., 2012; Montagna et al., 2017). Many meta-analysts have called
these methods coordinate-based meta-analyses (CBMA) (Radua and
Mataix-Cols, 2012).

An important feature of CBMA is the use of a statistical procedure
that, instead of testing whether the effects are not null, tests whether the
reported findings tend to converge in some brain regions (Albajes-Eiza-
girre and Radua, 2018). Unfortunately, we have recently showed that the
test for convergence used by CBMA might have two drawbacks. First, it
relies on several spatial assumptions but data may seldom meet them,
leading to either conservative or liberal results. Second, its statistical
power decreases when there are multiple findings (Albajes-Eizagirre and
Radua, 2018).
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To overcome these drawbacks, we developed a new CBMA algorithm
that can use standard univariate voxelwise tests. In other words, it can
test whether effects are not null in a given voxel, rather than whether
findings tend to converge around the voxel. We must note at this point
that there are two standard testing approaches in voxel-based neuro-
imaging: parametric tests, and permutation tests, but a recent study
showed that the former might be conservative for voxel-based statistics
and invalid for cluster-based statistics, whereas the latter correctly con-
trols the FWER (Eklund et al., 2016). We aimed to develop a correct test
and thus chose the permutation of subject images. For this reason, we
then call the new algorithm “Permutation of Subject Images” (PSI) CBMA.
We acknowledge that a sign-flipping permutation of study images would
be quicker than a subject-based permutation and could similarly test
whether effects are not null. However, the improvement in computation
time would be small while there would be a decrease in the accuracy of
the estimation of p-values (we expand this subject in the Discussion).

The algorithm is general and we believe that developers could
implement it to several current CBMA methods such as Activation Like-
lihood Estimation (ALE) (Turkeltaub et al., 2002, 2012; Laird et al., 2005;
Eickhoff et al., 2009, 2012) or Multilevel Kernel Density Analysis
(MKDA) (Wager et al., 2007). Here we present its implementation for
Anisotropic Effect-Size Seed-based d Mapping (AES-SDM) (Radua et al.,
2012, 2014) for its key advantages, e.g., it imputes a 3D effect-size image
of each study and then fits standard meta-analytic random-effects
models. In the context of CBMA, the use of effect-sizes and
random-effects models were associated with increased reliability and
performance in a recent methodological study (Bossier et al., 2017). In
addition, AES-SDM accounts for both increases and decreases of the
measure (e.g., activations and deactivations) so that contradictory find-
ings cancel each other (Radua and Mataix-Cols, 2009), it considers the
irregular local spatial covariance of the different brain tissues (Radua
et al., 2014), and allows the simultaneous inclusion of peak coordinates
and available 3D statistical images, substantially increasing the statistical
power (Radua et al., 2012). The major change of the new SDM-PSI
method is the imputation of subject images to allow a subject-based
permutation test, in an identical fashion to that of FSL “randomize”
tool (Winkler et al., 2014) or SPM Statistical NonParametric Mapping
toolbox (Nichols and Holmes, 2002). Thus, SDM-PSI, FSL or SPM test
whether the activation of a voxel is different from zero, while standard
CBMA test whether studies report activations in the voxel more often
than in other voxels. Other improvements are a less biased estimation of
the population effect size, the possibility of using threshold-free cluster
enhancement (TFCE) statistics (Smith and Nichols, 2009), and the mul-
tiple imputation of study images, avoiding the biases associated with
single imputation (Rubin, 1987).

We present the novel algorithm and method in two successive sec-
tions of the manuscript. First, we describe the general PSI algorithm
beyond SDM, and second, we detail the specific implementation of PSI
for SDM. With this division, we aim to both make the manuscript easier
to read, and to highlight the fact than other developers could indeed
implement PSI to CBMA methods other than SDM. In a third section of
the manuscript, we report the empirical validations of SDM-PSI. We hope
that the neuroimaging meta-analytic community will welcome this new
algorithm and method.

2. The PSI algorithm

2.1. Overview

The main pillar of the PSI algorithm is to conduct a permutation test
of the subject images, in an identical fashion to that of FSL “randomize”
tool (Winkler et al., 2014) or SPM Statistical NonParametric Mapping
toolbox (Nichols and Holmes, 2002). Of course, it is impossible to
recreate the original subject images of the included studies, neither from
the peak information reported in the papers nor from the 3D statistical
study images. However, we show later that there is no need to recreate

the exact original subject images. If the imputation algorithmmeets some
conditions, the subject-based permutation test will be correct even if the
similarities with the original subject images are scarce.

The main steps of the PSI method, which we extend below, are:

1. For each study from which only peak information is available, impute
several study images that show realistic local spatial covariance and
that adequately cover the different possibilities within the uncer-
tainty. Of course, the algorithm does not need to impute images for
the studies from which images are available. We name “imputed
dataset” each set of images, one per study.

2. For each study, impute subject images that show realistic local spatial
covariance. Then adapt them to the different imputed study images,
so that the group analysis of the subject images of an imputed dataset
returns the study images of that imputed dataset. For example, for
normally distributed data, impute subject images once for all impu-
tations, and then scale them to the different imputed study images.

3. Perform a subject-based permutation test as follows:
a. Create one random permutation of the subjects and apply it to the

subject images of the different imputed datasets.
b. Separately for each imputed dataset, conduct a group analysis of

the permuted subject images to obtain one study image per study,
and then conduct a meta-analysis of the study images to obtain one
meta-analysis image.

c. Use Rubin's rules to combine the meta-analysis images from the
different imputed datasets to obtain a combined meta-analysis
image (Li et al., 1991).

d. Save a maximum statistic from the combined meta-analysis image
(e.g., the largest z-value).

e. Go to step a).
f. After enough iterations of steps a) to d), use the distribution of the

maximum statistic to threshold the combined meta-analysis image
obtained from unpermuted data.

Thus, as in FSL or SPM (Winkler et al., 2014; Nichols and Holmes,
2002), an iteration of the permutation test consists in repeating the
analysis using the permuted subject images and saving a maximum sta-
tistic from the images derived from the permuted images. See Fig. 1 for a
simplified flow of the algorithm.

2.2. Imputation of study images

We define a “study image” as the 3D statistical image of the contrast
of interest in the group-level analysis conducted in the study. For
example, SPM and FSL study images have t-values and their names are
similar to “spmT_0001.nii” or “design_tstat1.nii.gz”. CBMA methods do

Fig. 1. Simplified flow of the PSI algorithm. Footnote: FWER: familywise
error rate.
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not use these raw study images, but transformations or imputations
thereof. For example, AES-SDM uses images of effect sizes (Radua et al.,
2012), MKDA uses binary images representing regions close to peaks
(Wager et al., 2007), and ALE uses images of the likelihood that peaks lie
around each voxel (Turkeltaub et al., 2002).

Transformation of raw study images into the study images used by a
CBMA may be associated with some error related to numerical precision
and spatial interpolation, but this should be negligible and we can safely
ignore it. Conversely, imputation of study images from the scarce infor-
mation reported as peak coordinates in the papers is associated with a
substantial amount of uncertainty.

For example, when the raw study image of t-values is available, AES-
SDM software can convert it straightforwardly and safely into an image
of effect-sizes with negligible error. Similarly, if we took the liberty to
redefine MKDA “closeness” as “belonging to the cluster of the peak”,
MKDA software could straightforward use the binary image that in-
dicates which voxels are statistically significant. Conversely, when only
peak information is available, AES-SDM software must conduct a pro-
gressive estimation of the effect-size of the voxels close to the reported
peaks, which inevitably introduces a non-negligible amount of uncer-
tainty. Similarly, MKDA only relies on the distance between a voxel and
the peak, ignoring the real shape of the cluster.

One novelty of PSI consists of imputing the study images several
times, adequately covering this uncertainty and avoiding the biases
associated with single imputation (Rubin, 1987). For SDM-PSI, this
means imputing several effect sizes for each voxel, covering the different
effect sizes that a voxel could have had in the (unavailable) raw study
image. For MKDA-PSI, it could mean impute many times whether a voxel
was part of the cluster or not, and the more likely a voxel is to have been
part of the cluster in the raw study image, the more times MKDA-PSI
would impute it as part of the cluster.

Importantly, the values imputed for a voxel must follow a statistical
distribution in accordance with the known information and its un-
certainty. For SDM-PSI, the mean and standard deviation of the effect-
sizes imputed for a voxel must match the estimated effect-size of the
voxel and its standard error, and the effect-sizes cannot be statistically
significant in non-statistically significant voxels. For MKDA-PSI, the
proportion of imputations in which the voxel is part of the cluster
could match the probability that the voxel is part of the cluster.
Otherwise, the imputations would not be in accordance to the known
information.

In addition, the voxels must show a realistic local spatial structure to
avoid a distortion of the clustering of statistically significant voxels,
which would invalidate not only cluster-based statistics, but also voxel-
based statistics as far as a cluster extent threshold is applied. We
acknowledge that the word “realistic” is ambiguous, but we show in the
validations that simply forcing some positive correlation between adja-
cent voxels may be enough to control the FWER, with only a few ex-
ceptions when using cluster-based statistics (Table 1).

2.3. Imputation of subject images

As stated earlier, it is not possible to recreate exactly the original
subject images. However, as we show in Fig. 2 and the Supplement, this
does not seem to prevent a correct permutation test as long as the values
of a study in a voxel show a perfect correlation between any two imputed
datasets. For example, in a normally distributed voxel, the Pearson cor-
relation between the subject values of a study in a given imputed dataset
and the subject values of the same study in another imputed dataset must
be one. Otherwise, there would be an inflation of the variance between
imputations, and this would lead to erroneous increases of the statistical
significance.

In addition, the voxels must show a realistic local spatial structure to
ensure that the study images, obtained from the group analysis of the
permuted subject images, have a local spatial structure as similar as
possible to the unpermuted study images, for the same reasons described
above for study images.

2.4. Permutations

Following standard procedures (Winkler et al., 2014), PSI methods
must randomly assign “þ1” or “-1” to each subject of a one-sample study,
or randomly reassign each of the subjects of a two-sample study to one of
the two groups. With these permutations, we remove the potential effects
present in the unpermuted images, and thus the meta-analysis images
resulting from permuted subject images represent the outcome of many
simulated meta-analyses of studies with no effects. For example,
one-sample meta-analysis tests whether the value of a voxel is truly
different from zero. Under the null hypothesis, we assume that the value
of the voxel is zero in the population, and that the value in our data is
different from zero only due to chance, and thus, it is as likely to be
greater than zero as to be lower than zero. This is the reason why PSI
methods must randomly multiply the value of the voxel by “þ1” or “-1”.
Similarly, two-sample studies test whether the value of a voxel is truly
different between two groups. Under the null hypothesis, we assume that
the value of the voxel is the same in the two groups, and that the value is
different between our groups only due to chance. Therefore, subjects
could randomly belong to one group or the other. Consequently, PSI
methods must randomly re-assign subjects to one of the two groups. For
analogous reasons, PSI methods must also swap subjects in a correlation
meta-analysis.

Importantly, the permutation must be the same for all imputed
datasets. For example, if in an iteration a PSI method assigns a “-1” to
subject #3 of study #5, the PSI method will have to multiply the images
of subject #3 of study #5 by “-1” in all imputed datasets. As we show in
Fig. 2 and the Supplement, if we permuted the subjects differently in each
imputed dataset, there would be an inflation of the variance between
imputations, and this also would lead to erroneous increases of the sta-
tistical significance.

Table 1
Empirical familywise error rate (FWER) as observed in the simulated null meta-analyses.

Statistics Empirical FWER

Global Small meta-analyses Large meta-analyses

Small studies All studies Small studies All studies

Voxel 1% (0–2%) 0% (0–2%) 1% (0–3%) 0% (0–1%) 0% (0–1%)

Cluster z¼ 2.33 Size 4% (3–5%) 6% (4–9%) 1% (0–2%) 0% (0–1%) 0% (0–1%)
Mass 11% (9–13%) 19% (15–23%) 2% (1–4%) 1% (0–2%) 0% (0–1%)

z¼ 3.09 Size 4% (3–5%) 7% (5–10%) 0% (0–1%) 0% (0–1%) 0% (0–1%)
Mass 12% (10–14%) 19% (15–23%) 2% (1–4%) 2% (1–4%) 0% (0–2%)

TFCE 5% (4–7%) 8% (6–11%) 1% (0–3%) 1% (0–3%) 0% (0–1%)

(a) Small studies had 11, 13, 16, 20 or 24 subjects per group; all studies had these sample sizes plus 30, 36, 44, 54 or 67 subjects per group. (b) Small meta-analyses
included 10 studies; large meta-analyses included 20 studies. (c) Minimum FWERwas always observed in large meta-analyses of all studies; maximum FWERwas always
observed in small meta-analyses of small studies.
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2.5. Group analysis, meta-analysis and Rubin's rules

In this step, the permuted imputed subject images must be voxelwise
combined into study images (one for each study within each imputed
dataset), these study images must be voxelwise combined into meta-
analysis images (one for each imputed dataset), and these meta-
analysis images must be voxelwise combined using Rubin's rules (Li
et al., 1991). Group analysis and meta-analysis may vary much
depending on the specific CBMA method.

2.6. Maximum statistic test

From each permutation, PSI methods must save a maximum statistic
of the combined meta-analysis image, for example the largest value (i.e.,
the value of the global peak). If we aim a FWER of 5%, we may then
consider that a voxel of the unpermuted combinedmeta-analysis image is
statistically significant if it is higher than 95% of these maxima (Nichols
and Holmes, 2002; Holmes et al., 1996). Obviously, only 5% of the
permuted combined meta-analysis images will have maxima larger than
95% of these maxima, and thus only 5% of the null meta-analyses would
erroneously have one or more statistically significant findings. Note that
the maximum of the unpermuted combined meta-analysis image (i.e., the
first iteration) must be also saved to this null distribution (Phipson and

Smyth, 2010).

2.7. Meta-regression and other linear models

PSI methods can only permute subject images for the main analysis
(i.e., the mean). For meta-regression and other linear models, they must
conduct the permutation at the study-level, because we only know the
value of the moderators at this level. For example, in ameta-regression by
the percentage of medicated patients, we may know that 53% patients
were medicated in study #1 and 28% patients were medicated in study
#2, but we do not know which specific patients were medicated and
which were not.

Thus, when conducting a simple meta-regression, PSI methods do not
need to impute subject images, permute them and conduct group anal-
ysis. Rather, they have to permute the value of the moderator between
studies. The reason is that under the null hypothesis, we assume that the
value of the voxels is unrelated to the value of the moderator, and that if
we observe any relationship between the voxels and the moderator in our
data is only due to chance.

The permutation is not as straightforward when there are nuisance
variables, and developers can choose among a number of approaches,
thoughaprevious comparisonof these approaches show that theFreedman-
Lane method had optimal statistical properties (Winkler et al., 2014).

Fig. 2. Effects of the correlation between imputations and the use of variable permutation codes in statistical significance. Footnote: Simulation of multiple imputation
of effect size, imputation of subject values and permutation test for a single study, forcing a perfect correlation between imputations or not, and using the same or a
different permutation code. This figure is the output of the script in R-language provided in the Supplement. Feel free to use that script to check these effects under
different parameters.
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3. Implementation of PSI in SDM

3.1. Overview

In this section, we describe how we implemented the PSI method to
an existing CBMA method, the AES-SDM (Radua et al., 2012, 2014). We
graphically summarize the steps in Figs. 3–5.

We would like to highlight that some of the novelties of the new
version of SDM represent an improvement even if the user is not inter-
ested in the p-values and thus does not conduct a permutation test. At this
regard, the use of maximum-likelihood estimation (MLE) and multiple
imputation techniques make the estimation of the population effect sizes
substantially less biased than in previous versions of SDM (Radua et al.,
2015; Albajes-Eizagirre et al., 2018). The software is freely available at
https://www.sdmproject.com/.

3.2. Imputation of study images

As in previous versions of SDM, the input data for a study may be
either a raw study image or a set of peak coordinates and t-values, and a
meta-analysis may combine both types of input (Radua et al., 2012).

Obviously, if the raw study image is available, the software does not
need to impute it. The only preprocessing is a conversion of its t-, z- or p-
values to effect-sizes and potentially a spatial interpolation to the voxel
dimensions and space of the meta-analytic template. Conversion from t-
values into Hedge's g effect sizes and their variances is straightforward
using standard formulas (Radua et al., 2012). Meta-analysts can easily
convert t-, z- and p-values from one to another with SDM “imgcalc”, or
other similar tools.

The scenario is different when SDM imputes the effect-sizes images
from the reported peak coordinates and t-values. The raw information is
then scarce and SDM still has to recreate the 3D study images. To this
end, AES-SDM first converts the reported t-values of the peaks into effect
sizes using the formulas above. Starting from these “safe” points, it then
imputes the effect sizes of the voxels surrounding the peaks as only
slightly lower effect sizes than the effect sizes of the peaks. Afterwards, it
imputes the effect sizes of the voxels surrounding these small blobs of
voxels again as only slightly lower effect sizes than the voxels sur-
rounding the peaks. And so on, until it reaches voxels too far from any

peak and imputes their effect size as null.
These imputations of AES-SDM are inexact, especially in the voxels

further from peaks. To overcome this issue, SDM-PSI conducts multiple
imputation following the PSI general conditions. Specifically, it uses AES-
SDM kernels to estimate the lower and upper bounds of possible effect
sizes for each study separately. Second, it uses MetaNSUE (Radua et al.,
2015; Albajes-Eizagirre et al., 2018) (available at R CRAN and at https://
www.metansue.com/) to estimate the most likely effect size and its
standard error and create several imputations based on these estimations
and the bounds. MetaNSUE is a method for univariate meta-analysis
developed to include studies from which the meta-analytic researcher
knows that the analysis was not statistically significant, but he/she
cannot know the actual effect size (usually because authors of the study
only wrote “n.s.”). Its empirical validation showed that this method is
substantially less biased than assuming that the effect size is null (Radua
et al., 2015), and the method has been recently improved to be robust in
two scenarios frequent in CBMA, namely the scarcity of known data and
the use of potential presence of very high t-values (e.g., 9.9< z< 10)
(Albajes-Eizagirre et al., 2018). To adapt MetaNSUE for voxel-based
neuroimaging, we had to ensure that the imputed images have a real-
istic local spatial structure (i.e., correlations between adjacent voxels are
positive) but, importantly, the creation of this structure is not to the
detriment of the accuracy of the imputations.

In any case, given the relevance of the peak coordinates and t-values
in these recreations, the meta-analysts must extract them carefully from
the paper, ensuring that the authors of the paper reported peaks from all
the space of interest (e.g., the gray matter) and that they applied the same
statistical threshold to all voxels (e.g., avoiding small volume correc-
tions). Again, some studies may report z-values or p-values instead or t-
values, but the meta-analysts may convert them in the https://www.
sdmproject.com/website or using any other statistical converter.

3.2.1. Estimation of the lower and upper effect-size bounds
As a “pre-processing” step, SDM-PSI calculates an image of the lower

bound of the possible effect sizes (i.e., the lowest potential effect size of
each voxel) and an image of their upper bound (i.e., the largest potential
effect size of each voxel) for each study.

The lower and upper effect-size bounds are obvious in a peak: both
are the effect size of the peak. They are also relatively obvious in voxels

Fig. 3. PSI-SDM steps to impute subject images from collected data. Footnote: MLE: maximum likelihood estimation; MNI: Montreal Neurological Institute.
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far from any peak: they correspond to the positive and negative thresh-
olds of statistical significance, because otherwise the studies would have
found these voxels statistical significant.

Conversely, the procedure to establish effect-size bounds is more
complex in voxels close to a peak, given that they should have effect-sizes
similar to but lower than that of the peak, and some of them could be
beyond the thresholds of statistical significance (i.e., they could have

been part of the cluster). SDM-PSI draws the upper effect-size bound as a
descending smooth line from the effect size of the peak to the effect size
of the positive threshold of statistical significance. Similarly, it draws the
lower effect-size bound as a descending smooth line from the effect size
of the peak to the effect size of the negative threshold of statistical sig-
nificance. See a simplified version of these curves in Fig. 6.

More specifically, SDM-PSI uses the AES-SDM anisotropic Gaussian

Fig. 4. PSI-SDM steps to combine subject images from the different imputations in a single combined meta-analysis image.

Fig. 5. PSI-SDM steps to conduct the subject-based permutation test.
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kernels, which adapt the descending lines to the irregular spatial irreg-
ularities of the brain. We based this adaptation on the spatial covariance
between each pair of adjacent voxels, which should capture spatial ir-
regularities such as the boundaries between regions and tissues (e.g., the
correlation between adjacent voxels is strong in the middle of a region
and weak in a tissue boundary) (Radua et al., 2014):

ylower ¼ yα=2 þ exp
� �D2

2 � σ2kernel

�
�
�
ypeak � yα=2

�

yupper ¼ y1�α=2 þ exp
� �D2

2 � σ2
kernel

�
�
�
ypeak � y1�α=2

�

where ylower and yupper are the effect-size bounds of the voxel of interest,
ypeak is the effect size of the close peak, yα/2 and y1-α/2 are effect sizes of
the thresholds of statistical significance, σkernel is the user-selected sigma
of the kernel, and D is a virtual distance which depends on the real dis-
tance between the voxel and the peak (Dreal), the correlation between the
voxel and the peak (ρ) and the user-selected degree of anisotropy (α)
(please see recommendations on these parameters in the Discussion):

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� αÞ �D2

real þ α � 2σ2
kernel � logðρ�1Þ

q
SDM reads a theoretical correlation between each pair of adjacent

voxels in a template, and it estimates the correlation between two non-
adjacent voxels using a Dijkstra's algorithm (Radua et al., 2014). When a
voxel is close to more than one peak, it conducts a weighted average of the
effect sizes estimated from being close to each peak (Radua et al., 2014).

Of course, this step is unnecessary for studies from which the raw
study image is available.

3.2.2. MLE of the effect size and its standard error
The first step after the pre-processing is the estimation of the most

likely effect size and its standard error. In the simplest case of meta-
analysis, this effect size is the same for all studies, whereas in a meta-
regression and other analyses using linear models, the effect size of
each study may depend on one or more covariates.

As in the work of Costafreda (Costafreda, 2012; Tobin, 1958;
Schnedler, 2005), SDM-PSI estimates the parameters using maximum
likelihood techniques. However, SDM-PSI adds several adjustments to
prevent that a single or few studies drive the meta-analysis. These ad-
justments are required for a correct control of the FWER, and they are

already part of MetaNSUE (Albajes-Eizagirre et al., 2018). In any case, we
must highlight that SDM-PSI only uses MLE as a starting point for the
subsequent multiple imputation, avoiding the biases associated with
single imputation (Rubin, 1987) and capturing the “uncertainty” of the
unknown effect sizes as variance between imputations.

Relevantly, the likelihood to maximize for each study is not the
likelihood of a specific effect size but the likelihood that the unreported
effect size lays within the two effect size bounds. As detailed in (Radua
et al., 2015) and (Albajes-Eizagirre et al., 2018), this likelihood is simply
the difference of the cumulative normal distribution function evaluated
at the upper and lower effect-size bounds:

L ¼
YN
i¼1

 
Φ

 
yupper;i � Xi � βffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

vupper;i þ τ2
p

!
�Φ

 
ylower;i � Xi � βffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

vlower;i þ τ2
p

!!

Note that when SDM-PSI knows the effect size of a study (e.g.,
because there is a peak in that voxel, or because the raw study image is
available), the likelihood for this study is simply the probability function
of the normal distribution.

The adjustments to prevent that a single or few studies drive themeta-
analysis are similar to a trimmed mean: SDM-PSI conducts several MLE
iterations that progressively discard the studies that increase the most the
absolute MLE. These adjustments have little effects in voxels where the
effect sizes are mostly known, whilst they prevent that a single or few
studies drive the meta-analysis in voxels where the effect sizes are mostly
unknown (Albajes-Eizagirre et al., 2018). Specifically, SDM-PSI conducts
the estimation with all studies but the first, then with all studies but the
second, then with all studies but the third, and so on, and only uses the
combination returning the lowest absolute MLE. If the number of studies
is large, this iteration is repeated to exclude a second study, and repeated
again to exclude a third study, until the probability of a false positive
meta-analytic effect size is not higher than 0.05, even in the worst-case
scenario (Albajes-Eizagirre et al., 2018).

3.2.3. Multiple imputation
This step, separately conducted for each study, consists in imputing

many times study images that meet the general PSI conditions adapted to
SDM: a) the effect sizes imputed for a voxel must follow a truncated
normal distribution with the MLE estimates and the effect-size bounds as
parameters; and b) the effect sizes of adjacent voxels must show positive
correlations.

An elegant solution to meet both conditions is unfortunately not
straightforward, but SDM-PSI takes a pragmatic approach that, at the end
of the day, yields imputed images that meet the two conditions. First, it
assigns each voxel a uniformly distributed value between zero and one.
Second, and separately for each voxel, it applies a threshold, spatial
smoothing and scaling that ensures that the voxel has the expected value
and variance of the truncated normal distribution and, simultaneously,
has strong correlations with the neighboring voxels.

To ensure that the voxel has the expected value of the truncated
normal distribution, the threshold applied to the voxels laying within the
smoothing kernel is the expected value of the truncated normal distri-
bution scaled to 0–1, and the number (between 0 and 1) resulting from
the smoothing is rescaled to the bounds of the truncated normal distri-
bution. To ensure that the voxel has the expected variance of the trun-
cated normal distribution, SDM-PSI selects an anisotropic smoothing
kernel that follows the spatial covariance of the voxel and makes the
variance of the resulting value in the voxel coincide with that variance of
the truncated normal distribution. Please note that each voxel must
follow a different truncated normal distribution, and thus this thresh-
olding/smoothing/rescaling process is different for each voxel.

Of course, this step is again unnecessary for studies from which the
raw study image is available. It is neither conducted in peaks and in those
voxels where the lower and upper effect-size bound are very close (e.g.,
difference<0.02), because the simple mean of the effect-size bounds is
already accurate.

Fig. 6. PSI-SDM estimation of the lower and upper effect-size bounds for studies
without raw study image available.
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3.3. Imputation of subject images

For simplicity, the imputation function in SDM-PSI is a generation of
random normal numbers with their mean equal to the sample effect size
of the voxel in the (unpermuted) study image and unit variance. Note
that the sample effect size is the effect size of the study after removing
(i.e., diving by) the J Hedge correction factor (Hedges and Olkin, 1985).

However, as explained earlier, the values of a voxel must show a
Pearson correlation of one between any two imputed datasets, and the
values of adjacent voxels must show realistic correlations observed in
real humans. To meet these conditions, SDM-PSI only imputes a single,
common preliminary dataset of subject images for all imputed datasets,
and afterwards it scales it to the study image of each imputed dataset. In
the common preliminary set, the values of any voxel have null mean, and
adjacent voxels show the expected correlations. For instance, if the cor-
relation observed in humans between voxels A and B is 0.67, the corre-
lation between these two voxels in the imputed subject images must be
0.67. SDM-PSI uses the correlation templates created for AES-SDM
(Radua et al., 2014) to know the correlation between every pair of two
voxels (i.e., to take the irregular spatial covariance of the brain into ac-
count), but other approaches are possible. Afterwards, and separately for
each imputed dataset, SDM-PSI simply adds the sample effect size of each
voxel of the study image to all subject images. The complex part is thus

the creation of a common preliminary dataset of subject images that
shows the expected correlation. We explain how SDM-PSI conducts it for
one-sample studies in the following:

For imputing subject values (Y) in a voxel that has no neighboring
voxels imputed yet, SDM-PSI simply creates random normal values and
standardizes them to have null mean and unit variance (R):

Y ¼ R

For imputing subject values in a voxel that has one neighboring voxel
already imputed, SDM-PSI conducts a weighted average of the subject
values of the neighboring voxel (A) and new standardized random
normal values:

Y ¼ wAAþ wRR

wherew are the weights that ensure that the resulting subject values have
unit variance and the desired correlation (see mathematical derivation in
the Supplement):

wA ¼ rAY � wRrARwR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r2AY
1� r2AR

s

For imputing subject values in a voxel that has two neighboring
voxels already imputed, SDM-PSI conducts again a weighted average of

the subject values of the neighboring voxels (A and B) and new stan-
dardized random normal values:

Y ¼ wAAþ wBBþ wRR

where again w are the weights that ensure that the resulting subject
values have unit variance and the desired correlations:

wA ¼ rAY � wBrAB � wRrAR

wB ¼ ðrBY � rABrAY Þ � wRðrBR � rABrARÞ
1� r2AB

wR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r2AB � r2AY � r2BY þ 2rABrAY rBY
1� r2AB � r2AR � r2BR þ 2rABrARrBR

s

Finally, for imputing subject values in a voxel that has three neigh-
boring voxels already imputed, SDM-PSI conducts once more a weighted
average of the subject values of the neighboring voxels (A, B and C) and
new standardized random normal values:

Y ¼ wAAþ wBBþ wCC þ wRR

where w are once more the weights that ensure that the resulting subject
values have unit variance and the desired correlations:

Note that as far as the imputation of the voxels follows a simple order
and the software only accounts for correlations between voxels sharing a
face, a voxel cannot have more than three neighbor voxels already
imputed. For example, imagine that the imputation follows a left/pos-
terior/inferior to right/anterior/superior direction. When the software
imputes a given voxel, it will have already imputed the three neighbors in
the left, behind and below, while it will impute later the three neighbors
in the right, in front and above. The number of neighbor voxels imputed
or to impute will be lower if some of them are outside the mask.

For two-sample studies, SDM-PSI imputes subject values separately
for each sample, and it only adds the effect size to the patient (or non-
control) subject images.

3.4. Permutations

The permutation algorithms are general.

3.5. Group analysis, meta-analysis and Rubin's rules

In SDM-PSI, the group analysis is the estimation of Hedge-corrected
effect sizes. In practice, this estimation simply consists of calculating
the mean (or the difference of means in two-sample studies) and multi-
plying by J, given that imputed subject values have unit variance.

The meta-analysis consists of the fitting of a standard random-effects

wA ¼ rAY � wBrAB � wCrAC � wRrAR

wB ¼ ðrBY � rABrAYÞ � wCðrBC � rABrACÞ � wRðrBR � rABrARÞ
1� r2AB

wC ¼

 ��
1� r2AB

	
rCY � rACðrAY � rABrBY Þ � rBCðrBY � rABrAY Þ



�wR

��
1� r2AB

	
rCR � rACðrAR � rABrBRÞ � rBCðrBR � rABrARÞ



!

1� r2AB � r2AC � r2BC þ 2rABrACrBC

wR ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 
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model. The design matrix includes any covariate used in the MLE step,
and the weight of a study is the inverse of the sum of its variance and the
between-study heterogeneity τ2, which in SDM-PSI may be estimated
using either the DerSimonian-Laird or the slightly more accurate
restricted-maximum likelihood (REML) method (Viechtbauer, 2005;
Thorlund et al., 2011). After fitting the model, SDM conducts a standard
linear hypothesis contrast and derives standard heterogeneity statistics
H2, I2 and Q.

Finally, SDM-PSI uses Rubin's rules to combine the coefficients of the
model, their covariance and the heterogeneity statistics I and Q of the
different imputed datasets (Li et al., 1991; Radua et al., 2015; Albaje-
s-Eizagirre et al., 2018). Note that Q follows a χ2 distribution, but its
combined statistic follows an F distribution. For convenience, SDM-PSI
converts FQ back into a Q (i.e. converts an F statistic to a χ2 statistic
with the same p-value). It also derives Hcombined from Icombined.

3.6. Maximum statistic test

SDM-PSI can currently save four different maximum statistics from
the image of z-values: the largest z-value (i.e., voxel-based statistics), the
maximum cluster size or mass after thresholding with a used-defined z-
value (i.e., cluster-size or mass statistics) (Bullmore et al., 1999), and the
maximum TFCE (Smith and Nichols, 2009). We have implemented TFCE
in our software so that users who do not have FSL installed will still be
able to use TFCE in SDM-PSI.

This procedure theoretically only tests hypothesis in one direction
(e.g., patients> controls), but not the hypothesis in the other direction
(e.g., patients< controls), and thus, the procedure should be conducted
twice, one for each direction. However, given that the hypotheses are
complementary and a permutation test is computationally consuming,
SDM-PSI saves two numbers from each permutation: one for the positive
hypothesis (e.g., the highest z-value) and one for the negative hypothesis
(e.g., the lowest z-value), in two separate null distributions.

3.7. Meta-regression and other linear models

As stated earlier, permutations for a meta-regression and other linear
models can only be at the study-level, because we only know the value of
the moderators at this level. Several permutation approaches are
possible, but SDM-PSI uses the Freedman-Lane procedure for its optimal
statistical properties (Winkler et al., 2014).

4. Validation of SDM-PSI

4.1. Control of the FWER

We checked empirically whether the SDM-PSI controls the FWER at
the desired level. Specifically, we conducted hundreds of meta-analyses
of (simulated) studies comparing the gray matter volume of random
groups of subjects, and thresholded them to control the FWER at 5%. We
expected that only 5% of these meta-analyses would return one or more
(false positive) findings.

We used 1158 real brain structural MR images to simulate the studies.
We had already acquired them for previous studies of the unit, and refer
the reader to the corresponding manuscripts for details of the acquisition
and pre-processing steps (Amann et al., 2016; Moreno-Alcazar et al.,
2016; Vicens et al., 2016; Landin-Romero et al., 2016). Independently for
each simulated meta-analysis, we randomly divided the 1158 sound
MNI-registered images into several (simulated) studies with varying
sample sizes. Small studies included 22, 26, 32, 40 or 48 subjects, and
large studies included 60, 72, 88, 108 or 134 subjects. We chose these
sample sizes because they follow a plausible exponential distribution
(i.e., a meta-analysis commonly includes more small studies than large
studies) and are common in neuroimaging studies (total partici-
pants¼ 22–48 for small studies, 60–134 for large studies). Small
meta-analyses included 10 studies and large meta-analyses included 20

studies. We conducted 400 small meta-analyses of small studies, 400
small meta-analyses of both small and large studies, 400 large
meta-analyses of small studies, and 400 large meta-analyses of both small
and large studies.

For each simulated study, we first conducted a t-test to detect gray
matter differences between the simulated patients and controls, we then
thresholded the resulting t-value image with p< 0.001 uncorrected (for
both patients> controls and patients< controls), and finally saved the
peaks of the clusters of statistical significance, miming how they are
commonly reported in published neuroimaging studies. Afterwards, we
conducted a simulated meta-analysis with SDM-PSI exclusively using the
coordinates and t-values of the simulated studies. Here we did not use
any raw study images, which would substantially increase the accuracy
of the meta-analysis, because we wanted to test the performance of SDM-
PSI under the more challenging, only-peaks scenario. Please see the next
part of the validation for simulations including raw study images.

We thresholded each simulated SDM-PSI meta-analysis using voxel,
cluster-size, cluster-mass and TFCE statistics. For cluster-size and mass,
we used the z-thresholds 2.33 and 3.09, corresponding to uncorrected
p¼ 0.01 and 0.001. For TFCE, we used FSL default parameters: extension
power E¼ 2 and height power H¼ 0.5 (Smith and Nichols, 2009). Given
that the simulated studies compared random groups of subjects, we
calculated the empirical FWER as the percentage of simulated
meta-analyses with one or more findings, and estimated its 95% confi-
dence interval using the Clopper and Pearson exact method (Clopper and
Pearson, 1934).

As we show in Table 1, SDM-PSI globally controlled the FWER below
5% for in all scenarios except for one: when we applied cluster-based
statistics with high z-thresholds in small meta-analyses of small studies
(FWER increased to 15–23%). However, the control was too conservative
in most scenarios, namely those involving the use of voxel-based statistics
or the inclusion of many and/or large studies (FWER decreased to 0–4%).

4.2. Comparison with a pooled analysis of all subject data

As a proof of concept, we also compared the results of a SDM-PSI
meta-analysis with the results of a standard SPM analysis of all the raw
subject images of the studies included in a meta-analysis. The reader can
find details of these functional magnetic resonance imaging (fMRI) data
in (Radua et al., 2012). Briefly, the meta-analysis included 10 studies of
the brain response to the presentation of fearful faces. We conducted 11
meta-analyses: one with only peak information, one with 1 raw study
image, one with 2 raw study images, and so on until we conducted one
with only raw study images. For comparison purposes, we also conducted
the 11 meta-analyses with AES-SDM. We used default thresholds (SPM:
voxel-based FWER< 0.05; SDM-PSI: TFCE-based FWER< 0.05;
AES-SDM: voxel-based uncorrected p< 0.005 with peak SDM-Z> 1). We
discarded clusters smaller than 10 voxels in all cases. The statistics of
interest for each meta-analysis were the cluster-based sensitivity (i.e. the
proportion of SPM activation clusters detected by the meta-analysis), the
voxel-based sensitivity (i.e., the proportion of SPM activated voxels also
labeled as activated by the meta-analysis), the voxel-based specificity
(i.e., the proportion of SPM non-activated voxels also labeled as
non-activated by the meta-analysis), the voxel-based accuracy (i.e., the
proportion of SPM voxels correctly labeled as activated or non-activated
by the meta-analysis), and computation time with a machine equipped
with an Intel Xeon E5-2680@2.40Ghz processor and 128GB of RAM.

Cluster-based sensitivity was 100% for both SDM-PSI and AES-SDM
in all cases. Voxel-based sensitivity was 38% for SDM-PSI and 65% for
AES-SDM in the meta-analysis conducted with only peak information.
For SDM-PSI, it increased to 98% with 1–2 raw study images, and to
100% with �3 raw study images. For AES-SDM, it increased to 84% with
1 study image, 93% with 2, 98% with 3, and 100% with �4 raw study
images. Voxel-based specificity and accuracy were >92% in all cases.
Computation time for SDM-PSI employing 50 threads was 56min for the
meta-analysis conducted with only peak information and 37min for the
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meta-analysis conducted with only raw study images. Computation time
for AES-SDM was 4min in both cases.

5. Discussion

This paper reports a novel algorithm for CBMA that, as opposed to
current CBMA methods, conducts a standard subject-based permutation
test to control the FWER. We have implemented and validated the
method for SDM, but other developers might implement it for other
CBMA methods. The software is freely available at https://www.
sdmproject.com/. The clear strength of the new algorithm, to which
we refer as PSI, is the use of standard statistical procedures, which avoid
the drawbacks of the alternative procedures used in current CBMA
methods (Albajes-Eizagirre and Radua, 2018).

Regarding the selection of parameters, we generally recommend the
use of full anisotropy during the imputation of study images, and the use
of TFCE in the statistical thresholding. On the one hand, in the validation
of AES-SDM, we found that full anisotropy yielded relatively accurate
estimations, and that this accuracy does not depend on the size of the
kernel used (Radua et al., 2014). Alternatively, the meta-analyst may
estimate the optimal imputation parameters for each meta-analysis. For
example, in a previous meta-analysis in which we had many raw study
images, we recreated these images using the peak information reported
in the respective papers, using many combinations of parameters, and
selected the combination of parameters that best recreated the images.
We then used this combination for recreating the images of the studies
from which we only had peak information (Fullana et al., 2016). On the
other hand, the validation of SDM-PSI showed that voxel-based statistics
might be too strict, cluster-based statistics may be too liberal in some
scenarios, and TFCE statistics were neither too conservative nor too
liberal.

Even if an aim of SDM-PSI is to impute the non-reported effect sizes
with as much accuracy as possible, we suggest that researchers under-
stand the imputed study images as a low-quality version of the raw study
images. Indeed, in the second part of the validation we found that
sensitivity increased from 38% to 98% with the inclusion of a single raw
study image. Even if we suggest that the readers take this part of the
validation with some caution because it is only a proof of concept
example, we can safely say that a meta-analysis should improve if the
meta-analysts are able to include raw study images instead of peak co-
ordinates for some (or all) studies. At this regard, we have to mention
that there exist several great data sharing initiatives, such as NeuroVault
(Gorgolewski et al., 2015), that allow an easy storage and sharing of raw
study images.

As we noted in the Introduction, a sign-flipping study-based permu-
tation would be quicker and would similarly test whether effects are not
null. This approach would have steps similar to PSI but it would directly
permute study images and thus would not need to impute subject images,
permute them, and conduct the group analysis of the permuted subject
images. However, the software imputes the subject images only once, and
their permutation and group analysis are proportionally very quick, for
what the decrease in computation time would be small. The computa-
tionally demanding steps are others, such as the meta-analysis. Moreover,
for meta-analyses with a small number of studies, the estimation of the p-
value would be poorer. We provide in the Supplement a script in R-lan-
guage to compare execution time and accuracy of study- and subject-
based permutation of a single variable. With 10 studies, the study-
based permutation is 23% quicker than the subject-based permutation,
but the mean squared error in the estimation of the p-values is 107%
larger. The gain in computation time would be proportionally smaller in
SDM-PSI, because there are other steps that the software would still need
to do, such as the spatial statistics.

With few exceptions (see below), SDM-PSI controlled the FWER
below 5%, but it was too conservative. This means that in the absence of
true effects, an SDM-PSI meta-analysis should rarely detect false effects,
but in the presence of weak but true effects, an SDM-PSI meta-analysis

may fail to detect them. Conversely, the control failed (it was too liberal)
when we applied cluster-based statistics with high z-thresholds in small
meta-analysis of small studies. This liberal behavior is intriguing. On the
one hand, an influential previous study reported increased positive rates
with the use of cluster-based statistics in fMRI (Eklund et al., 2016).
While the authors mostly found these increases in parametric statistical
tests, the permutation tests were not entirely free from problems. On the
other hand, we also suspect that a sum of slight inaccuracies may increase
the FWER in cluster-based statistics. First, we have already noted that
despite our efforts, the imputed images are not perfect recreations of the
raw images. Thus, we expect some error in the structures of the spatial
covariance of the imputed images, and this error may distort, to a small
extent, the clustering of statistically significant voxels. Second, it is
known that the estimation of between study heterogeneity may be less
accurate in meta-analyses with few studies. An underestimation could
decrease the variability between imputed images of the same study,
increasing the false positive rate.

The validation showed that AES-SDM might be more voxel-based
sensitive than SDM-PSI when only peak information is available. We
already suggested that the readers take this part of the validation with
some caution because it is only a proof of concept example, but it is
plausible that AES-SDM is indeed more sensitive than SDM-PSI when
only peak information is available. On the one hand, the former conducts
a test for convergence, which may be low-powered when there are
multiple true effects, but may be high-powered when there is only one or
two (Albajes-Eizagirre and Radua, 2018). On the other hand, we devel-
oped the latter with a deep focus on the control of the FWER, including
the leave-one-out protection in the MLE step, and this may be associated
with conservative p-values. In any case, we would like to highlight that
both SDM-PSI and AES-SMD showed a remarkable voxel-based speci-
ficity and accuracy even in the absence of raw study images.

SDM-PSI has some limitations. First, studies correcting for multiple
comparisons may not report the t-threshold, or they may do not even
have used one (e.g., if they used a TFCE threshold). For these cases, we
recommend using the t-threshold equivalent to p¼ 0.001 uncorrected,
which is a conservative choice because if the study had used this
threshold it would very likely have found a large number of statistically
significant voxels that will be erroneously considered non-statistically
significant by SDM-PSI. Second, SDM-PSI assumes that all voxels far
from any peak were non-statistically significant. However, there is the
possibility that some isolated voxels of the raw study image may have
reached statistical significance but were unreported due to small cluster
extent. However, this possibility should have a limited conservative
impact on the meta-analysis. Third, the new method downwards biases
the effect sizes and z-values due to the adjustments to prevent that a
single or few studies drive the meta-analysis in the MLE step. This means
that uncorrected p-values directly derived from the z-values may be
slightly conservative. However, we believe that this prevention is more
important than the resulting conservative bias because it prevents that
findings from a single or few studies have an erroneously large influence
on the meta-analysis. Fourth, the spatial structure of the imputed images
is realistic and based on anisotropic correlation templates, but it may still
be different from that of the raw studies. We expect, though, that the
differences should be substantially milder than when assuming an
isotropic brain, and the validation showed a good control of the FWER
with few exceptions. Fifth, the estimation of between-study heteroge-
neity may be less accurate in meta-analyses with few studies. In SDM-PSI,
this effect could affect the meta-analysis (i.e., as in any other meta-
analytic method), but it could also affect the multiple imputation of
study images (see above). Sixth, during the imputation of subject images,
the new software only accounts for correlations between voxels sharing a
face. Thus, during this step it considers that a voxel has only six neighbors
(one in the left, one in the right, one behind, one in front, one below, and
one above). The software may be rewritten to also account for correla-
tions between voxels sharing only an edge or only a vertex, but we
believe that these calculations may take an important computational
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effort while provide little increase in accuracy. Finally, SDM-PSI is sub-
stantially more computationally demanding than AES-SDM.
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Abstract

Most methods for conducting meta-analysis of voxel-based neuroimaging studies do not assess whether effects are not null, but whether there
is a convergence of peaks of statistical significance, and reduce the assessment of the evidence to a binary classification exclusively based
on p-values (i.e., voxels can only be “statistically significant” or “non-statistically significant”). Here, we detail how to conduct a meta-analysis
using Seed-based d Mapping with Permutation of Subject Images (SDM-PSI), a novel method that uses a standard permutation test to assess
whether effects are not null. We also show how to grade the strength of the evidence according to a set of criteria that considers a range of
statistical significance levels (from more liberal to more conservative), the amount of data or the detection of potential biases (e.g., small-study
effect and excess of significance). To exemplify the procedure, we detail the conduction of a meta-analysis of voxel-based morphometry studies
in obsessive-compulsive disorder, and we provide all the data already extracted from the manuscripts to allow the reader to replicate the meta-
analysis easily. SDM-PSI can also be used for meta-analyses of functional magnetic resonance imaging, diffusion tensor imaging, position
emission tomography and surface-based morphometry studies.

Video Link

The video component of this article can be found at https://www.jove.com/video/59841/

Introduction

Since the introduction of magnetic resonance imaging, the neuroimaging community has published thousands of studies of the neural substrates
of psychological functions and neuropsychiatric disorders. To summarize these findings, several methods have been developed1,2,3,4,5,6. Original
voxel-based neuroimaging studies report the coordinates of the peaks of statistical significance (e.g., in a comparison of gray matter volume
between patients and controls), and meta-analytic methods commonly assess whether there is convergence of peaks in certain brain regions.

However, we have previously shown that these tests for convergence of peaks rely on delicate assumptions that might influence the patterns of
meta-analysis results and their statistical significance7. Specifically, these tests assume that voxels are independent and that they have the same
probability of a "false" peak, while in real gray matter, voxels correlate with their neighbors and the probability that a voxel has a "false" peak
depends on its tissue composition. In addition, they also encompass paradoxes such as that the statistical power increases in the presence of
few true effects, and decreases when there are multiple true effects.

To overcome these problems, we developed a method that imputes the brain maps of statistical effects for each study and then conducts a
standard random-effects meta-analysis to formally test whether the effects are different from zero. This method is called "Seed-based d Mapping
with Permutation of Subject Images" (SDM-PSI)8 and its main features include:
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• Accounting for both increases and decreases of the outcome of interest (e.g., activation and deactivation) so that contradictory findings
cancel each other4;

• Use of effect size estimates with random-effects modeling, which increases reliability and performance9;
• Potential simultaneous inclusion of available 3D statistical images (i.e., maps of t-test values)10;
• Subject-based permutation tests identical to those of FSL "randomize" tool11;
• Use of threshold-free cluster enhancement (TFCE) statistics12.

We have detailed and fully validated the SDM methods elsewhere4,8,10,13,14.

In addition, we suggest not relying on a binary classification of the voxels based on the level of statistical significance (significant vs. not
significant) but, conversely, assessing the strength of the evidence using a set of criteria22. The binary statistical significance reductionism leads
to poor control of the false positive and false negative rates15, whereas the criteria use ranges of statistical significance levels and take into
account the amount of data or potential biases. The SDM-PSI software returns the necessary elements to conduct such a classification8 and thus
they can be employed to afford a more granular classification of the strength of the evidence.

Here we show how to conduct a meta-analysis of voxel-based neuroimaging studies using SDM-PSI. To exemplify the protocol, we use data
from a published meta-analysis of voxel-based morphometry studies that investigated gray matter abnormalities in patients with obsessive-
compulsive disorder (OCD)4. However, we will not use the methods employed in that early meta-analysis, but the aforementioned state-of-the-art
procedures. The reader can download the software and these data from our website (http://www.sdmproject.com/) to replicate the analysis.

All researchers who aim to conduct a meta-analysis of voxel-based neuroimaging studies can follow this protocol. The method can be used
with functional magnetic resonance imaging (fMRI, e.g., BOLD response to a stimulus)16, voxel-based morphometry (VBM, e.g., gray matter
volume)17, diffusion tensor imaging (DTI, e.g., fractional anisotropy)18, position emission tomography (PET, e.g., receptor occupancy)19 and
surface-based morphometry (SBM, e.g. cortical thickness) studies/datasets.

Protocol

1. Installation of SDM-PSI

1. Go to https://www.sdmproject.com/software/ to download the version of SDM-PSI for the operating system of the computer as a ZIP file.
2. Decompress the ZIP file. To avoid problems, decompress it within a local folder without blank spaces in its path.
3. Click the file SdmPsiGui to execute the graphical interface of SDM-PSI, and close the About splash window that will automatically open.
4. If SdmPsiGui does not find all required paths, it will automatically offer to display the preferences window. Press Yes.

1. If MRICron is not installed in the computer go to https://www.nitrc.org/frs/?group_id=152 to download the version for the operating
system of the computer as a ZIP file, and decompress the ZIP file.

2. In the Brain viewer tab of the preferences window, ensure that Brain viewer is set to MRICron, and click the folder icon next to Brain
viewer executable to find the MRICron executable.

3. Ensure that all remaining paths in the different tabs have blue marks, which indicate that the paths are correct.

5. In case that SdmPsiGui has not automatically displayed the preferences window, go to the Tools menu and click Preferences.
6. In the Multithreading tab, specify the number of concurrent threads to use in the calculations. Some SDM-PSI calculations take a very long

time (from hours to days) and consume a large amount of RAM memory (from hundreds of megabytes to gigabytes). The use of multiple
threads (parallel processing) substantially decreases the time but increases the memory used.

7. Close the preferences window and SdmPsiGui.

2. Meta-analysis plan

1. Specify a precise question. For instance, "do patients with OCD have gray matter volume regional abnormalities?"
2. Write clear inclusion criteria that allow a systematic inclusion of the studies. For instance, "all studies that performed whole-brain voxel-based

comparison of gray matter volume between individuals with OCD and healthy controls".
3. Write clear exclusion criteria that allow a systematic exclusion of those studies that cannot or should not be included for specific reasons. For

instance, "studies with less than 10 patients, duplicated datasets, or studies from which the required information cannot be retrieved".
4. Write down the data to extract from each study. The following list includes the recommended data (some of them are not strictly required, but

their absence would impoverish the meta-analysis):
• An identification of the study.
• The sample sizes.
• The statistical significance level, which is the t-value, z-value or p-value used in the study to determine which voxels were statistically

significant.
• The software and stereotactic space. See Table 1 for the list of software packages and stereotactic spaces understood by SDM-PSI.
• The coordinates and height of the peaks. The height of a peak is its t-value or z-value, but a p-value is also useful.
• Variables that will be used to describe the samples or to conduct subgroup analyses or meta-regressions.

5. To increase the quality of the review, consider following the "Ten simple rules for neuroimaging meta-analysis"20 and the PRISMA checklist21.
6. To increase the transparency of the review, consider registering the protocol beforehand on a publicly available database such as

PROSPERO (https://www.crd.york.ac.uk/PROSPERO/).
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3. Exhaustive search

1. Select a set of keywords that allow finding any study that might meet the inclusion criteria. For instance, the keywords might be "obsessive–
compulsive disorder" plus "morphometry", "voxel-based" or "voxelwise".

2. Conduct the search on databases such as PubMed and Web of Science:
1. Go to database website, e.g. https://www.ncbi.nlm.nih.gov/pubmed/ for PubMed.
2. Type the search query. In the example meta-analysis, the query might be "obsessive–compulsive disorder" AND ("morphometry"

OR "voxel-based" OR "voxelwise"). In this query, the operator "AND" means that the studies must have all keywords, the operator
"OR" means that the studies must have at least one of the keywords, and the parentheses indicate the order of these logical
operations. Therefore, the retrieved studies must have the keyword "obsessive–compulsive disorder" and at least one of the keywords
"morphometry", "voxel-based" or "voxelwise". Note that other strategies are possible.

3. Apply the inclusion/exclusion criteria. For instance, from the results provided by the databases, select only the articles that analyze
differences in gray matter volume between patients with obsessive-compulsive disorder and controls performing whole-brain voxel-based
morphometry studies, and discard studies including less than 10 patients and studies that re-analyzed previously published data.

4. To increase the exhaustiveness of the search, consider conducting a manual search over the referenced works in the selected studies.
5. To maximize the inclusion of studies and avoid uncertainty in the collection of data, consider contacting the corresponding authors to ask for

any missing or unclear data.
6. Record the number of studies retrieved and the number of studies excluded for each reason. Consider creating a PRISMA flow diagram21

with these numbers.

4. Collection of the data

1. For each included study, read the manuscript to find the specific data to extract.
2. Save the data from the studies systematically, e.g., typing the data in pre-formatted spreadsheet files. To minimize typing errors, consider

copying and pasting the numbers of interest and double-checking the saved data.
3. When the statistical significance level is unclear, consider following these recommendations:

1. If the manuscript reports peaks obtained using two whole-brain statistical significance levels, e.g. p-value < 0.001 without correction
for multiple comparisons (from now on, "uncorrected threshold") and familywise error rate (FWER) < 0.05 (from now on "corrected
threshold"), select the uncorrected threshold, and include all peaks obtained using this uncorrected threshold. The reason to prefer the
uncorrected threshold is that studies usually obtain more peaks applying an uncorrected threshold, and SDM estimates the maps more
accurately if it has information from more peaks.

2. If the manuscript reports peaks obtained using an uncorrected threshold for increases and a corrected threshold for decreases (or
vice versa), select the uncorrected threshold but include only the peaks obtained using the corrected threshold. This is a conservative
approximation because it might discard some peaks obtained using the uncorrected threshold. An example of this situation might be
when a manuscript states something such as "we detected FWER-corrected larger gray matter volumes in some regions, while we did
not detect smaller gray matter volume in any region even using uncorrected p-value < 0.001".

3. If the authors applied cluster-based statistics, use the cluster-forming height threshold. This is a conservative approximation because
some voxels might have had t-values higher than the threshold, but the authors discarded them because their clusters were not large
enough.

4. If the manuscript does not specify a threshold, use a slightly smaller value than the t-value of the smallest peak. The reason to use this
t-value is that if the authors had applied this statistical significance threshold without requiring a minimum size for the clusters, they
would have found the same peaks.

4. When recording the peak information do the following:
1. Exclude peaks obtained using a statistical significance threshold that is more liberal than the threshold selected for the rest of the brain.

An example of this situation is when the authors applied more liberal thresholds or small volume corrections to some a priori brain
regions.

2. Convert z-values and p-values into t-values. Click the button Convert peaks in the SDM-PSI software to convert them easily.
Alternatively, convert them in the same spreadsheet file (e.g., "=T.INV(1-0.001,34)" for p-value = 0.001 and 34 degrees of freedom; the
degrees of freedom are the sum of the sample sizes minus the number of parameters, which in a two-sample comparison are two plus
the number of covariates used in the original comparison).

3. Use positive t-values for peaks of increase (e.g., activation) and negative t-values for peaks of decrease (e.g., deactivation). See Table
2 for guidance on how to decide the sign of the t-values.
 

NOTE: We obtained information from studies "Heuvel" and "Soriano-Mas" after personal communication.

5. Introduction of data into SDM-PSI

1. Open SdmPsiGui and close the About splash window (avoid having any key pressed while closing it).
2. Click the Change meta-analysis button at the upper-left part of the graphical interface to select a directory for the meta-analysis (any new

empty directory of choice will do).
3. Click the button SDM table editor to input general information from the studies, including their identification (column "study"), their sample

sizes (columns "n1" and "n2"), the t-value that they used as statistical thresholds (column "t_thr"), and other potential variables to conduct
subgroup analyses or meta-regressions.

4. Within the selected directory, create a text file for each study with the coordinates and t-value of each peak:
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1. Open a text editor to create a text file named as [the identification of study] + "." + [the software] + "_" + [the stereotactic space] + ".txt".
For instance, for the study "Carmona" that was conducted with SPM and reports the coordinates in MNI space, the name of the text file
must be "Carmona.spm_mni.txt". If the study has no peaks, the software and stereotactic space can be replaced by "no_peaks".

2. Write the coordinates and t-value of each peak in a different row. For instance, the first rows of the text file "Carmona.spm_mni.txt"
should be:
 

40,39,21,-5.14
 

53,27,21,-3.77
 

56,23,20,-3.63

6. Pre-processing

1. Click in the Preprocessing button at the left menu bar, select the modality of the studies at the list box labeled "Modality" and press OK. In
the example meta-analysis, the modality is "VBM – gray matter".

2. Wait (some minutes) while SDM-PSI calculates the maps of the lower and upper bounds of potential effect sizes. SdmPsiGui will show four
progress bars that display the status of the execution and the expected remaining time for the current process. During the calculations, the
color of the circle next to "Processing status" will be yellow, and will change to green if the execution ends successfully, or to red if it fails.

7. Main analysis

1. Click the Mean button at the left menu bar and press OK.
2. Wait (some minutes) while SDM-PSI conducts the multiple imputation and meta-analysis (Figure 1).
3. Click the Threshold button in the left menu toolbox, select the uncorrected p-values of the main analysis ("MyTest_uncorrp" by default) and

press OK. SDM-PSI will automatically open both MRICron to visualize the results and a webpage with a detailed report of them.
4. Press the FWE correction button at the left menu toolbox, select the main analysis in the list box ("MyTest" by default) and press OK.
5. Wait (some hours or even days) while SDM-PSI conducts the permutation test.
6. Click the Threshold button in the left menu toolbox, select the TFCE-correction of the main analysis ("MyTest_corrp_tfce" by default) and

press OK. SDM-PSI will automatically open both MRICron to visualize the results and a webpage with a detailed report of them.

8. Heterogeneity, publication bias and grading

1. Click the Extract button on the left menu toolbox, select a peak from the main analysis ("MyTest_z_p_0.05000_10_neg_peak1" by default)
and press OK. SDM-PSI will automatically open a webpage with statistics of this peak. Write down the heterogeneity I2 statistic.

2. Click the Bias Test button on the left menu toolbox, select a peak from the main analysis ("MyTest_z_p_0.05000_10_neg_peak1" by default)
and press OK. SDM-PSI will automatically open a webpage with a funnel plot and the results of a test for small-study effect and a test for
excess significance. The former tests whether there is asymmetry in the funnel plot (i.e., larger effect size in small studies), which could
indicate that small studies are only published if they find large effect sizes or other sources of bias. The latter tests whether the number of
studies with statistically significant results is larger than expected, which could indicate that studies are only published if they find statistically
significant results or other sources of bias.

3. Press the Evidence grading button from the top toolbox, select the main analysis ("MyTest" by default) from the list box and press OK. After
some seconds, SDM-PSI will automatically open MRICron to show the classes of evidence.

Representative Results

As shown in the map opened in MRICron when thresholding of the main analysis (Figure 2, step 7.6), patients with OCD had statistically
significantly smaller gray matter volume in dorsal anterior cingulate/medial frontal cortex. The accompanying webpage details that the cluster is
moderately small (143 voxels) and mainly located at Brodmann area 32, and that the peak of the cluster is at MNI [2, 32, 32], has a z-value of
-4.97 and a FWER-corrected p-value of 0.01.

In the webpages obtained in steps 8.1 and 8.2, the low I2 statistic (1.5%) indicates very small heterogeneity, the funnel plot does not show
asymmetries (Figure 3), and both the test for small-study effect and the test for excess of significance are negative. However, the evidence
of smaller gray matter volume in dorsal anterior cingulate cortex is moderately weak, as shown in the map open in MRICron when grading
evidence, especially due to limited amount of data.

When the main analysis was thresholded using a less stringent statistical significance level (step 7.3), patients also showed statistically
significantly larger gray matter volume in the striatum and superior parietal gyrus (uncorrected p-values = 0.00006 and 0.0002 respectively), but
the evidence of these abnormalities should be considered weaker.
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Figure 1: Main window of the SDP-PSI graphical user interface during a mean execution. Please click here to view a larger version of this
figure.

 

Figure 2: Regions of statistically significantly smaller gray matter volume in patients with obsessive-compulsive disorder as compared
to matched healthy controls.
 

The cluster of statistical significance covers 143 voxels, has its peak at MNI [2,32,32], and includes mostly dorsal anterior cingulate/medial frontal
cortex, Brodmann area 32. Please click here to view a larger version of this figure.
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Figure 3: Funnel plot for the peak of the cluster of statistically significantly smaller gray matter volume in dorsal anterior cingulate
cortex. Please click here to view a larger version of this figure.

Software packages Coding in SDM

Statistical Parametric Mapping (SPM) spm

FMRIB Software Library (FSL) fsl

Other packages other

Stereotactic space Coding in SDM

Montreal Neurological Institute (MNI) mni

Raw Talairach tal

MNI converted to Talairach using Brett transform brett

Table 1: List of software packages and stereotactic spaces understood by SDM-PSI.

t-values must be positive when: t-values must be negative when:

One-sample fMRI studies task > baseline (activation) task < baseline (deactivation)

Two-sample fMRI studies patients > controls in task > baseline (hyper-
activation)

patients < controls in task > baseline (hypo-
activation)

patients < controls in task < baseline (failure of
deactivation)

patients > controls in task < baseline (hyper-
deactivation)

Two-sample VBM / FA studies patients > controls (larger volume / FA) patients < controls (smaller volume / FA)

Table 2: Sign of the t-values of the peaks.

Discussion

As introduced earlier, most voxel-based meta-analytic methods use a test for convergence of peaks that has some limitations, and then conduct
a binary classification of the evidence exclusively based on p-values.

In this protocol, we detailed how to conduct a voxel-based meta-analysis using SDM-PSI, which has a number of positive features including
a standard permutation test to assess the statistical significance of the effects. In addition, we show how the strength of the evidence can be
graded using a set of criteria that go beyond a binary classification that solely relies on one statistical significance level.

To facilitate the replication of the example meta-analysis, we provide the data already extracted from the manuscripts from a previous meta-
analysis. Interestingly, in the manuscript of that meta-analysis, the evidence “seemed” stronger than the evidence that we found with the updated
methods. We therefore suggest that unsystematic evaluations of the evidence in previous voxel-based meta-analyses are taken with caution.

We hope that following this protocol, neuroimaging meta-analyses provide a richer and more granulate description of the evidence of
neuroimaging findings.

Disclosures

The authors have nothing to disclosure.



Journal of Visualized Experiments www.jove.com

Copyright © 2019  Creative Commons Attribution-NonCommercial-NoDerivs 3.0 Unported
License

November 2019 |  153  | e59841 | Page 7 of 7

Acknowledgments

This work was supported by Miguel Servet Research Contract MS14/00041 and Research Project PI14/00292 from the Plan Nacional de I+D
+i 2013–2016, the Instituto de Salud Carlos III-Subdirección General de Evaluación y Fomento de la Investigación, the European Regional
Development Fund (FEDER), and by PFIS Predoctoral Contract FI16/00311. The funders had no role in the design and conduct of the study;
collection, management, analysis, and interpretation of the data; preparation, review, or approval of the manuscript; and decision to submit the
manuscript for publication.

References

1. Turkeltaub, P. E., Eden, G. F., Jones, K. M., & Zeffiro, T. A. Meta-analysis of the functional neuroanatomy of single-word reading: method and
validation. Neuroimage. 16 (3 Pt 1), 765-780 (2002).

2. Laird, A. R. et al. ALE meta-analysis: controlling the false discovery rate and performing statistical contrasts. Human Brain Mapping. 25 (1),
155-164 (2005).

3. Wager, T. D., Lindquist, M., & Kaplan, L. Meta-analysis of functional neuroimaging data: current and future directions. Social Cognitive and
Affective Neuroscience. 2 (2), 150-158 (2007).

4. Radua, J., Mataix-Cols, D. Voxel-wise meta-analysis of grey matter changes in obsessive-compulsive disorder. British Journal of Psychiatry.
195 (5), 393-402 (2009).

5. Eickhoff, S. B. et al. Coordinate-based activation likelihood estimation meta-analysis of neuroimaging data: a random-effects approach based
on empirical estimates of spatial uncertainty. Human Brain Mapping. 30 (9), 2907-2926 (2009).

6. Eickhoff, S. B., Bzdok, D., Laird, A. R., Kurth, F., Fox, P. T. Activation likelihood estimation meta-analysis revisited. Neuroimage. 59 (3),
2349-2361 (2012).

7. Albajes-Eizagirre, A., Radua, J. What do results from coordinate-based meta-analyses tell us? Neuroimage. 176, 550-553 (2018).
8. Albajes-Eizagirre, A., Solanes, A., Vieta, E., Radua, J. Voxel-based meta-analysis via permutation of subject images (PSI): Theory and

implementation for SDM. Neuroimage. 186, 174-184 (2018).
9. Bossier, H. et al. The Influence of Study-Level Inference Models and Study Set Size on Coordinate-Based fMRI Meta-Analyses. Frontiers in

Neuroscience. 11, 745 (2017).
10. Radua, J. et al. A new meta-analytic method for neuroimaging studies that combines reported peak coordinates and statistical parametric

maps. European Psychiatry. 27 (8), 605-611 (2012).
11. Winkler, A. M., Ridgway, G. R., Webster, M. A., Smith, S. M., Nichols, T. E. Permutation inference for the general linear model. Neuroimage.

92, 381-397 (2014).
12. Smith, S. M., Nichols, T. E. Threshold-free cluster enhancement: addressing problems of smoothing, threshold dependence and localisation

in cluster inference. Neuroimage. 44 (1), 83-98 (2009).
13. Radua, J. et al. Anisotropic kernels for coordinate-based meta-analyses of neuroimaging studies. Frontiers in Psychiatry. 5, 13 (2014).
14. Albajes-Eizagirre, A., Solanes, A., Radua, J. Meta-analysis of non-statistically significant unreported effects. Statistical Methods in Medical

Research. 962280218811349 (2018).
15. Durnez, J., Moerkerke, B., Nichols, T. E. Post-hoc power estimation for topological inference in fMRI. Neuroimage. 84, 45-64 (2014).
16. Fullana, M. A. et al. Fear extinction in the human brain: A meta-analysis of fMRI studies in healthy participants. Neuroscience & Biobehavioral

Reviews. 88, 16-25 (2018).
17. Wise, T. et al. Common and distinct patterns of grey-matter volume alteration in major depression and bipolar disorder: evidence from voxel-

based meta-analysis. Molecular Psychiatry. 22 (10), 1455-1463 (2017).
18. Radua, J. et al. Multimodal voxel-based meta-analysis of white matter abnormalities in obsessive-compulsive disorder.

Neuropsychopharmacology. 39 (7), 1547-1557 (2014).
19. He, W. et al. Meta-analytic comparison between PIB-PET and FDG-PET results in Alzheimer's disease and MCI. Cell Biochemistry and

Biophysics. 71 (1), 17-26 (2015).
20. Muller, V. I. et al. Ten simple rules for neuroimaging meta-analysis. Neuroscience & Biobehavioral Reviews. 84, 151-161 (2018).
21. Moher, D., Liberati, A., Tetzlaff, J., Altman, D. G., Group, P. Preferred reporting items for systematic reviews and meta-analyses: the PRISMA

statement. British Medical Journal. 339, b2535 (2009).
22. Radua, J. et al. What causes psychosis? An umbrella review of risk and protective factors. World Psychiatry. 17, 49-66 (2018).



Chapter 4

Discussion

As exposed in the introduction chapter, the objective of this thesis was the development

of an improved method for meta-analysis of neuroimaging studies that overcomes the

drawbacks of previous neuroimaging meta-analytic methods. Four were the planned

stages to be deployed to attain this objective and, therefore, I shall discuss the results

attained in each of such stages before discussing the overall conclusions.

In our publication “What do results from coordinate-based meta-analyses tell us?”

(Chapter 3 article 1) I showed that most coordinate-based meta-analysis methods in

the time of conception of the thesis tested for spatial convergence of voxel activations,

rather than testing for voxel not-null activation. Put in plainer words, they tested

whether a voxel “activates more than most voxels do” instead of whether a voxel simply

“activates”. I also showed that testing for spatial convergence may have two drawbacks

because it relies on special assumptions that sometimes may not be met. All these ar-

guments, well supported by the analyses and the practical example provided, backed up

our conclusion of the need of applying standard subject-based permutation tests on our

methodology.

Continuing into the second step of our working plan, we intended to improve the recre-

ation of original maps for studies only reporting coordinate-based results. The chosen

strategy was to implement a modified, improved version of the MetaNSUE methodol-

ogy, which applies likelihood estimation and multiple imputations for the estimation of

the missing information. In our publication “Meta-analysis of non-statistically signifi-

cant unreported effects” (Chapter 3 article 2), I explained the special constraints of the

application of MetaNSUE in neuroimaging meta-analyses. Briefly, in the latter, there

is often a scarcity of known data, due to the usual small proportion of studies from

which full statistical map results are available. Besides, there is a potential presence of

extremely high t-values in the results of neuroimage studies. To overcome these specific
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constraints, we conducted a substantial modification of the MetaNSUE methodology.

The upgraded MetaNSUE methodology obtained in this thesis presents very satisfac-

tory results, with negligible or even null bias on the estimation of the effect size or, also

very important, the heterogeneity. The validation analysis was performed comparing

in multiple simulations the results obtained meta-analyzing using all data from studies

(i.e. there was no missing information) with the results obtained with MetaNSUE after

removing t-values from non-statistically significant studies. The results were consistent

across simulations with varying effect sizes and heterogeneities, showing the robustness

and power of the obtained methodology.

Advancing through our timeline, we reached the paramount objective of this thesis,

which was the development and implementation of a new method for the meta-analysis

of neuroimage studies that overcomes the drawbacks of previous methods. The devel-

opment of the methodology involved statistical research covered in the first and second

stage described above, whereas the actual software implementation involved on top of

those aspects of algorithms and of programming that required joining the statistical

knowledge to the computer science expertise to find a viable design and implementation

of the methodology. On the one hand, the application of MetaNSUE for neuroimaging

data raises the requirement of combining the accuracy of the imputations with a realistic

local spatial structure. To attain such a challenging combination, a solution inspired in

Gaussian random fields was designed and successfully validated by our simulations. The

accurate implementation of MetaNSUE and the resulting accurate recreation of original

study maps allowed us to develop an algorithm to perform the imputation of individual

subject images for each study. Such imputation was designed to respect the expected

correlation between adjacent voxels according to our correlation template (Radua et al.

(2014)). As explained in our publication “Voxel-based meta-analysis via permutation of

subject images (PSI): Theory and implementation for SDM”, the algorithm needed to

be designed taking into consideration computational performance to be able to obtain

a viable implementation in terms of execution requirements (see article 3 in Chapter 3

for details).

On the other hand, once we had a methodology providing the imputation of individual

subject images we could develop the application of a standard permutation test to per-

form the family-wise error (FWE) correction to obtain the p-value significance map of

the meta-analysis results. Furthermore, we implemented the FWE for both voxel-wise

correction and threshold-free cluster enhancement (TFCE) correction. The implemen-

tation of such demanding algorithms as the standard permutation tests also required

computer engineering work to attain a scalable and time-wise viable application. Our

methodology aimed at the general community of neuroimaging meta-analysts and, there-

fore, needed to be executed in computers commonly available to researchers rather than
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in high-performance computing clusters. A highly optimized multi-threading implemen-

tation was developed and coded from scratch, enabling the execution of thousands of

permutations tests in conventional customer-level desktop computers.

The final validation of our methodology and our application of the standard permutation

test yielded very satisfactory results. We tested for different scenarios involving different

study sizes and meta-analysis sizes, and the results show that the new methodology con-

trols the FWE rate below 5% in all the scenarios we tested for voxel-wise and for TFCE

corrections. This means that in the absence of true effects, an SDM-PSI meta-analysis

should rarely detect false effects. It is well worth mentioning that we proposed the new

algorithm as a general framework and published it as such, giving its implementation

with SDM as an example of a viable derived methodology. As already introduced in the

article, the permutations of the subject images (PSI) algorithm could be implemented

to several current CBMA such as ALE or MKDA.

The ultimate purpose of developing a new methodology is to provide all its potential to

the neuroimaging meta-analysts. One indispensable condition for a method to become

useful and powerful for the meta-analysts is, indeed, to be used. And for a method

or software to be used it, is needed that the researchers know about it. And not only

know about it but know how to use it. Therefore, we also dedicated great efforts dur-

ing this thesis to develop a user-friendly graphical interface for the software, to record

and publish a visual article describing practically how to use the software (Chapter 3

article 4), and to provide user support through the forum for the the project and other

media. We understood that developing a good methodology was a big part of the job

but giving the software life and making it easy for users to use it was also part of it.

At the time of finishing this thesis, there are already several published studies that

used our implementation of the SDM-PSI method (Suchting et al. (2020), Kunimatsu,

Yasaka, Akai, Kunimatsu, and Abe (2019), Enge, Friederici, and Skeide (2020)), and

many more in print. SDM-PSI has already been used for research areas like drug use

disorders (Suchting et al. (2020)), post-traumatic disorders (Kunimatsu et al. (2019)),

language comprehension (Enge et al. (2020)), fear conditioning, cortical gyrification on

autism and attention deficit hyperactivity disorder (ADHD), psychosis, and many oth-

ers. The modalities of meta-analyses already performed by SDM-PSI also cover almost

any compatible one, like fMRI, DTI, VBM, cortical thickness, etc.

There are some limitations of the SDM-PSI implementation presented in this thesis that

are worth discussing at this point. First, it requires to know the t-threshold used by

the authors of the studies. For those cases in which the t-threshold is not known, there

is the conservative recommendation of choosing the t-value corresponding to p=0.001

uncorrected. Second, SDM-PSI does not account for statistically significant results that
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were not reported due to small cluster extent (they did not form a cluster large enough

for the original authors to report it). However, we estimate the impact of this issue on the

meta-analysis to be limited and conservative. To our knowledge, no other methodology

accounts for such non-reported results either. And third, some adjustments were made

on MetaNSUE to avoid single studies to have an erroneously large influence on the

meta-analysis in some scenarios. Such adjustments make the new method slightly bias

downwards the effect sizes and z-values. However, we believe that the prevention of a

single or a few studies having an erroneously large influence is more important than the

resulting minor conservative bias. Even more, considering that this conservative bias of

the effect sizes and z-values does not affect the FWE correction.

In summary, I can honestly say that I am confident that this thesis achieved its objectives

and that the obtained methodology solves important open issues in the meta-analyses

of neuroimaging studies. Of importance should be the improvements offered in terms of

dealing with missing information, an issue of high impact in the area, and the improve-

ment in terms of accuracy of the estimation of the significance of the results, another

sensible problem. On the whole, SDM-PSI highly improves meta-analysis combining

coordinate-based and full statistical maps studies, accurately estimates the statistical

significance maps of the results, improves the tools to detect possible bias already present

in previous versions of SDM, improves the capabilities of previous versions to perform

meta-regression, offering full flexibility to specify the regression models, and provides

the framework to further developments. Despite the finiteness of this thesis, the work

on the upgrading and extension of the methodology does not end with it. It is a work

in progress and it includes the development of further tests to detect more of the bias

discussed in this thesis, like the excessive significance test (see Chapter 1), the develop-

ment of additional and improved brain templates, the extension of linear models offered

by the software (like linear models without intercept), and many other new features and

improvements that the several open projects within the global SDM project may bring.



Chapter 5

Conclussions

1. Most used coordinate-based meta-analysis methods test for spatial convergence

rather than for non-null activation of voxels. This biases the results.

2. MetaNSUE attains, by using likelihood estimation and multiple imputations, good

results in problematic scenarios common to neuroimaging studies: the scarcity

of known data and the potential presence of high t-values. Validation results

confirmed negligible or null bias on the estimation of effect size and heterogeneity.

3. We provide a viable and efficient implementation of the MetaNSUE algorithm

applicable to neuroimaging data.

4. Our implementation of the MetaNSUE method also provides the tools needed to

enable the conduction of a standard permutation test.

5. There exists an algorithm (PSI) that enables an efficient implementation of the

standard permutation test on neuroimaging data.

6. The validations prove that our method controls the FWE rate well below 5% for

both voxel-wise and TFCE.

7. The proposed PSI algorithm can also be applied to other current CBMA methods,

such as ALE or MKDA.

8. SDM-PSI has already been used in (Suchting et al. (2020), Kunimatsu et al. (2019),

Enge et al. (2020)) published papers.
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