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| Abstract

This dissertation is presented in three parts: the systematic calibration procedure for fast-timing
experiments is improved by re-measuring the lifetime of the 2+1 state in 152Gd, populated by the
β−-decay of the 152Eu fast-timing calibration standard. The development of a new γ-γ angular
correlation analysis method is discussed, and both, the fast-timing method and the new angular
correlation analysis method, are applied in the third project, to analyse a 192Os(nth.,γ)193Os
thermal neutron capture experiment.
In the first part of the thesis, the improvement of the fast-timing time-walk calibration standard
152Eu is presented. A 152Eu source was measured for about 28 days with an experimental setup
consisting of four LaBr3(Ce) detectors, connected to a CAEN V1730 digitizer. Using the centroid
shift method for digital fast timing, the lifetime of the 2+1 state in 152Gd was re-measured,
improving the uncertainty by an order of magnitude. The impact of this significantly improved
lifetime on the systematic fast-timing time-walk calibration procedure and the improved precision
of future fast-timing experiments are discussed.
Furthermore, a new method for γ-γ angular correlation analysis, using a symmetric ring of HPGe
clover detectors, was developed. This method is based on a single-variable parameterization of
all crystal positions of the clover ring to derive the effective interaction angles, and attenuation
coefficients, directly from the experimental data itself. No detailed simulations of the experimental
setup are required. For the experimental validation and as a proof of general applicability, different
nuclei are investigated for three separate spectrometers, following the same geometric symmetry.
The derived multipole mixing ratios are in excellent agreement with the adopted literature
concerning accuracy and precision.
In the third part of this thesis, a 192Os(nth.,γ)193Os thermal neutron capture experiment was
investigated, using the FIPPS instrument at the Institut Laue-Langevin in Grenoble, France. For
this experiment, the spectrometer was equipped with a central ring of HPGe clover detectors
and sixteen LaBr3(Ce) detectors, and lifetime measurements were performed using the well-
established generalized centroid difference method. Spin assignments for the low-lying negative
parity structure and multipole mixing ratio extraction for several γ-ray transitions were performed
using the newly introduced γ-γ angular correlation analysis method. Lifetimes of nine excited
states were measured for the first time, and limits for the lifetimes of two additional states were
established. The systematic time-walk curve of the experimental setup was calibrated using the
improved calibration standard 152Eu, yielding precise lifetimes, with the uncertainty dominated
by the limited statistics of the experiment. Theoretical calculations were performed using the
interacting boson-fermion model, based on self-consistent constrained mean-field calculation
with the Hartree-Fock-Bogoliubov method with the Gogny-D1M interaction. The results are
discussed in the context of the prolate-to-oblate shape phase transition predicted to occur in the
neutron-rich A ≈ 190 region.
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1 | Introduction

1.1 Fast-Timing Lifetime Measurements

Lifetimes of nuclear excited states are an important experimental observable to investigate the
electromagnetic structure of nuclei. They are directly related to reduced transition strengths,
can provide insights into the underlying interaction of nucleons, and can be used to probe the
predictions of theoretical nuclear structure models. For electric (E) or magnetic (M) transitions
with multipolarity L, the relation between the lifetime τ and the reduced transition strengths is
defined as [1, 2]:

B(EL) =
L[(2L+ 1)!!]2

8π(L+ 1)e2bL
h̄

τ

(
h̄c

Eγ

)2L+1

, (1.1)

B(ML) =
L[(2L+ 1)!!]2

8π(L+ 1)µ2Nb
L−1

h̄

τ

(
h̄c

Eγ

)2L+1

. (1.2)

For transitions with mixed multipolarity L and L + 1, a weighting factor 1/(1+δ2) for L or
δ2/(1+δ2) for L+1 must be included on the right-hand side of Eqs. 1.1 and 1.2. The measurement
of the multipole mixing ratio δ will be discussed in Sec. 4. Different methods exist to measure
lifetimes in varying orders of magnitude. The lifetimes of interest for this work range from a
few pico- up to nanoseconds, and for the lifetime measurements in this range, the electronic
fast-timing technique is commonly used. In the following, the fundamentals of this technique are
discussed, starting from the basic ideas up to the current implementation for fully digital data
acquisition systems.

1.1.1 The Analog Fast-Timing Technique

The fundamental idea of the fast-timing technique is to directly measure the time difference
between the population and depopulation of a nuclear excited state, and then to correct for the
systematic influence of the measurement devices. The nature of the population or depopulation
mechanism is in principle of little relevance, as long as the process can be observed and precisely
timed. In this work only the population and depopulation of excited states by the emission of
electromagnetic radiation will be considered, but experiments such as e.g. e−-e− or e−-γ timing
are possible [3, 4]. A standard analog electronic fast-timing circuit for a two-detector system is
schematically shown in Fig. 1. For γ-γ fast timing, the use of lanthanum bromide scintillators with
cerium doping (LaBr3(Ce), hereafter called LaBr) has been established as the state-of-the-art due
to their excellent time resolution in combination with comparatively good energy resolution [6, 7].
The anode and dynode outputs of the detectors are used as timing and energy signals, respectively,
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Figure 1: Schematic drawing of the electronic fast-timing circuit for two detectors. Figure
adopted from Ref. [5]. See text for details.

and are processed separately. The dynode output is directly connected to the data acquisition
system (DAQ) to determine the energy of the detected γ ray. The anode output is connected
to a constant fraction discriminator (CFD) to accurately correlate the detector signal with a
time information while minimizing amplitude-dependent timing effects. The logical CFD output
signals are connected to the "start" and "stop" inputs of the time-to-amplitude converter (TAC),
which is used for high-precision measurement of the time difference between the two input signals.
The amplitude of the logical TAC output signal correlates with a specific time difference, and the
TAC output is connected to the DAQ.
Assuming a nuclear excited state with lifetime τ , which is populated by a γ-ray transition with
energy E1 and depopulated by a transition with energy E2: If the feeding γ-ray is detected by
the detector connected to the start input of the TAC, and the decaying transition is observed
by the detector connected to the stop input, a delayed time difference distribution is generated.
If the observation of feeding and decaying transitions is reversed, the resulting distribution is
the so-called anti-delayed time difference distribution (see Fig. 2). Assuming no influence of
time-correlated background, the delayed time distribution is defined as the convolution of the
prompt response function P (t) (PRF) and an exponential decay [8]:

D(t) = nλ

∫ ∞
−∞

P (t′ − t0)e−λ(t−t
′)dt′, λ = 1/τ , (1.3)

with normalization factor n and λ = 1/τ . The intrinsic resolution of the fast-timing circuit is
highly correlated with the PRF. This detector combination and energy dependent distribution,
often closely resembling a Gaussian shape, can be generated for γ-γ cascades with very short
lifetimes (τ < 1 ps) of the intermediate state. The time resolution of the experimental setup is
defined as the full width at half maximum (FWHM) of the PRF. For lifetimes τ >> FWHM, the
exponential decay of the intermediate state is visible in the resulting time distribution, and the
lifetime of the intermediate state can be obtained by fitting an exponential function. Lifetimes
smaller than the time resolution of the experimental setup can be measured using the centroid shift
method [8, 9]. The centroid (first moment or mean) of the delayed time difference distribution is
defined as:

CD = 〈t〉 =

∫∞
−∞ tD(t)dt∫∞
−∞D(t)dt

. (1.4)
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Figure 2: Schematic drawing of the generalized centroid difference method [10].

The centroid of the delayed time distribution is shifted by the mean lifetime from the centroid of
the PRF [9]:

τ = CD(Efeeder, Edecay)− CP (Efeeder, Edecay), (1.5)

with CD, the centroid of the time difference distribution, and CP , the centroid of the PRF. For
an anti-delayed time distribution the lifetime can be derived analogously [10]:

τ = CP (Edecay, Efeeder)− CAD(Edecay, Efeeder). (1.6)

An exact determination of the energy-dependent PRF for each detector combination is prone to
introduce systematic errors, and is time intensive for large number of detectors [5]. To circumvent
this problem, the mirror symmetric centroid difference method (MSCD) [5] and its generalization
for an N detector system, the generalized centroid difference method (GCD) [10], were introduced.
In the following, an N detector system is assumed, and the approach is refered to as the GCD
method. The GCD method introduces two new quantities by combining Eqs. 1.5 and 1.6 [5, 10]:

2τ = ∆C(Efeeder, Edecay)− PRD(Efeeder, Edecay). (1.7)

The centroid difference between the delayed and anti-delayed time distributions is denoted as
∆C, and the prompt response difference (PRD) defines the combined γ-γ time-walk of the
experimental setup. A schematic visualization of this method is shown in Fig 2. To perform
lifetime measurements, the PRD has to be calibrated over the relevant energy range. This
calibration is performed by using radioactive sources emitting radiation over a broad range of
energy with well-known lifetimes of intermediate states. Measuring the centroid difference for a
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Figure 3: The four-detector fast-timing setup used for the lifetime measurement of the 2+1 state
in 152Gd [11], presented in publication I.

feeder-decay cascade and correcting for the lifetime of the intermediate state by applying Eq. 1.7
directly yields the PRD calibration data. This procedure is described in detail in Refs. [5, 10, 11].
The calibration standard employed in nearly every fast-timing experiment to calibrate the PRD
curve is the isotope 152Eu, which decays through EC-capture or β−-decay to 152Sm or 152Gd,
respectively. These decays populate several cascades with intermediate states with well-known
lifetimes [12], with most lifetimes having an uncertainty of less than 1 ps. As notable exception,
the lifetime of the 2+1 state in 152Gd has an uncertainty of ≈ 4 ps, corresponding to a relative
uncertainty of ≈ 8%. In publication I (see Sec. 3), the consequences of the aforementioned
uncertainty for the fast-timing time-walk calibration procedure are discussed. Further, the result
of the recently conducted lifetime measurement of the 2+1 state in 152Gd is presented, yielding a
reduction of the uncertainty by one order of magnitude [11]. The simple experimental setup used
for this measurement is shown in Fig. 3.
For different experimental situations, other radioactive sources are feasible to calibrate the PRD
curve. For the low energy region, a 133Ba source is recommended while the 48Ti(nth., γ)49Ti
neutron capture reaction can be used to calibrate the PRD up to 6.8 MeV, if a beam of thermal
neutrons is available. Additionally, using 185Os and 187W sources [13], produced by thermal
neutron capture, allows to measure lifetimes of excited states populated and depopulated by
transitions with energies below 100 keV [13].
The above discussion of the experimental method neglects the contribution of time-correlated
background that is always present for real experiments. The background predominantly originates
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from Compton scattered coincident transitions or random coincidences, and the background
influence needs to be corrected. A correction procedure to account for the background contribution
in γ-γ fast-timing experiments was introduced in Ref. [13]. This procedure is based on interpolating
the background time response for the energies of the peaks of interest, and weighting it by the
corresponding peak-to-background ratios. Examples for the application of this method are given,
e.g. in Refs. [14, 15]. A more analytic approach was introduced in Ref. [16], which also takes into
account the contribution of the background versus background component. This procedure is
based on deriving the time distributions of different background components to calculate the total
background contribution. While this method takes into account all sources of possible background
time response, the application is prone to the introduction of systematic errors. For measured
spectra with well-defined peaks, the interpolation method is recommended [13].
The experimental setup for N detectors, as described in Ref. [10], using analog CFDs and TACs
for precise time difference determination, in combination with the GCD method serves as the
state-of-the-art for electronic fast-timing lifetime measurements. In the last years, this method was
successfully applied to lifetime measurements involving fission experiments, decay studies, fusion-
evaporation, and neutron capture reactions. A non-comprehensive list of exemplary experiments
is given by Refs. [3, 14, 15, 17–24].

1.1.2 A Brief Introduction to Digital Fast-Timing

Modern digitizers, implementing digital real-time interpolating constant fraction discrimination,
allow for pico-second precise timestamp determination [25]. Using digital interpolating CFDs
gives access to the absolute time information of the individual detector signals, in contrast to
the time-difference information measured with the analog setup. This leads to a significant
simplification of the experimental setup. Instead of the interplay of analog CFDs, TACs, and
logic-modules to extract time difference information of the different detector combinations, one
single output signal of the detectors is directly connected to the digitizer to measure time and
energy information. The analysis of the digital fast-timing data is then performed with the
centroid shift method [8, 9]. For a given time distribution generated from the absolute time
information, the lifetime can be derived according to [25, 26]

CD(E1, E2) = t0 + τ + TW (E1, E2). (1.8)

The constant t0 describes the physical zero time of the system and has to be aligned as outlined
in Ref. [25]. The time-walk TW (E1, E2) is directly correlated to the PRD by [26]:

TW (E1, E2) = TW (E1)− TW (E2) = PRD(E1, E2)/2. (1.9)

The calibration procedure of the time-walk is identical to the PRD calibration, and the charac-
teristics of the TW (E1, E2) curve are investigated in detail in Ref. [26]. As a major difference
between analog and digital fast-timing approach, one finds that the time distribution generated

7



from the digital fast-timing data contains the full statistics for a given γ-γ cascade with energies
E1−E2. In contrast, for the analog case, the full statistics are distributed across the independent
delayed and anti-delayed time distributions, depending on the specific detector that observed
the corresponding transition. The resulting lifetime is not affected by the choice of method. For
identical conditions, the results from the analog or digital approach are identical. Effectively,
this implies that for digital fast-timing no anti-delayed time distribution exists. Exchanging
the feeding and decaying transition for the generation of a time distribution yields a mirrored
distribution of the delayed time distribution, containing exactly the identical information. In
the analog case, the anti-delayed time distribution is entirely independent of the delayed time
distribution. Examples for lifetime measurements using digital fast-timing are given in Refs. [11,
27–31].
In this work, lifetime measurements using analog and digital fast-timing are performed. The
analysis for publication I, presented in Sec. 3, which addresses the topic of measuring the lifetime
of the 2+1 state in 152Gd, was performed using digital fast-timing [11]. The lifetime measurement
of the low-lying negative-parity structure in 193Os, presented in publication III [32] (see Sec. 5),
was conducted using analog fast-timing with the GCD method.
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1.2 Theory and Analysis of γ-γ Angular Correlations

While lifetimes of nuclear excited states are an important experimental observable, further
knowledge is required to describe the electromagnetic structure of nuclei. Foremost, energies and
spins of excited states have to be deduced. To calculate reduced transition strengths, according
to Eqs. 1.1 and 1.2, the multipole order and multipole mixing of the γ-ray transitions between
excited states have to be known. A powerful tool to perform spin assignments of nuclear states,
and to derive the multipole order, or multipole mixing ratios δ, of electromagnetic transitions, is
the method of directional correlation measurements [33]. This method is based on measuring
the relative distribution of emitted γ rays with respect to a fixed direction. The formal theory is
presented in detail in Refs. [34–37].
Excited nuclear states, which are populated, for example, through the capture of unpolarized
thermal neutrons, β- or electron capture decay, generally yield no preferred orientation, resulting
in the emission of γ rays following an isotropic pattern. By introducing a non-random orientation
of nuclei, information on the underlying structure can be derived from the resulting relative
anisotropic emission pattern. One possible approach is to use the observation of a γ ray to define
a quantization axis and measure coincident radiation emitted in a relative direction. From a
descriptive point of view, by observation of the first γ ray of a γ-γ cascade with short-lived
intermediate state, a sample of the full distribution of randomly oriented nuclei with comparable
spin orientation is selected, and a quantization axis is defined. This leads to an unequal population
of the 2J+1 magnetic substates of the intermediate state, but with the same population for +m

and −m states, resulting in an, in most cases, anisotropic radiation pattern. The observation of
the first γ ray in a γ-γ cascades effectively leads to an alignment of the intermediate state, and
the relative emission direction of the secondary γ ray is governed by a probability distribution
defining the γ-γ angular correlation [38]:

W (θ) =
∑
k

AkPk(cos θ), 0 ≤ k ≤ min(2J2, L1 + L′1, L2 + L′2). (1.10)

Here, Pk(cos θ) denote the Legendre polynomials, and the parameters Ak are defined by the
properties of the observed γ rays and the excited states involved in the cascade. For a two-step
cascade of two consecutively emitted γ rays, the angular correlation is exactly defined by the
spins of all three involved states and the multipolarities of the γ-ray transitions. A schematic
drawing of a two-step cascade is shown in Fig. 4. The spin of the first state is denoted by J1,
the spin of the intermediate state is J2 and the spin of the final state is J3. Only the two lowest
possible multipolarities of each transition, allowed by the selection rules, are considered, and
the multipolarities of the transition between the states with J1 and J2 are denoted by L1 and
L′1(= L1 + 1). The multipolarities of the second γ ray are given as L2 and L′2(= L2 + 1). The
odd-k terms of the sum in Eq. 1.10 vanish if all states involved in the γ-γ cascade have well
defined parity, and polarization, yielding an unequal population of +m and −m states, is not
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Figure 4: (Left) Two-step γ-γ cascade with spins Ji and multipolarities L denoted. (Right)
Schematic drawing of two coincident γ rays, emitted under relative angle θ, detected
in individual crystals of different clover detectors in a two-dimensional representation.
The symmetry axis of the full detectors are displayed by the dotted black line.

observed [36, 39]. Then, the angular correlation function can be written in the common form as:

W (θ) =
∑

k=0,2,4

AkPk(cos θ)

= A0[1 + a2P2(cos θ) + a4P4(cos θ)],

(1.11)

with ak = Ak/A0. The angular correlation coefficients ak are given by

ak = Bk(γ1)Ak(γ2), (1.12)

with the parameters Bk and Ak as defined in the convention by Krane and Steffen [40, 41]:

Bk(γ1) =
Fk(L1L1J1J2) + (−)L1+L′

12δ1Fk(L1L
′
1J1J2) + δ21Fk(L

′
1L
′
1J1J2)

1 + δ21
, (1.13)

Ak(γ2) =
Fk(L2L2J3J2) + 2δ2Fk(L2L

′
2J3J2) + δ22Fk(L

′
2L
′
2J3J2)

1 + δ22
, (1.14)

with the multipole mixing ratio δ defined as δj =
〈Jf ||Lj+1||Ji〉
〈Jf ||Lj ||Ji〉 . The angular momentum coupling

coefficients Fk are defined in Ref. [37]. The probability distribution of the angle-dependent
emission intensities can be determined using an experimental setup that allows to measure
different angles between detectors. The angular correlation coefficients ak, defined by all spins
and multipolarities involved in the cascade, can then be derived by fitting Eq. 1.10 to the resulting
angular correlation distribution measured for a given γ-γ cascade. However, in real experimental
situations, the γ-γ angular correlation is affected by systematic and physical effects, and the
angular correlation coefficients, extracted from a direct fit to the experimental data, do not reflect
the underlying physics. Possible effects, that influence the measured γ-γ angular correlation,
are usually included as factors in Eq. 1.10. A deorientation effect of the angular correlation,
introduced by any unobserved intermediate transition, is usually accounted for by an additional
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Figure 5: Comparison of experimental and theoretical angular correlation of a 0→ 2→ 0 cascade
in 116Sn, measured with the FIPPS instrument [45]. The effect of the attenuation
due to finite detector size is clearly visible. Note that the experimental correlation is
normalized to a0 = 1. This case is analyzed in detail in publication II [46].

factor Uk. The orientation of the initial nuclear state is defined by the orientation parameter
Bk. Interactions between extra-nuclear fields and a comparably long-lived intermediate state
can cause an attenuation of the angular correlation and are accounted for by a factor Gk. A
detailed discussion of these additional terms is given in Refs. [35, 36, 42, 43]. However, for many
experimental situations, these factors can be argued to be irrelevant. Still, the influence of the
measurement device has to be accounted for. Most notably, the real detectors have a finite
opening angle, and the measured experimental angular correlation W (θ) is always averaged over
a certain range of the angle θ. This implies that the exact angle between the detectors is not well
defined, resulting in an attenuation of the measured γ-γ angular correlation. This attenuation is
usually accounted for by a geometric correction factor qk that can be explicitly calculated for
certain detector shapes [38, 44]. The attenuated angular correlation function is then defined as:

W (θ) = A0[1 +
∑
k=2,4

qkakPk(cos θ)]. (1.15)

An exemplary comparison between the angular correlation distribution from experimental data
and the corresponding theoretical angular correlation function is shown in Fig. 5. The attenuation
of the angular correlation due to the finite detector size is clearly visible. The pictured γ-γ angular
correlation of a 0 → 2 → 0 cascade in 116Sn was measured using the FIPPS instrument [45]. A
detailed investigation is presented in publication II [46] (see Sec. 4). For this correlation, no
multipole mixing is allowed and the theoretical coefficients are exactly defined, providing the
ideal testing case for angular correlation analyses.
The angular correlation attenuation coefficients can be calculated, for example, according to
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the approach outlined by Rose [38]. Here, the detectors are assumed to be shaped like circular
cylinders pointing towards the focus of the spectrometer. For a γ-γ angular correlation, with the
two γ rays observed in different detectors with comparable properties, the attenuation coefficients
are defined as [38]:

qk = (Jk/J0)
2,with Jk =

∫ α

0
Pk(cosβ)

(
1− e−τx(β)

)
sinβdβ. (1.16)

The parameter β is defined as the angle between the symmetry axis of the detector and the
propagation direction of the γ ray, and x is the distance traversed by the radiation in the crystal.
The maximum deviation angle for the γ ray to still interact in the detector material is denoted
by the angle α. For two detectors with similar efficiencies and full absorption in the detector
medium (τx(β)→∞), Eq. 1.16 can be rewritten in terms of Legendre polynomials Pk(x) and in
dependence of the maximum interaction angle α [38]:

qk = (Jk/J0)
2 =

[∫ 1
cosα Pk(x)dx

]2
[∫ 1

cosα P0(x)dx
]2 . (1.17)

This can be calculated explicitly for the cases of k = 2, 4, which is required for the attenuated
angular correlation function in Eq. 1.15:

q2 =

[
cosα
2 (1− cos2 α)

]2
[1− cosα]2

,

q4 =

[
1
8(−3 cosα+ 10 cos3 α− 7 cos5 α)

]2
[1− cosα]2

.

(1.18)

With the definition of the attenuation coefficients (Eq. 1.18), the corrected angular correlation
coefficients can be derived from a fit of the attenuated Legendre polynomials (Eq.1.15) to
the experimental data, and can be used to extract information on the spins involved in the
cascade or the multipole mixing ratio δ. This is usually done by performing a χ2 vs. arctan(δ)

minimization procedure. By scanning arctan(δ) from -90◦ to 90◦, calculating theoretical angular
correlation coefficients according to Eq. 1.12 at each step, and calculating the deviation from the
experimentally derived parameters, the best fit solution can be found for a given spin hypothesis.
To assign a spin to excited states via the γ-γ angular correlation, one transition is often assumed
to be of pure multipole (or well defined), and the χ2 distribution needs to minimize below a
rejection limit, defined by a statistical confidence interval [43]. To properly account for the full
statistical information of the measured γ-γ angular correlation, it is recommended to generate a
combined probability distribution S2. This distribution contains information on the statistical
variation of the experimental data with respect to the attenuated Legendre polynomials, and on
the deviation from the best fit value of the angular correlation parameters ak [43].
Spectrometers consisting of HPGe clover detectors [47] are predestined for the analysis of angular
correlations. A clover detector consists of four separate HPGe crystals mounted in a common
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Figure 6: Schematic drawing of the spectrometer geometry used for the γ-γ angular correlation
analysis method introduced in publication II. Figure taken from Ref. [46]

cryostat, and allows to perform γ-γ angular correlation analysis with a fine granularity of the
angular dependence. To produce a compact geometry with maximum efficiency, the clover
crystals are specially shaped [48, 49] and no longer fully agree with the shape of a cylinder, such
that the exact calculation of geometric effects becomes more complicated. For the analysis of
angular correlations, not only the size and shape of the crystals, but also the energy of the γ
ray and the orientation of the crystals with respect to the target position need to be considered.
Concerning the last point: for a clover detector consisting of four crystals, the symmetry axis
of the full detector is pointed towards the focus of the spectrometer. This implies that the
symmetry axes of the individual HPGe crystals of the composite detector do not align with
the propagation direction of the γ rays, and the effective angles between measured γ rays differ
from the assumed geometric angles. To account for all these geometric effects, GEANT4 [50]
simulation based γ-γ angular correlation analysis methods have been developed. This approach is
based on fully simulating the experimental setup and the relevant physical interactions, and then
matching to the measured experimental data. A detailed description of this powerful approach
for the GRIFFIN spectrometer [51], consisting of up to 16 HPGe clover detectors, is presented in
Ref. [52]. A further example, using a highly-segmented clover detector with up to 140 unique
angles, is given in Ref. [53]. In publication II [46] (see Sec. 4), a new method for γ-γ angular
correlation analysis, using a symmetric ring of HPGe clover detectors, is introduced. The new
procedure is based on performing a single-variable parametrization of all crystal positions of
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the experimental detector setup. By minimizing the parametrization for a given γ-γ angular
correlation distribution, the effective interaction angles can be derived from the experimental data
itself. From the derived effective interaction axes, a measure for the maximum deviation can be
used in combination with Eqs. 1.18 to closely estimate the effective attenuation for the energies
of the given γ-γ cascade of interest. All information required for precise γ-γ angular correlation
analyses are then derived directly from the experimental data itself, and the need for a detailed
simulation of the whole experimental setup is circumvented. Final angular correlation coefficients,
parameter uncertainties and parameter co-variances are derived using a Monte-Carlo approach.
The treatment of all available statistical information closely follows the suggested approach
outlined in Ref. [43]. For experimental validation and proof of general applicability different
nuclei are investigated for three separate spectrometers, following the same geometric symmetry.
An schematic drawing of this geometry is shown in Fig. 6. The analysis is performed for data
measured with the EXILL&FATIMA spectrometer [17, 54] and two different configurations of
the FIPPS instrument [45] differing in geometric details. The derived multipole mixing ratios
are in excellent agreement with the literature concerning accuracy and precision. This new
method is used in publication III (see Sec. 5) for the γ-γ angular correlation analysis of the
192Os(nth., γ)193Os experiment, which was performed at the Institut Laue-Langevin (ILL) in
Grenoble, France.
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1.3 Theoretical Nuclear Structure Models

1.3.1 The Interacting Boson Model

The interacting boson approximation (IBA), also called Interacting Boson Model (IBM), is one of
the most successful models for the description of the complicated and manifold nuclear structure
effects observed, and was introduced by F. Iachello and A. Arima in 1974 [55, 56]. In the simplest
approach, this algebraic collective model is based on the idea of treating nucleons pairwise as s
and d bosons, occupying states with L = 0 or L = 2, respectively [57]. In this model, different
states are generated by the coupling of different combinations of s and d bosons, which couple to
total angular momentum L while the total boson number is conserved. As further simplification,
it is assumed that the low-lying excitation of the even-even nucleus only depends on the valence
space outside of closed shells, and the neutrons and protons are paired separately, but treated
identical otherwise [58]. The different states can be described in a second quantization formalism,
with the creation operators b†lm given as [57]:

b†lm = s†0, d
†
−2, d

†
−1, d

†
0, d
†
1, d
†
2, (1.19)

with the annihilation operators redefined as spherical tensor operators b̃ = (−1)−md−m and
s̃0 = s0. A commonly used Hamiltonian for such a system is given by [57]:

H = εn̂d + a1(L̂ · L̂) + a2(Q̂ · Q̂) + a3(T̂3 · T̂3) + a4(T̂4 · T̂4). (1.20)

The individual components of this Hamiltonian are the angular momentum operator L̂, the
quadrupole operator Q̂, and higher order (hexadecapole, octupole) operators T̂J , which are
defined as [57]:

n̂d = d† · d̃,

T̂J = (d† × d̃)(J),with J = {0, 1, 2, 3, 4},
L̂ =

√
10T̂1,

Q̂ = (d† × s̃+ s† × d̃)(2) + χ(d† × d̃)(2).

The total of six magnetic substates of the s (one substate) and d (five substates) bosons define
a six dimensional mathematical space. The s and d bosons can be coupled to a total of 36
generators

[s† × s̃](0), [s† × d̃](2), [d† × s̃](2), [d† × d̃](J),with J = {0, 1, 2, 3, 4}, (1.21)

that form the U(6) unitary group [57]. Groups of generators build different subalgebra of U(6),
leading to three chains of groups each ending up in the rotational group O(3) [58]. These chains
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Figure 7: Simple Casten symmetry triangle in relation to the parameters (χ, ζ). The corners
represent the three dynamical symmetries U(5), SU(3), and O(6). Adapted from
Ref. [58].

of subalgebra are listed with the corresponding conserved quantum numbers [57, 58]:

I. U(6) ⊃ U(5) ⊃ O(5) ⊃ O(3) (1.22)

N nd ν n∆J

II. U(6) ⊃ SU(3) ⊃ O(3) (1.23)

N (λ, µ) KJ

III. U(6) ⊃ O(6) ⊃ O(5) ⊃ O(3) (1.24)

N σ τ v∆J

The three dynamical symmetries are labelled U(5), SU(3), and O(6), and for each of these cases
eigenvalues can be calculated analytically [57]. Furthermore, the dynamical symmetries have
the advantage of offering a simple physical interpretation: In the theoretical limit of infinite
bosons, the U(5), SU(3), and O(6) symmetries are associated with a spherical vibrator [59], an
axially-symmetric rigid rotor [60] and a γ-soft rotor [61], respectively. A useful Hamiltonian,
using only two terms, can be given in the form [62, 63]:

H(ζ, χ) = c

[
(1− ζ)n̂d −

ζ

4NB
(Q̂χ · Q̂χ)

]
, and Q̂χ = (d†s̃+ s†d̃) + χ(d† × d̃)(2), (1.25)

In this form of the Hamiltonian, the parameters (χ, ζ) can be directly associated with a position
on the Casten symmetry triangle [58] shown in Fig. 7. An extended triangle, which includes the
oblate symmetry SU(3) (χ =

√
7/2) and marks critical points of phase transitions, is shown in

Ref. [64]. In the standard version of the interacting boson model, neutrons and protons are treated
identical. One extension of this model, the IBM-2 [65–67], treats protons and neutrons separately,
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Figure 8: Example of the deformation energy surface, calculated for the even-even core 194Os.
The energy surfaces for (Left) the HFB calculations and (right) the corresponding
mapped IBM are shown. The energy difference between the neighbouring contours is
100 keV, with the minimum in blue. Figure taken from Ref. [32].

coupling to corresponding proton (π) and neutron (ν) sρ and dρ bosons (ρ = π, ν), which are
both counted from the nearest closed shell. A further extension, the interacting boson-fermion
model, can be used for the description of odd-A nuclei, and is based on the idea of coupling a
single nucleon to the IBM even-even core [68].

1.3.2 Mean-Field Derivation of the Interacting Boson Model Hamiltonian

In IBM calculations, the parameters of the Hamiltonian are often adjusted to experimental
data. A new approach was introduced by K. Nomura et al. [69, 70] for a determination of the
parameters of the IBM Hamiltonian from Hartree-Fock-Bogoliubov (HFB) calculations with the
microscopic energy density functional Gogny D1M [71]. The mean field calculations, based on
Gogny energy density functionals, are able to describe features of nuclear matter such as charge
radii, nuclear masses and ground-state properties [71, 72]. The general idea is to first use HFB
calculations for a chosen energy density functional, e.g. the Gogny interaction with the D1M
parametrization [71], to derive potential energy surfaces (PES) in dependence on the deformation
parameters β, γ. Each point of the HFB PES is then mapped on the bosonic energy surface to
derive the parameters of the IBM Hamiltonian. An example for the energy surfaces, calculated
for the even-even nucleus 194Os, is shown in Fig. 8. A simple IBM-2 Hamiltonian, with the
quadrupole operator Q̂ρ as in Eq. 1.25, and the coupling parameters ε and κ as case dependent
variables, can be written as [70]:

H = ε(ndπ + ndν ) + κ(Q̂π · Q̂ν) (1.26)
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For this Hamiltonian, the IBM PES can then be calculated as [70]:

EIBM (βB, γB) =
ε(nπ + nν)β2B

1 + β2B
+ nπnνκ

β2B
(1 + β2B)2

× (1.27)

×
[

4− 2

√
2

7
(χπ + χν)βB cos 3γB +

2

7
χπχνβ

2
B

]
.

It is assumed that the deformation parameters βρ, γρ (ρ = π, ν) are identical for protons and
neutrons, and are defined as the bosonic deformation parameters βB, γB [70]. The proportionality
βB = CBβ is assumed with γB = γ [69, 70]. The shape of the HFB PES, with focus on the
location of minima and overall curvatures, is then used to map the IBM PES to derive the
parameters ε, κ, χπ,ν and the proportional factor CB [70]. For the description of rotational nuclei,
a term proportional to L̂ · L̂, with L̂ the angular momentum operator, has to be added to the
Hamiltonian in Eq. 1.26 [73].
This method can be extended to odd-A nuclei by taking into account the additional particle and
the interaction with the boson core. The Hamiltonian for the odd-A case is given by [74]:

Ĥ = ĤB + ĤF + ĤBF , (1.28)

with the Hamiltonian for the even-even boson core ĤB, the single particle Hamiltonian ĤF ,
and the boson-fermion interaction Hamiltonian ĤBF . The Hamiltonian used for the even-even
core is similar to the IBM-2 Hamiltonian in Eq. 1.26, but with the additional term κ′L̂ · L̂ [74].
The strength parameters of the even-even boson Hamiltonian are derived from the HFB PES as
outlined above. The single particle Hamiltonian ĤF is defined as [74]:

ĤF =
∑
j

εj [a
†
j × ãj ](0). (1.29)

The parameter εj corresponds to the single-particle energy of the spherical orbital j [74]. Finally,
the boson-fermion interaction term for the description of odd-neutron nuclei is given as [75]:

ĤBF = ΓνQ̂
(2)
π · q̂(2)ν + Λν V̂πν +Aν n̂dν n̂ν . (1.30)

The first term is the quadrupole dynamical term, the second term corresponds to the exchange
interaction, and the third term is the monopole interaction [75]. A detailed definition of the
individual terms is given in Refs. [74, 75].
To apply this method to odd-A nuclei, the strength parameters of the Hamiltonian ĤB of the
even-even boson core are derived as described above. The strength parameter κ′ for the additional
κ′L̂ · L̂ term is derived separately [74]. The single-particle energies εj are derived from Gogny-D1M
HFB calculations constrained to quadrupole moment zero [75]. The coupling constants Γν , Λν ,
and Aν of the boson-fermion interaction Hamiltonian ĤBF are treated as free parameters and
are fitted to reproduce the lowest-lying states of a specific odd-A nucleus [74, 75].
The Gogny-D1M HFB deformation energy surfaces for the osmium isotopes are shown in Ref. [75]
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and the corresponding mapped IBM surfaces are shown in Ref. [76]. The theoretical calculations
by K. Nomura et al. for the odd-A osmium isotope 193Os were first presented in Ref. [75], with
explicit values of excitation energies and transition strengths provided in publication III [32] (see
Sec. 5).

1.4 The Neutron-Rich A ≈ 190 Region.

The investigation of the structural evolution of atomic nuclei and the occurrence of different
nuclear shapes, in dependence on the neutron or proton number, is of fundamental interest for
nuclear structure physics. The transition between different nuclear shapes is generally referred to
as a shape phase transition [63, 77] and can be categorized in type I and type II transitions [77].
The type I shape phase transition is characterized by the appearance and co-existence of an
additional deformed minimum as an excited configuration, that eventually becomes the ground-
state deformation [78]. On the other hand, the type II shape phase transition is defined by a
smooth evolution of the deformation with no second minimum. As pointed out in Ref. [79], for
a shape phase transition, the number of basis states (e.g. the low-lying excitation spectrum)
is conserved. This is in contrast to shape coexistence [80], where additional states or complete
structures can emerge. While shape transitions can be observed in several parts of the nuclear
chart, only the neutron-rich A ≈ 190 region is briefly discussed here. This region has been
subject of theoretical and experimental studies for several years due to the occurrence of oblate,
prolate, and triaxial ground-state deformations, and an expected prolate-to-oblate shape phase
transition [81–87]. The prolate-to-oblate shape phase transition is observed as the transition
from an axially symmetric prolate rotor to an axially symmetric oblate rotor while passing
through γ-soft triaxial nuclei. In the framework of the IBM, this phase transition is described as
the transition between the dynamical symmetries SU(3) to SU(3), passing through the critical
point (and dynamical symmetry) O(6) [64, 81]. For the platinum, osmium, tungsten, hafnium,
and ytterbium isotopes, theoretical models predict the shape transition from prolate to oblate
deformation to occur around N ≈ 116 [76, 86, 88–90]. But while the general trend is assumed to
be similar, the exact details differ for the separate isotopic chains.
Considering for example the platinum and osmium isotopes: for the platinum isotopes, a smooth
and gradual change from prolate to oblate shape, with intermediate γ-soft nuclei 194,196Pt [91, 92],
is expected [82, 91, 93]. In contrast, for the osmium isotopes, the transition is assumed to
occur rapidly between 192Os116 and 194Os118, with prolate deformation for N = 116 and oblate
deformation for N = 118 [82, 83]. The evolution of the excitation energies of the 2+2 and 0+2 states in
the osmium isotopes indicate change happening between 192Os and 194Os. The energies of the 2+2
states continuously decrease for 188−192Os and start rising again for 194Os. The excitation energies
of the 0+2 states stay in the same order for 188−192Os but suddenly drop by 300 keV for 194Os,
suggesting a change in the underlying structure [94–97]. On the other hand, experimental results
in combination with total Routhian surface calculations predict an evolution from a γ-soft prolate
minimum at 190Os to a well-defined oblate minimum at 196Os [98]. For the nucleus 194Os, both
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Figure 9: Energy surfaces in relation to the deformation parameter β, calculated with the axially
symmetric constrained HFB+D1S method [101]. Different osmium isotopes close to
the predicted prolate-to-oblate shape phase transition are shown. Figure adapted
from the AMEDEE data base [101, 102].

prolate and oblate minima are predicted, with a slight domination of the prolate minimum [98].
Experimental results for 196Os in combination with Gogny-D1S mean-field calculations predict
γ-soft configurations with triaxial minima for the potential transitional nuclei 190,192Os, and
oblate deformation for 194−198Os, but with a smooth shape transition [99]. For the nucleus 198Os,
experimental results indicate a weakly deformed oblate shape [100]. Large-scale mean-field HFB
calculations, based on the Gogny D1S [103] force with axially symmetric constrained deformation,
predict a rapid shape transition at 192Os, with 193Os being already slightly oblate deformed
(see Fig. 9) [101, 102]. Systematical theoretical studies of the A ≈ 190 region, using the HFB
method with different interactions, were performed by Robledo et al. [90] to investigate the
ground-state shape in the β and γ deformation parameters. Based on the choice of interaction,
different behaviours at the transitional point are predicted. Generally, the osmium isotopes
around N ≈ 116 are predicted to develop triaxial minima with some γ-softness. However, the
exact transition path is dependent on the choice of interaction [90].

Figure 10: Energy surfaces in the deformation parameters β and γ for 190−194Os, obtained
for the mapped IBM. The energy difference between the neighbouring contours is
100 keV, and the minimum is shown in red. For 190Os and 194Os, prolate (γ = 0◦) and
oblate (γ = 60◦) minima are predicted, respectively. Figure adapted with permission
from Ref. [76]. Copyright by the American Physical Society.

The IBM calculations by Nomura et al. [76], using constrained HFB calculations as microscopic
foundation to define the characteristics of the IBM-2 Hamiltonian (see Sec 1.3.2), largely reproduce
the predicted ground-state deformation and structural evolution of the neutron-rich A ≈ 190
isotopes [76]. These calculations allow to predict spectroscopic observables such as excitation

20



energies and B(E2) values. The energy surfaces for the even-even nuclei 190−194Os, obtained for
the mapped IBM [76], are shown in Fig. 10, with the predicted shape transition clearly visible.
By extending this approach to odd-A nuclei [74, 75], spectroscopic properties of nuclei directly
next to the assumed transitional nuclei can be predicted. The exact details of the structural
evolution in the neutron-rich osmium isotopes are yet unknown. Experimental and theoretical
results predict the prolate-to-oblate shape phase transition to occur around A ≈ 192, with an
assumed transitional nucleus 192Os116. It is not yet completely understood, whether the transition
is a rapid process, just involving 192Os, or if the transition is spread over several nuclei. Assuming
194Os to be at the border of oblate deformation, as suggested by the evolution of the 2+2 and 0+2
excitation energies, the detailed investigation of 193Os, located between the probable transitional
nucleus 192Os and the presumed oblate-deformed nucleus 194Os, is crucial for characterizing the
shape transition in the osmium isotopes.
The currently available spectroscopic information on the nucleus 193Os is limited [104], hindering
the comparison to nuclear structure models. Nearly no spins of nuclear excited states are firmly
assigned and, except for the lifetime of a low-lying isomer, no lifetime information is available [104].
In publication III, the spectroscopy of the low-lying negative-parity structure in 193Os, populated
using a 192Os(nth.,γ)193Os thermal neutron capture reaction, is investigated. Applying the
preparatory work presented in publication I and II, lifetimes of excited states are derived, and
spins are assigned to several excited states. The spectroscopic results are compared to IBFM
calculations, based on self-consistent constrained mean-field calculations, and are discussed in
the context of the prolate-to-oblate shape phase transition in the neutron-rich A ≈ 190 osmium
isotopes.
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2 Overview of the Publications and
Contributions by the Author

Publication I:
Improving fast-timing time-walk calibration standards: Lifetime measurement of
the 2+

1 state in 152Gd

In this work a high-precision lifetime measurement of the 2+1 state in 152Gd is presented. The
uncertainty of the newly measured lifetime is an order of magnitude smaller compared to the
adopted literature value. The impact of this new lifetime on the systematic time-walk calibration
procedure and the improved precision of future fast-timing lifetime measurements are discussed.

• L. Knafla, A. Esmaylzadeh, A. Harter and M. Ley discussed the necessity of this measure-
ment.

• L. Knafla and J.-M. Régis conceptualized the fast-timing lifetime measurement.

• L. Knafla mounted and performed the experiment.

• L. Knafla performed the lifetime analysis.

• L. Knafla wrote the paper.

Publication II:
Development of a new γ-γ angular correlation analysis method using a symmetric
ring of clover detectors

A new method for γ-γ angular correlation analysis, using a symmetric ring of HPGe clover
detectors, is presented. The new method is dependent on a simple parametrization of the
experimental setup to derive effective interaction angles and attenuation coefficients directly
from the experimental data itself. The development of this new method and the corresponding
uncertainty considerations are discussed. The method is tested for three different spectrometers
and different nuclei, reproducing the adopted literature values to a high degree concerning
precision and accuracy. Possible limitations of the new method are considered.

• J. Jolie introduced the definition of the individual crystal positions based on the parameters
dc and D.

• L. Knafla conceptualized the minimization procedure to extract the effective interaction
angles and the attenuation coefficients from the experimental data.

• A. Esmaylzadeh contributed to the conceptualization by always being available for the
discussion of new ideas.

• L. Knafla developed the analysis procedure.

• L. Knafla implemented and tested the analysis procedure.

• L. Knafla performed the analysis.

• L. Knafla wrote the paper
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Publication III:
Investigation of the prolate-to-oblate shape phase transition: Lifetime
measurements and γ spectroscopy of the low-lying negative-parity structure in
193Os

The low-lying negative-parity structure of the nucleus 193Os is investigated using the FIPPS
instrument, equipped with HPGe clover detectors and LaBr3(Ce) detectors. Lifetimes of nuclear
excited states were measured for the first time using the generalized centroid difference method.
The uncertainties of the newly extracted lifetimes are improved due to the results of publication I.
The analysis of γ-γ angular correlations was performed with the method introduced in publica-
tion II to assign the spins of several excited states and to extract multipole mixing ratios. The
experimental results are compared to theoretical calculations in the interacting boson-fermion
model, based on the constrained self-consistent mean-field calculations. The nucleus 193Os is
discussed in the context of the prolate-to-oblate shape phase transition, predicted to occur in the
neutron-rich A ≈ 190 region.

• L. Knafla wrote the proposal.

• J.-M. Régis and C. Michelagnoli mounted the experimental setup.

• L. Knafla, J.-M. Régis and C. Michelagnoli performed the experiment.

• L. Knafla performed the lifetime and angular correlation analysis.

• K. Nomura performed and provided the theoretical calculations.

• J. Jolie helped with the interpretation and carefully checked the manuscript.

• L. Knafla wrote the paper.
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3 | Publication I:
Improving fast-timing time-walk calibration
standards: Lifetime measurement of the 2+

1

state in 152Gd

The reproduction of the article
"L. Knafla et al. Nucl. Instrum. Methods Phys. Res. A 1052, 168279 (2023)" [11]
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A R T I C L E I N F O
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A B S T R A C T

A 152Eu source was measured for 28 days using an experimental setup consisting of four LaBr3(Ce) detectors,
connected to a CAEN V1730 digitizer, implementing online interpolation constant fraction discrimination for
picosecond-precise timestamp determination. Using the definition of the time-walk curve, the lifetime of the
2+
1 (344 keV) state in 152Gd was re-measured, resulting in 𝜏(2+1 ) = 46.9(3) ps. Compared to the previously

adopted lifetime the uncertainty is reduced by an order of magnitude. This improved lifetime is of significant
importance for electronic fast-timing lifetime measurements, and the impact on the systematic correction
procedure and lifetime measurements in the low picosecond regime are discussed.

1. Introduction

Lifetimes of nuclear excited states are an important direct exper-
imental observable for nuclear structure physics. They can be used
to calculate absolute information about nuclear transition strengths
to probe the predictions of theoretical nuclear structure models. For
lifetime measurements in the range of several picoseconds to nanosec-
onds, electronic fast-timing methods, using ultra-fast LaBr3(Ce) timing
detectors, have been developed [1–3]. These methods are based on
measuring the time difference between a 𝛾 ray feeding a nuclear excited
state and its decaying transition, and then correcting for the combined
systematic influence of the measurement devices. Based on the centroid
shift method [4], the generalized centroid difference (GCD) [2] method
has been established for large-scale analog electronic fast-timing exper-
iments and serves as the state-of-the-art for these kinds of experiments.
This method was successfully applied for fission experiments, neutron
capture and fusion-evaporation reactions or decay studies, and a non-
exhaustive list of exemplary experiments and spectrometers is given by
Refs. [5–13].

With the rise of modern digitizers, implementing digital real-time
interpolating constant fraction discrimination for picosecond precise
timestamp determination [14], absolute time information is accessi-
ble. An intermediate approach, symmetrizing analog time difference
data to follow the same characteristics as the absolute digital time
information, was developed [3,14]. Effectively, the analysis of digital
fast-timing experiments is identical to the centroid shift method [4], but
with the advantages of well investigated and defined 𝛾 − 𝛾 time-walk
characteristics, applicable to large scale experiments.

∗ Corresponding author.
E-mail address: lknafla@ikp.uni-koeln.de (L. Knafla).

The calibration of the systematic time influences, identical for the
analog or digital approach, and labeled as prompt response difference
or time walk, respectively, is usually performed using different radioac-
tive sources with well known properties of excited states. Standing
out from several different sources, the isotope 152Eu is exceptionally
well suited for the systematic calibration (see Fig. 1). This source
decays via either 𝛽−- or electron-capture decay to 152Gd or 152Sm,
respectively, populating several excited states with, mostly, well known
lifetimes [15]. The emitted radiation covers a large span of energies
between 40 keV and 1408 keV, allowing for plenty of case studies
while using a single calibration source. This point is of relevance in the
context of experimental time constraints: each source has to be mea-
sured for a significant amount of time to gather sufficient statistics for
a well defined calibration of systematic timing influences. Performing
multiple source measurements might not be feasible in the allocated
experimental time window. Of course, having access to multiple high
statistics source measurements is usually the best preparation. Nev-
ertheless, well defined lifetime information of excited states for the
sources in question is crucial.

Most lifetimes of the excited states of interest, populated by the de-
cays of the 152Eu source are known with precision better than 1 ps [15],
with one notable exception: the current lifetime recommended in the
latest ENSDF evaluation suggest a lifetime for the 2+1 state in 152Gd of
𝜏 = 46.2(39) ps [15]. This comparatively large uncertainty of ≈ 4 ps
has a significant influence on the precision of the systematic time-walk
correction of the experimental setup in the energy range between 344–
1213 keV. Additionally, these large error bars lead to ill-defined data
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Fig. 1. Partial level scheme of 152Sm and 152Gd, populated in the electron-capture
decay and 𝛽−-decay of 152Eu, respectively. The widths of the transition arrows
corresponds to the intensity of the 𝛾 rays with respect to the 2+→0+ (344 keV) transition
in 152Gd [15]. The transitions marked in red are used as reference points for the
calibration of the time-walk curve (see text for details).

points for 𝛾 − 𝛾 cascades with respect to the 344 keV transition, usually
used for anchoring the whole time-walk calibration procedure [1,16].
Measuring the lifetime of the 2+1 state at 344 keV in 152Gd with
higher precision significantly improves the systematic correction for
electronic fast-timing experiments, and as a consequence will improve
the uncertainty of nearly all future fast-timing lifetime measurements.

In this work, we present a high-precision lifetime measurement
of the 2+1 state in 152Gd and discuss the impact of the newly mea-
sured lifetime on the systematic correction procedure for fast-timing
experiments.

2. Theory of electronic fast timing

The lifetime measurement in this work was performed with the cen-
troid shift method [4] using a digital electronic fast-timing setup. The
energy and absolute timestamp information is generated by the obser-
vation of the 𝛾 rays, populating and depopulating a state of interest, in
two different detectors and can be assembled as tuple [(E1, t1),( E2, t2)].
From these information a distribution 𝐷(𝑡) of the time differences can
be generated for a specific 𝛾 − 𝛾 cascade. Under the assumption of
no contribution from time-correlated Compton background the time
distribution 𝐷(𝑡) is defined as the convolution of the prompt-response
function (PRF) 𝑃 (𝑡) of the setup and an exponential decay [4]

𝐷(𝑡) = 𝑛𝜆∫
∞

−∞
𝑃 (𝑡′ − 𝑡0)𝑒−𝜆(𝑡−𝑡

′)𝑑𝑡′, 𝜆 = 1∕𝜏. (1)

The centroid, or first moment, of a time distribution 𝐷(𝑡) is shifted
by the mean lifetime 𝜏 from the energy dependent PRF [4]. Fol-
lowing the discussion in Refs. [3,14] the centroid 𝐶𝐷(𝐸1, 𝐸2) of the
time distribution 𝐷(𝑡), generated from the absolute time information
[(E1, t1), (E2, t2)], as provided by a full digital data acquisition system,
can be described as:

𝐶𝐷(𝐸1, 𝐸2) = 𝑡0 + 𝑇𝑊 (𝐸1, 𝐸2) + 𝜏. (2)

Here, 𝑡0 describes the zero time of the system, aligned as described
in Ref. [14] and 𝜏 is the mean lifetime of the intermediate state of a
𝛾 − 𝛾 cascade with energies 𝐸1 − 𝐸2. The energy dependent time-walk
characteristic of the system 𝑇𝑊 (𝐸1, 𝐸2) is described by the exemplary
function [1,3]:

𝑇𝑊 (𝐸𝛾 ) =
𝑎√

𝐸𝛾 + 𝑏
+ 𝑐𝐸𝛾 + 𝑑. (3)

This time-walk characteristic can be calibrated by using Eq. (2) and 𝛾−𝛾
cascades with well known lifetimes of intermediate states as provided
by e.g. a 152Eu source. This calibration procedure is identical to the
calibration procedure of the prompt response difference (PRD) required
for the GCD method [2] and is discussed in detail in Ref. [1]. The time-
walk curve 𝑇𝑊 (𝐸1, 𝐸2) is related to the PRD(𝐸1, 𝐸2) curve by [3,6]:

𝑇𝑊 (𝐸1, 𝐸2) = 𝑇𝑊 (𝐸1) − 𝑇𝑊 (𝐸2) = 𝑃𝑅𝐷(𝐸1, 𝐸2)∕2, (4)

and both 𝑇𝑊 and the PRD have the same general properties [1,3]. Most
importantly, the 𝑇𝑊 curve is mirror symmetric to an exchange of 𝐸1
and 𝐸2 [2,3]:

𝑇𝑊 (𝐸1, 𝐸2) = −𝑇𝑊 (𝐸2, 𝐸1), (5)

which implies that 𝑇𝑊 (E1, E2) vanishes if E1 = E2, providing an
additional calibration point [2,3]:

𝑇𝑊 (𝐸𝑥, 𝐸𝑥) = 0. (6)

It directly follows:

𝐶𝐷(𝐸𝑥, 𝐸𝑥) = 𝑡0 + 𝜏, (7)

for a time-walk curve calibrated in relation to a fixed ’reference energy’
𝐸ref , which is the energy of a transition, occurring in direct coincidence
to multiple 𝛾 rays with the same intermediate state. The full time-walk
curve for an experimental setup can be calibrated by measuring time-
walk data points according to Eq. (2), correcting for the lifetime of the
intermediate state, and aligning by using the property [1,3]:

𝑇𝑊 (𝐸𝛾 , 𝐸ref ,𝑖) = 𝑇𝑊 (𝐸𝛾 , 𝐸ref ,𝑗 ) + 𝑐𝑖𝑗 . (8)

The time-walk curves with respect to different fixed reference energies
are offset by a constant 𝑐𝑖𝑗 to each other. The decay of the 152Eu
source (Fig. 1) populates multiple excited states, with several transi-
tions feeding a state with a singular decay transition, providing multiple
calibration points with respect to a fixed reference energy. Considering
the level scheme displayed in Fig. 1: generating a time distribution with
each of the transitions feeding the 4+

1 (367 keV) state in 152Sm, and
fixing the 245 keV decaying transition as reference energy, allows to ex-
tract two data points 𝑇𝑊 (𝐸𝑖, 245 keV), with 𝐸𝑖 = [867 keV, 1213 keV],
according to Eq. (2), using the well known lifetime of the 4+

1 (367 keV)
state in 152Sm. An additional calibration point is defined by Eq. (6)
at the reference energy with 𝑇𝑊 (245 keV, 245 keV) = 0 ps. The
uncertainty of this data point is assumed to be defined by the statistical
information of the strongest cascade connecting the intermediate state,
and the uncertainty of its lifetime. The 𝑇𝑊 (𝐸𝛾 , 𝐸ref ) data points for
a given reference energy are shifted in parallel by a constant offset
with respect to the calibration points in dependence of a different
reference energy [1,3]. This way, a combined time-walk curve can be
generated by analyzing several 𝛾−𝛾 cascades with well known lifetimes
of intermediate states to gain different, reference energy (245, 344,
411, 444 keV) dependent, calibration points.

3. Experimental setup and data analysis

The lifetime of the 2+
1 state in 152Gd was measured using a simple

experimental setup consisting of four unshielded LaBr3(Ce) detectors
facing each other, similar to the setups described in Refs. [2,14,16].
The detectors anode output signal was connected to a CAEN V1730
digitizer [17] with picosecond-precise timestamp information provided
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by an implemented online interpolating constant fraction discrimina-
tion (CFD) algorithm. A detailed investigation of the interpolating CFD,
in the context of fast-timing lifetime measurements, is provided in
Ref. [14]. The voltages applied to the detectors were set to align the
amplitudes measured for the 344 keV 𝛾-ray transition in each detector.
A ≈320 kBq 152Eu source was placed in the center at approximately
3 cm distance from each detectors front face, and was measured for
28 days to gather sufficient statistics for accurate centroid determina-
tion in threefold coincidences. With the picosecond precise interpolated
timestamps and fast-response LaBr3(Ce) detectors the experimental
data could be sorted using a short 3 ns coincidence window [14].

Only detector pairs facing each other were used to extract tim-
ing information. Hence, in twofold coincidences all hits detected in
neighboring detectors were explicitly excluded in the offline analysis,
reducing the impact of scattered 𝛾 rays. In threefold coincidences the
neighboring detectors were used to apply an additional energy gate
and precisely select a 𝛾 − 𝛾 cascade of interest. All 𝛾 − 𝛾 cascades were
analyzed using threefold coincidences (see Fig. 1), whenever possible,
in contrast to the procedure in normal experiments where, due to time
constraints, twofold coincidences are used for time-walk calibration.
In the preparation of an in-beam experiment it is usually not possible
to measure a 152Eu source for a time period that allows to gather
enough statistics for threefold coincidences. Also, the low energy time
walk may change over the course of a long source measurement due
to degradation of the photo-multiplier tubes [16]. This problem is not
applicable to the present experiment, since the source measurement is
used for calibration and lifetime measurement at the same time.

Especially for the 411–344 keV cascade in 152Gd an additional
energy gate is of importance: after applying another gate on the 3−→

4+(367 keV) transition the peak-to-background ratio of the 411 keV
peak increases from 3.525(1) to 104.3(9). The other transitions with
respect to the reference energy of 344 keV can only be measured using
twofold coincidences. In Fig. 2 the gated energy spectra of the 779–
344 keV cascade and the resulting time distribution are shown. Both
peaks have excellent peak-to-background ratio. Still, the contribution
of the randomly correlated background, visible on both sides of the
time distribution shown in Fig. 2, was investigated by varying the gate
window in the energy spectrum and the integration range in the time
spectrum, and the effect on the final lifetime is negligible. Transitions
in coincidence with the reference energy 411 keV are measured with
an additional gate on the 2+ → 0+ (344 keV) transition. Cascades in
the 152Sm nucleus were selected by applying an additional energy gate
on the 40 keV X-ray emitted directly after the electron-capture decay
of 152Eu.

4. Lifetime measurement of the 344 keV 2+𝟏 state in 152Gd

The lifetime measurement procedure used in this work is based on
the properties of the time-walk curve. Assuming the situation given for
the 2+

1 (344 keV) state of interest in 152Gd (see Fig. 1): an excited state
with one decaying transition with energy 𝐸ref , populated by multiple
different transitions with energies 𝐸𝛾,𝑖. Then, according to Eq. (2), and
𝑡0 = 0, it directly concludes, that the position of the measured centroids
𝐶𝐷,𝑖(𝐸𝛾,𝑖, 𝐸ref ) follows the trend of the time-walk curve, only offset by
the lifetime 𝜏 of the intermediate state. If the full 𝐶𝐷(𝐸𝛾 , 344 keV) curve,
with respect to the 344 keV transition as reference energy, is known,
the lifetime of the 344 keV state is directly defined according to Eq. (7)
with 𝐶𝐷(344 keV, 344 keV) = 𝜏(344 keV).

Consequently, the lifetime measurement of the 2+
1 state is straight

forward: the centroid differences 𝐶𝐷(𝐸𝛾,𝑖, 344 keV) are measured for the
411–344, 779–344 and 1090–344 keV cascades, and the resulting data
points are fitted with a function according to Eq. (3), but without the
𝑐𝐸𝛾 term, due to lack of degrees of freedom for higher order terms. The
next set of data points is generated from cascades with reference energy
245 keV. This time the 𝑇𝑊 (𝐸𝛾 , 245 keV) values for the 1213–245 keV
and 867–245 keV cascades are calculated according to Eq. (2), using the

Fig. 2. Excerpt of the gated energy spectrum after applying a gate on the (a)
3−1 → 2+1 (779 keV) transition or (b) 2+1 → 0+1 (344 keV) transition. Energy gates used
for the generation of the time distribution are marked by the dashed lines and the
corresponding peak-to-background ratios are shown. (c) Exemplary time distribution of
the 779–344 keV cascade in 152Gd with the system 𝑡0 (black) and centroid 𝐶𝐷(779 keV,
344 keV) denoted by the dashed red line. The time distribution contains 4.2⋅107 counts.
The contribution of the background was investigated and found to be negligible. Note
the logarithmic scale of the 𝑦-axis.

well known lifetime of the 4+ state in 152Sm [15]. An additional data
point is given by Eq. (6) as 𝑇𝑊 (245 keV, 245 keV) = 0 ps. Resulting
from Eq. (2) the 𝑇𝑊 and 𝐶𝐷 curves are of exactly the same shape,
and the 𝑇𝑊 (𝐸𝛾 , 245 keV) data points are shifted to have the value
extracted from the 867–245 keV cascade align with the previous fit.
Again a fit according to the full function given in Eq. (3) is performed,
including the additional data points. This procedure is repeated for
the 411 keV and 444 keV reference energies, the corresponding 367–
411 keV, 679–411 keV and 444–964 keV cascades with known lifetimes
of their intermediate states and including the additional data points
from Eq. (6). The complete 𝐶𝐷(𝐸𝛾 , 344 keV) curve with all aligned data
points is shown in Fig. 3. The lifetime of the 2+

1 (344 keV) state now
follows directly from the final fit function according to Eq. (7):

𝐶𝐷(344 keV, 344 keV) = 𝜏(344 keV) = 46.9(3) ps. (9)

The uncertainty of the lifetime is extracted from the 1𝜎 standard uncer-
tainty of the fitting procedure. This way the lifetime of the 2+

1 (344 keV)
state in 152Gd is extracted from the same data set that is used for the
correction of the energy dependent system timing properties.

Calibrating the 𝐶𝐷 curve as outlined above, but without using the
data points with respect to the 4+1 → 2+1 (411 keV) transition as refer-
ence energy, allows to independently derive the time-walk information
for the 3−1 → 4+1 → 2+1 (367–411 keV) and 3+1 → 4+1 → 2+1 (679–
411 keV) cascades, and to re-measure the lifetime of the 4+1 state
in 152Gd as a consistency check. Using Eq. (2) the resulting lifetime
amounts to 𝜏 = 10.5(7) ps and 𝜏 = 10.4(9) ps, respectively. These results
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Fig. 3. (a) Combined 𝐶𝐷(𝐸𝛾 , 344 keV) curve with respect to the reference energy
344 keV. The experimental data points (red) are extracted from time distributions
generated for different cascades 𝐸𝛾 -344. Data points of the time-walk curve are
extracted for cascades with respect to reference energies 245, 411 and 444 keV and
shifted to the 𝐶𝐷(𝐸𝛾 , 344 keV) curve. For details see text. The final fit of the curve
is depicted in gray and the lifetime of the 344 keV state is directly extracted at
𝐶𝐷(344 keV, 344 keV) and corresponds to 𝜏(344 keV) = 46.9(3) ps. (b) Fit residuals
of the 𝐶𝐷(𝐸𝛾 , 344 keV) curve. The 1𝜎 uncertainty band is plotted in (red) and the
uncertainty at 344 keV corresponds to 1𝜎(344) = 0.3 ps.

are in excellent agreement with the lifetime of 𝜏4+1 = 10.5(6) [15],
recommended in the latest ENSDF evaluation.

5. Implications for the uncertainty of time-walk curves

To investigate the impact of the new lifetime on the time-walk
correction the full experimental data set was used to generate two time-
walk curves according to the procedure outlined above, but differing in
the choice of the lifetime of the 2+1 (344 keV) state in 152Gd. One curve
was generated with the adopted lifetime of 𝜏(2+1 ) = 46.2(39) ps [15]
and the second time-walk curve was calibrated using the new lifetime
of 𝜏(2+1 ) = 46.9(3) ps. To quantify the impact of the new lifetime
the uncertainty 𝜎 𝑇𝑊 (𝐸1, 𝐸2), according to standard propagation of
uncertainties, is calculated for each energy combination 𝐸1−𝐸2 within
the range 245–1213 keV for both time-walk curves, and the ratio
of 𝜎 𝑇𝑊𝜏(2+1 )=46.9(3)ps∕𝜎 𝑇𝑊𝜏(2+1 )=46.2(39)ps is calculated. As shown in
Fig. 4, using the new lifetime for the time-walk calibration proce-
dure reduces the uncertainty of the time-walk curve in the energy
range 344–1213 keV by 30%–50%. This is especially significant for
lifetimes close to the lower limit of applicability (≈5 ps [1]) for the
electronic fast-timing method. At best, implying vanishing contribution
of statistical uncertainty and a well defined time walk or PRD curve,
the contribution of the energy-dependent systematic correction to the
uncertainty of the final lifetime amounts to 1.5–3 ps [9,13,18,19].
Reducing this contribution by up to 50%, lifetimes of about 2–3 ps
become precisely accessible using electronic fast-timing. Of course, the
relative enhancement depends on the specific experimental conditions,
but still, the precision of all time-walk and prompt response difference
curves will be improved.

Further, for time-walk curves with a small maximum range, as
e.g. presented in Fig. 3, with a range of the time-walk curve of about
12 ps, it is necessary to have a well defined lifetime of the 2+1 (344 keV)
state in 152Gd to perform a proper calibration of the full time-walk

Fig. 4. Relative improvement of the uncertainty of the time-walk curve using the newly
measured lifetime of 46.9(3) ps in comparison to the adopted value of 46.2(39) ps [15].
The time-walk curves 𝑇𝑊 (𝐸1 , 𝐸2)𝜏 are calculated with the index 𝜏 indicating the
lifetime of the 2+

1 state in 152Gd that was used for the calibration procedure. For both
time-walk curves, with 𝜏 = 46.2(39) and 𝜏 = 46.9(3), the uncertainty for each energy
combination 𝐸1−𝐸2 is calculated according to standard propagation of uncertainty and
the 1𝜎 fit uncertainties. The ratio of both uncertainty surfaces is shown in the figure as
𝜎 𝑇𝑊𝜏(2+1 )=46.9(3)ps∕𝜎 𝑇𝑊𝜏(2+1 )=46.2(39)ps. By using the new lifetime for the 𝑇𝑊 calibration
procedure, the uncertainty of the time-walk curve is significantly reduced in the range
of 344–1213 keV.

curve. The cascades in coincidence to the 344 keV transition are usually
used as anchor points for the whole time-walk calibration procedure.
Especially, the 779–344 keV cascade provides the most precise time
difference information, due to high population and its well isolated
peaks in the energy spectrum. Even for short calibration measurements
of 1–2 days the statistical uncertainty of the time-difference centroid
position of the 779–344 keV cascade is usually less than 0.4 ps. With the
currently adopted uncertainty of the 2+1 lifetime of 3.9 ps [15], a third of
the full range of the present time-walk curve, these advantages vanish
due to the dominance of the lifetimes uncertainty on the combined
uncertainty of the time-walk data points.

6. Conclusion

A ≈320 kBq 152Eu source was measured for 28 days using an ex-
perimental setup of four LaBr3(Ce) scintillation detectors connected to
a CAEN V1730 digitizer. The lifetime of the 2+

1 (344 keV) state in 152Gd
was re-measured and amounts to 𝜏(2+1 ) = 46.9(3). In comparison to the
lifetime of the 2+

1 state recommended by the latest ENSDF evaluation
(𝜏 = 46.2(3.9) [15]), the uncertainty of the lifetime was reduced by
an order of magnitude. As consequence, using the new lifetime for the
calibration of the energy-dependent systematic correction procedure
for electronic fast-timing experiments, the impact of the experimental
systematics on the uncertainty of the measured lifetimes is significantly
reduced. Further, for time-walk curves with small maximum range,
as common for modern digitizers [14], the strong 𝛾 − 𝛾 cascades
with respect to the 344 keV transition can be used to extract well-
defined and precise time-walk calibration points. The quality of the C𝐷

curve shown in Fig. 3, identical to the corresponding time-walk curve,
suggests the possibility to precisely measure future lifetimes down to a
lower limit of about 2–3 ps using the fast-timing technique.
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A B S T R A C T

A new method for 𝛾–𝛾 angular correlation analysis using a symmetric ring of HPGe clover detectors is
presented. Pairwise combinations of individual crystals are grouped based on the geometric properties of
the spectrometer, constrained by a single variable parameterization based on symmetry considerations.
The corresponding effective interaction angles between crystal pairs, as well as the attenuation coefficients
are extracted directly from the measured experimental data. Angular correlation coefficients, parameter
uncertainties and parameter co-variances are derived using a Monte-Carlo approach, considering all sources
of statistical uncertainty. The general applicability of this approach is demonstrated by reproducing known
multipole mixing ratios in 177Hf, 152Gd and 116Sn, populated by either 𝛽-decay or (n, 𝛾)-reactions, measured
at the Institut Laue-Langevin, using the EXILL&FATIMA spectrometer and different configurations of the
FIPPS instrument. The derived mixing ratios are in excellent agreement with adopted literature values with
comparable or better precision.

1. Introduction

A quantitative verification of theoretical nuclear models is often
dependent on a comparison to the experimentally derived properties
of nuclear excited states. They are defined by their excitation energy,
spin, parity, lifetime and the 𝛾-ray transitions connecting separate
states. Information on the underlying nuclear structure is derived in
dependence of the lifetime dependent transition rates between excited
states, distributed on possible decay branches. For a transition between
two excited states, that may occur by the emission of a 𝛾 ray with
different allowed multipolarities 𝐿 and 𝐿 + 1, the mixing ratio 𝛿 is
defined as the ratio of the corresponding matrix elements [1]:

𝛿 =
⟨‖𝐿 + 1‖⟩
⟨‖𝐿‖⟩ . (1)

A model independent comparison of a 𝛾-ray transition between two
particular nuclear states, is given by the reduced transition probability.
It is derived from the mean lifetime of the state, the intensity of the
particular decay branch, accounting for internal conversion effects,
the energy of the 𝛾 ray, the spin dependent multipolarities of the
transition and the corresponding multipolarity mixing ratio 𝛿. The spin
assignment of excited states and the measurement of mixing ratios can
be performed by directional correlation experiments, which are based
on a correlation between the direction of emission of consecutive 𝛾

∗ Corresponding author.
E-mail address: lknafla@ikp.uni-koeln.de (L. Knafla).

rays [2]. An extensive overview of the historical development, and in
depth discussion of the theory of angular correlation analysis is given
in Refs. [3–6]. In principle this method is straightforward in its appli-
cation, but as for any experiment, the influence of the measurement
device needs to be accounted for. Asymmetric distribution of detec-
tors, intrinsic properties and finite dimensions of detectors affect the
measured correlations. For simple detector geometries the effect of the
detector dimension can be calculated in advance [4,7]. For spectrom-
eter consisting of high-purity germanium (HPGe) clover detectors [8],
achieving a fine granularity of the angular dependence, GEANT4 [9]
based angular correlation analysis procedures have been proposed to
account for experimental influences. In principle these procedures are
based on a full simulation of the corresponding spectrometer and all
relevant physics effects, which are then matched to the measured
experimental data. In Ref. [10] this powerful approach is elaborately
discussed for the GRIFFIN spectrometer, consisting of up to 16 HPGe
clover detectors. Further, the simulation based analysis procedure using
a segmented clover detector in a compact geometry, providing up to
140 unique measuring angles, is discussed in Ref. [11]. Using state-of-
the-art GEANT4 simulations allows to perform high precision angular
correlation analysis.

In this article we propose a new analysis procedure to derive all in-
formation required for precise 𝛾–𝛾 angular correlation analysis directly
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from the measured experimental data. No detailed simulations of the
experimental environment are required.

The procedure is developed for an arbitrary spectrometer consisting
of eight HPGe clover detectors mounted in a symmetric ring around
the target position, but should be adaptable for a full rhombicuboc-
tahedron geometry of identical clover detectors. With a single-value
parameterization for a full description of each clover crystals effective
interaction axis, all the effective interaction angles between all crystal–
crystal combinations are derived directly from the data, constrained by
symmetry considerations. Following an approximation of crystal front
faces, the deviation from the effective interaction axis is derived and
used for the calculation of attenuation effects. Hence, all information
about the effective angular groups and attenuation coefficients are
defined by a single control parameter that is directly extracted from the
experimental data. By extracting all information required for angular
correlation analysis from the measured data the need for detailed
simulations of the experimental setup is circumvented. The calculation
of final angular correlation coefficients, parameter uncertainties and
parameter co-variances is performed by using a Monte-Carlo approach,
accounting for all sources of statistical uncertainty. Mixing ratios are
derived from standard minimization procedure, accounting for the full
statistic. The general applicability of this approach is demonstrated by
deriving well known mixing ratios from the nuclei 177Hf, 152Gd and
116Sn, populated by either 𝛽-decay or (n, 𝛾)-reactions, measured using
different spectrometers.

In Section 2 a brief introduction in the theory of angular correlation
analysis is given, summarizing all equations required for the imple-
mentation of this method. Following, the different experiments used
for the analysis as well as the data analysis procedure are described
in Section 3. The fundamentals of the new method are discussed in
Section 4 with a focus on the single observable parameterization and
uncertainty calculation. Following the introduction of the method its
applicability is demonstrated in Section 5, using different independent
examples. A closing discussion and conclusion is given in Section 6 and
Section 7, respectively.

2. Basic principles of 𝜸–𝜸 angular correlation theory

Excited nuclear states, populated in capture of unpolarized thermal
neutrons or 𝛽- or electron capture decays, in general do not yield a
preferred orientation and the emission of 𝛾 rays follows an isotropic
pattern. In a 𝛾–𝛾 cascade of consecutive 𝛾-rays, the measurement of the
first 𝛾 ray, emitted from an unaligned state, leads to an alignment of the
intermediate state and the second 𝛾 ray is emitted at a relative angle
𝜃, with respect to the quantization axis, following a specific probability
distribution 𝑊 (𝜃) [5]:

𝑊 (𝜃) =
∑
𝑘

A𝑘𝑃𝑘(cos 𝜃), 0 ≤ 𝑘 ≤ min(2𝐽2, 𝐿1 + 𝐿′
1, 𝐿2 + 𝐿′

2) (2)

Here, 𝑃𝑘(cos 𝜃) are the Legendre polynomials and A𝑘 describes the
properties of the observed 𝛾 rays. For such a two-step cascade of
consecutive 𝛾 rays, the formalism of angular correlations is defined in
dependency of the spins of the three states involved, as well as the
possible multipolarities of the 𝛾 rays connecting those states. The spin
of the first excited level is denoted by 𝐽1, the spin of the intermediate
state denoted by 𝐽2 and the spin of the final level denoted by 𝐽3.
Considering only the two lowest-order multipolarities allowed by the
selection rules, the multipolarities of the transition between states one
and two are denoted as 𝐿1 and 𝐿′

1 (= 𝐿1 + 1), and the multipolarities
of the second 𝛾 ray are denoted as 𝐿2 and 𝐿′

2 (= 𝐿2 + 1).
From a theoretical point of view, further effects influence the an-

gular correlation distribution, and can be accounted for as factors in
Eq. (2). A deorientation effect is caused by any unobserved interme-
diate transition, and usually is described by a factor 𝑈𝑘. The initial
orientation of a nuclear state is specified by the orientation parameter
𝐵𝑘. The interaction of a relatively long-lived intermediate state with
extranuclear fields causes an attenuation of the angular correlation,

and is accounted for by a factor 𝐺𝑘(𝑡′), where 𝑡′ is the time difference
between populating and depopulating transition. In this analysis only
two-step cascades will be investigated and the 𝑈𝑘 factor is neglected. All
excited states of nuclei investigated in this work are populated either
following a 𝛽-decay, without observing the 𝛽-particle, or after neutron
capture in a randomly orientated sample and, therefore, no initial ori-
entation is defined and, hence, 𝐵𝑘 equals one. Only angular correlations
with relatively short-lived intermediate states, with lifetimes less than
100 ps, are investigated in this work. These short lifetimes (i.e. small
𝑡′) and the absence of ferromagnetic matrices with potentially high
hyperfine fields assures that perturbations of the angular correlations
(i.e. the factor 𝐺𝑘) can be neglected [3,5,6,12].

For equal population of magnetic substates, the odd-𝑘 terms in the
angular correlation function vanish [5]. Truncating Eq. (2), considering
only 𝐿 = 1, 2 transitions, the angular correlation function can then be
written as
𝑊 (𝜃) =

∑
𝑘=0,2,4

A𝑘𝑃𝑘(cos 𝜃)

= A0[1 + 𝑎2𝑃2(cos 𝜃) + 𝑎4𝑃4(cos 𝜃)],
(3)

with 𝑎𝑘 = A𝑘∕A0. The angular correlation coefficients 𝑎𝑘 are given by

𝑎𝑘 = 𝐵𝑘(𝛾1)𝐴𝑘(𝛾2), (4)

with the parameters 𝐵𝑘(𝛾1) and 𝐴𝑘(𝛾2) as defined in the Krane and
Steffen convention [1,13]:

𝐵𝑘(𝛾1) =

𝐹𝑘(𝐿1𝐿1𝐽1𝐽2) + (−)𝐿1+𝐿′
12𝛿1𝐹𝑘(𝐿1𝐿′

1𝐽1𝐽2) + 𝛿21𝐹𝑘(𝐿′
1𝐿

′
1𝐽1𝐽2)

1 + 𝛿21
(5)

𝐴𝑘(𝛾2) =
𝐹𝑘(𝐿2𝐿2𝐽3𝐽2) + 2𝛿2𝐹𝑘(𝐿2𝐿′

2𝐽3𝐽2) + 𝛿22𝐹𝑘(𝐿′
2𝐿

′
2𝐽3𝐽2)

1 + 𝛿22
, (6)

using the 𝐹𝑘-coefficients from Ref. [14]. The 𝛾–𝛾 angular correlation is
entirely defined if all spins, multipolarities and mixing ratios 𝛿 of the
𝛾–𝛾 cascade are known. Conversely, with full knowledge of the angular
correlation, the corresponding mixing ratios 𝛿 are exactly defined and
can be derived from the experimental data.

In experimental circumstances, the measured angular correlation is
affected by different experimental factors and the angular correlation
coefficients, extracted from a direct fit to the experimental data, do
not reflect the underlying physics. Most notably, the detectors have a
finite opening angle and the angular difference between crystal pairs
is not well defined. This effect leads to an attenuation of the angular
correlation and can be explicitly calculated for a given detector shape,
distance to the target and energy of the interacting 𝛾-ray, and can be
considered as a geometric correction factor 𝑞𝑘 [4,7]. The attenuated
angular correlation function is then given by:

𝑊 (𝜃) = A0[1 +
∑
𝑘=2,4

𝑞𝑘𝑎𝑘𝑃𝑘(cos 𝜃)]. (7)

The attenuation coefficients 𝑞𝑘 can e.g. be calculated according to
Rose [4], assuming the detectors as circular cylinders with similar
efficiency and the front pointing towards the focus of the spectrometer.
For a 𝛾–𝛾 correlation, with each 𝛾 ray detected in a separate but
comparable crystal, the attenuation coefficients are defined as [4]:

𝑞𝑘 = (𝐽𝑘∕𝐽0)2,with 𝐽𝑘 = ∫
𝛼

0
𝑃𝑘(cos 𝛽)(1 − 𝑒−𝜏𝑥(𝛽)) sin(𝛽)𝑑𝛽. (8)

Here, 𝑃𝑘 are again the Legendre polynomials. The angle between the
crystals symmetry axis and the propagation direction of the 𝛾 ray is
denoted as 𝛽, with the maximum deviation angle denoted by 𝛼. For
similar efficiencies and full absorption (𝜏𝑥(𝛽) → ∞) [4], (𝐽𝑘∕𝐽0)2 can
be rewritten as

𝑞𝑘 = (𝐽𝑘∕𝐽0)2 =

[∫ 1
cos 𝛼 𝑃𝑘(𝑥)𝑑𝑥

]2
[∫ 1

cos 𝛼 𝑃0(𝑥)𝑑𝑥
]2 , (9)
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Fig. 1. Schematic drawing of the spectrometer geometry consisting of eight HPGe
clover detectors, mounted in a ring around the target position. The orientation of
the Cartesian coordinate system with respect to the spectrometer is denoted, with the
beam in 𝑧-direction shown in red. The distance between target and detector front face
is defined as 𝐷 and the displacement in 𝑥–𝑧 coordinates is described by the parameter
𝑑𝑐 . For details see text.

calculated explicitly for 𝑘 = 2,4 this yields

𝑞2 =

[
cos 𝛼
2 (1 − cos2 𝛼)

]2

[1 − cos 𝛼]2

𝑞4 =

[
1
8 (−3 cos 𝛼 + 10 cos3 𝛼 − 7 cos5 𝛼)

]2

[1 − cos 𝛼]2
.

(10)

In this notation, assuming the full absorption of the 𝛾 ray, the atten-
uation is only dependent on the symmetry axis of the crystal and the
maximum relative deviation under which a 𝛾 ray can still be detected.

3. Experimental details and data analysis

The data used for the development and testing of the analysis
method presented in this work were measured using the
EXILL&FATIMA (acronym for EXOGAM at ILL & fast-timing-array)
spectrometer [15,16] and FIPPS (FIssion Product Prompt 𝛾-ray Spec-
trometer) [17]. With the FIPPS instrument being the successor of the
EXILL&FATIMA spectrometer, both follow the same design: the central
detector array of the spectrometer consists of a ring of eight HPGe
clover detectors, mounted perpendicular to the beam axis. Assuming
a Cartesian coordinate system the beam axis corresponds to the 𝑧-axis
and the clover detectors are mounted in the 𝑥–𝑦 plane. The axes passing
from the target position and center of the different clovers are spaced
by 45◦. A schematic drawing of the spectrometer geometry is shown
in Fig. 1. All experiments investigated in this work were performed
in the fast-timing configuration. This implies that a set of 16 LaBr3
detectors were mounted, with eight each in forward and backward
direction. These auxiliary detectors are neither considered in this work,
nor do they influence the results of the angular correlation analysis.
With each clover consisting of four independent HPGe crystals there
are a total of 32 crystals that can be combined in 496 crystal–crystal
combinations (ignoring the theoretical 0◦ angular group where both 𝛾-
rays are detected in the same crystal). In this work the crystal–crystal
combination (𝑖𝑗) is treated equivalent to the combination (𝑗𝑖), since,
due to the symmetry of the spectrometer, the corresponding angular
difference between these combinations is identical. The correction of
possible differences in efficiency will be discussed at a later point. Based
on geometrical considerations all crystal–crystal combinations can be
grouped in 23 different angular groups, ranging from approximately
20◦ to 180◦. From a geometrical point of view, the angle of these groups

Table 1
Example of geometric angular groups, calculated for the FIPPS detectors assuming
a target to detector distance of 139.5 mm (𝐷) and crystal width of 50 mm, before
tapering, with center point of the crystal displaced by 25 mm (𝑑𝑐 ) in x and z direction
from the detector center point. The angles marked with an asterisk correspond to the
in-detector crystal–crystal combinations and are not used in the analysis due to high
scattering, distorting the measured intensities.

Angle [◦] # Combinations Angle [◦] # Combinations

20.01∗ 32 107.85 16
24.30 16 111.53 16
28.44∗ 16 112.01 16
31.67 16 115.79 16
44.28 32 130.96 32
49.04 32 135.72 32
64.21 16 148.33 16
67.99 16 151.56 16
68.47 16 155.70 16
72.15 16 159.99 32
88.27 32 180.00 16
91.73 32

can be defined as the angle between the vectors pointing from the target
position to the geometric center points of the HPGe crystal fronts. But
this does not take into account the energy dependence of the 𝛾-ray
interaction depth and the tapering of the HPGe clover crystals. This
point will be revisited in the later discussion. An example of geometric
angular differences between crystals, calculated for the FIPPS detectors
is listed in Table 1. The HPGe crystals of the FIPPS clover detectors have
dimensions of 50 mm diameter and 80 mm length before tapering [17]
and for this example the front face of the detectors is assumed to
be at a distance of 139.5 mm, which is a realistic assumption for
the FIPPS configuration equipped with additional BGO shields. Note,
that the angles given in Table 1 are to be understood as an example
following from geometrical considerations of the crystal properties and
do not take into account the tapering. The effective interaction angles
between crystal combinations are explicitly extracted for every 𝛾–𝛾
angular correlation, as will be explained in Section 4.

3.1. Data preparation and sorting

The experimental data for the different experiments were measured
in trigger-less acquisition mode and the analysis was performed with
the analysis code SOCOv2 [18]. After performing energy calibrations
of the different channels and correcting for possible gain drifts, the
data are sorted with a coincidence time window of 1.6 μs. Events were
declared as valid if at least two HPGe crystals were hit within the time
frame defined by the coincidence window. Events registered with a
time difference of less than 100 ns between the triggering hit and a
consecutive hit are defined as prompt and used for the 𝛾–𝛾 angular
correlation analysis.

Considering only events with a large time difference (> 600 ns)
between the first and consecutive hits, randomly distributed data is
generated, destroying all directional correlations between coincidences.
This random data is used for the correction of differences in coincidence
efficiency per angular group, as well as for a standard correction of
random coincidences.

The data are sorted into 𝛾–𝛾 coincidence matrices based on the
geometric angular difference of the crystal–crystal combinations. The
effective angular difference of each angular group will be derived
at a later point, but the corresponding angular difference does not
affect the geometry based grouping. Thus, all possible crystal–crystal
combinations are sorted into 23 different angular groups (labeled 𝑖).

The 𝛾–𝛾 angular correlations are created by placing an energy gate
in the prompt angular matrices and integrating the volume of the re-
sulting peak in the coincidence spectrum, using statistical uncertainties.
The full width of the peaks is used as energy gate and integration
limits. The resulting peak intensities are corrected to account for the

3
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Fig. 2. Demonstration of the efficiency correction procedure for the 19/2+ → 15∕2+ →

11∕2+ (378–282 keV) angular correlation in 177Hf from the EXILL&FATIMA data set.
In (a) the relative intensities of the 282 keV and 378 keV peaks determined from the
uncorrelated data set are shown. For a better visualization the shown data points are
normalized by a factor of 23300 for the 282 keV data and normalized by a factor of
42000 for the 378 keV data. In (b) the 378–282 keV angular correlation before and after
the efficiency correction procedure is shown. The correlations are reduced by a factor
of 104000. The isotropy in (a) and the anisotropy in (b) are clearly distinguishable.

different amount of possible crystal–crystal combinations per angular
group. Here, the intensities measured for the angular groups with 32
combinations are reduced by a factor of two.

3.2. Efficiency correction

Still, the measured intensities are affected by the coincidence ef-
ficiency of all crystal–crystal combinations of each angular group.
To save the troubles of deriving the 𝛾–𝛾 coincidence efficiency of
every crystal–crystal combination separately, the combined relative
coincidence efficiency of each angular group is derived. The approach
is similar to the methods outlined in [10,11]: the experimental data
are used to derive a randomly correlated data set, breaking all true
correlations in the process, sort the data into the angular groups and
derive the relative efficiencies from the peak intensities at the energies
of the 𝛾–𝛾 cascade of interest. The random data are produced by
enforcing a significant time difference between the first and consecutive
detected hits while building the coincidence matrix for each angular
group. This way it is ensured, that matrices of the angular groups are
filled by sufficient uncorrelated data. From the angular matrices filled
with uncorrelated random data, the peak intensities for both relevant
energies are derived for each angular group.

The efficiency corrected experimental angular correlation
𝑁(𝜃𝑖, 𝐸1, 𝐸2) is then calculated from the directly measured 𝛾–𝛾 coin-
cidence intensities �̃�(𝜃𝑖, 𝐸1, 𝐸2) by correcting for the energy dependent
relative efficiency 𝜖(𝜃𝑖, 𝐸) [19]:

𝑁(𝜃𝑖, 𝐸1, 𝐸2) =
�̃�(𝜃𝑖, 𝐸1, 𝐸2)

𝜖(𝜃𝑖, 𝐸1)𝜖(𝜃𝑖, 𝐸2)
. (11)

Fig. 3. (a) Approximation of clover front face and parameterization of the individual
crystal positions of an exemplary detector at 0◦, defined as above the target position.
The distance parameter 𝐷 defines the distance between focus and center of the clover
detector and the displacement parameter 𝑑𝑐 describes the distance of the crystal center
in 𝑥 or 𝑧 coordinates from the center. (b) Approximation of the maximum deviation
angle 𝛼 from the effective interaction axis of the individual clover crystals. For details
see text.

This efficiency correction is performed using a Monte-Carlo approach:
assuming normal distributed statistical uncertainty, a random subset of
intensities per angular group is drawn from the measured coincidence
intensities �̃�𝑖(𝜃𝑖, 𝐸1, 𝐸2). In the same way, a random subset of inten-
sities per angular group is drawn from each set of uncorrelated peak
intensities. For both energies, the corresponding subset of uncorrelated
intensities is normalized to the average of the random set, yielding
the relative efficiencies 𝜖(𝜃𝑖, 𝐸). The efficiency corrected angular cor-
relation 𝑁(𝜃𝑖, 𝐸1, 𝐸2) is then calculated according to Eq. (11). This
process is repeated with one million independent random sets and the
final data points and their uncertainties are calculated as mean and
standard deviation of the resulting distributions. In Fig. 2 the efficiency
correction procedure is exemplary shown for the 19/2+ → 15∕2+ →

11∕2+ (378–282 keV) cascade in 177Hf. As shown in Fig. 2, the expected
isotropy of the random distributed data can clearly be distinguished
from the anisotropy of the 𝛾–𝛾 angular correlation. Comparing the
spread of the data before and after the efficiency correction procedure
shows a significantly smoother behavior of the data, especially notable
on the left hand side of Fig. 2(b). Due to the strong symmetry of the
setup, each crystal occurs uniformly in every angular group. Thus,
effects related to e.g. energy-dependent efficiency, dead-time or small
geometric irregularities affects all groups equally and can be corrected
in the presented manner. At this point, the measured experimental
distribution is corrected for differences in efficiency and systematic
contributions to the measured intensities.

4. Theory and application

To extract angular correlation coefficients from the measured inten-
sity distributions an exact definition of the angular difference between
the crystal–crystal combinations, as well as the effect of finite detector
size, is required. These values could directly be calculated based on
the crystal or detector properties, but this approach is impeded by the
tapered front of the clover crystals and the energy dependence of the
𝛾-ray interaction depth. Using the method outlined below, a description
of the effective 𝛾-ray interaction points of the crystals is extracted
directly from the data, constrained by symmetry considerations. Thus,
effective angular differences between crystal pairs can be derived and
the maximum interaction angle of the 𝛾 rays approximated. The basis
of this approach is to use the geometric symmetry of the spectrometer
to define a single variable parameterization of all effective detector
positions and derive all other quantities from there.
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4.1. Deriving angular groups and attenuation coefficients directly from the
data

Assuming an experimental setup consisting of eight nearly identical
clover detectors, mounted at equal distance, perpendicular to the beam
axis, with the geometric center point of the clover detectors located at
0◦, 45◦, . . . , 315◦ (see Fig. 1), then, the center point of each individual
crystals front face can simply be parameterized relative to the vector
pointing to the center of the detector front. In a three dimensional
Cartesian system, with the origin at the target position (focus of the
spectrometer) and the beam axis corresponding to the 𝑧-direction, the
vector pointing to the center of the clover located above the beam
line can be defined as (0, 𝐷, 0), with 𝐷 the distance between target
position and center of the clover detectors front face. The center of
an individual crystal of this clover detector can then be defined with
a displacement parameter 𝑑𝑐 , that describes an offset in the 𝑥 and 𝑧
coordinates, away from the center of the clover detector. The schematic
of this parameterization is displayed in Fig. 3(a). Thus, defining the
clover detector above the beam-line to be located at zero degree, the
vectors pointing from the focus towards the center of each crystal of
the zero degree clover are easily characterized:

Crystal 0: (𝑑𝑐 , 𝐷, 𝑑𝑐 )
Crystal 1: (𝑑𝑐 , 𝐷,−𝑑𝑐 )
Crystal 2: (−𝑑𝑐 , 𝐷,−𝑑𝑐 )
Crystal 3: (−𝑑𝑐 , 𝐷, 𝑑𝑐 ).

(12)

Of course, the exact definition and signs are based on the actual ex-
perimental conditions. We note that the detector description shown in
Fig. 3 resembles an approximation of the clover detectors and the shape
of its crystals. Usually, clover crystals are best described by a squared
front face with slightly rounded edges, resulting in a hole in the center
of the detector [8], which is neglected in this approximation. While
this description generally holds, the exact details may vary between
detector designs, as shown for the clover detectors in Refs. [20,21].
Still, we demonstrate that the approximation outlined here is sufficient
for high-precision 𝛾–𝛾 angular correlation analysis.

With every crystal position of the 0◦-clover detector fixed by a vec-
tor pointing towards the center of their front faces, all crystal positions
of each other clover detector are directly defined by a 45◦, 90◦, . . . ,
315◦ rotation around the 𝑧-axis. This way, the vectors pointing to the
center points of each HPGe crystal front are defined by the two parame-
ters 𝑑𝑐 and 𝐷 and a fixed rotational matrix. With a full parameterization
of every crystal position completed, the angular differences between
crystal pairs, and thus angular groups, are trivially calculated from
the angle between vectors pointing to the crystal centers. Excluding 𝐷
from the expression in Eq. (12) and using the definition of the angle
between vectors, it immediately follows that all angular groups are
only dependent on the ratio 𝑑𝑐∕𝐷. Constrained by the symmetry of the
spectrometer, a full set of angular groups can be directly calculated
from a single parameter 𝑑𝑐∕𝐷.

The 𝛾–𝛾 angular correlation is exactly defined in dependence of
all spins, multipolarities and mixing ratios involved in the cascade of
interest. It is then reasonable to assume, that there exists one set of
angular groups with the smallest deviation between experimental data
points and Eq. (3), without placing any restriction on the 𝑎𝑘 parameters.
The set of angular groups, in dependence on the 𝑑𝑐∕𝐷 parameterization,
minimizing the experimental 𝛾–𝛾 angular correlation distribution, is
interpreted to consist of the effective interaction angles. These are
assumed to be the angles between the vectors pointing towards the
effective, or average, 𝛾-ray interaction points of each crystal. This
implies that the energy dependence of the 𝛾-ray interaction in the
crystal matter is taken into account. Additionally, the vectors pointing
towards the effective interaction points can be treated as the dominant
𝛾-ray interaction axes in the crystals, with respect to the 𝛾–𝛾 cascade
of interest, and the deviation from these axes can be derived from the

Fig. 4. (a) Plot of 15 arbitrary least-square versus 𝑑𝑐∕𝐷 curves for randomly drawn
subsets of the efficiency corrected angular correlation data of the 378–153 keV cascade
in 177Hf. All curves are continuous with a well defined minimum. The final 𝑑𝑐∕𝐷 ratio,
calculated from the distribution shown in (b), and its uncertainty are marked by the
red lines. (b) Distribution of 𝑑𝑐∕𝐷 generated from the minima of half a million random
subsets of the 378–153 keV cascade. The mean and one sigma standard deviation is
shown by the black lines. For both, (a) and (b), the black and red lines correspond to
𝑑𝑐∕𝐷 = 0.139(5).

geometric considerations outlined in Fig. 3(b). With the front of the
crystals parallel to the beam-line, and not directly oriented towards the
target positions, the opening angle 𝛼 is approximated with respect to
the middle-points of crystals edges. In this simplified picture the largest
opening angle, and therefore deviation from the symmetry axis of the
crystal is calculated as displayed in Fig. 3(b). We note, that this is
a simplification of the actual shape of the clover front. The complex
shape of the clover crystal is reduced to a circular area of interaction,
in dependence of 𝑑𝑐∕𝐷. This fully ignores the depth of the crystal, by
assuming full absorption within the crystal, but automatically includes
the front tapering of the crystal in the effective interaction surface.
Visualizing this simplification, the shape of the clover crystal is approx-
imated as a circular space with radius dependent on 𝑑𝑐∕𝐷, with a slight
tilt towards the target position.

To summarize: from simple geometric considerations all crystal
positions in the spectrometer can be defined by one control parameter
𝑑𝑐∕𝐷. This immediately yields the angles between crystal pairs, defin-
ing the angular groups. Now the best fit set of angular groups, denoted
as the effective interaction angle, can be derived for the measured
experimental 𝛾–𝛾 angular correlation of interest, and the corresponding
best fit value for 𝑑𝑐∕𝐷 is fixed. Using the extracted control parameter,
the effective interaction axis is defined and the angle describing the
opening angle, or the maximum possible deviation angle 𝛼 from the
interaction axis, can be approximated and the attenuation due to finite
detector size can be calculated according to Eq. (10). By minimizing
𝑑𝑐∕𝐷 for the measured experimental 𝛾–𝛾 angular correlation the cor-
responding angular groups and attenuation coefficients can directly
be derived from the experimental data. This way, all information
concerning the spectrometer are known and the angular correlation
coefficients can be obtained from the measured distribution.

4.2. Implementation and uncertainty calculation

At this point the practical implementation of the extraction, or
minimization procedure, of 𝑑𝑐∕𝐷 including a discussion of the uncer-
tainty calculation of 𝑑𝑐∕𝐷, 𝑞2 and 𝑞4 is presented. Constraining 𝑑𝑐∕𝐷
in an interval from 0 to 0.5, assuming the distance between target
and detectors to be larger than the crystal width, allows to simply try,
with a fine step width, all possible values of 𝑑𝑐∕𝐷 to find the best
fit. This is equivalent to a graphical analysis using a 𝜒2 minimization
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Fig. 5. (a) 𝑞2 and (b) 𝑞4 distributions generated from half a million iterations of the
𝑑𝑐∕𝐷 random procedure shown in Fig. 4. The resulting values for 𝑞2 and 𝑞4 are shown as
continuous line with the corresponding one sigma uncertainty displayed by the dashed
line. A slight asymmetry of the distributions is observed, but for the following analysis
they are assumed to be normal distributed.

and calculating the corresponding best fit value and its uncertainties
at the 𝜒2

𝑚𝑖𝑛 and 𝜒2
𝑚𝑖𝑛 + 1 limits. But with the relation between 𝑑𝑐∕𝐷

and the angular groups being strictly non-linear, one needs to assume
the function to be of parabolic shape around the minimum of 𝑑𝑐∕𝐷
for a robust uncertainty estimate [22]. While we observed this to be
generally true, a more general and solid argument is to use a Monte-
Carlo method. Using the efficiency corrected 𝛾–𝛾 angular correlations
derived from the experimental data, as described in Section 3, one
can draw a random subset from the normal distributed intensities of
each angular group. For this subset 𝑗 the best fit value for 𝑑𝑐∕𝐷 can
be calculated by a least-square minimization procedure. The 𝑑𝑐∕𝐷𝑚𝑖𝑛,𝑗
value is used to calculate the attenuation angle 𝛼, as outlined above,
and thus the corresponding attenuation coefficients 𝑞2 and 𝑞4 according
to Eq. (10). The set of values 𝑑𝑐∕𝐷𝑚𝑖𝑛,𝑗 , 𝑞2,𝑗 and 𝑞4,𝑗 is stored and the
random procedure is repeated half a million times. From the resulting
distributions the final values for (𝑑𝑐∕𝐷)𝑚𝑖𝑛, 𝑞2 and 𝑞4 and corresponding
uncertainties are calculated as mean and standard deviation of the
distributions. We note that the simple approach of performing a 𝜒2

minimization of 𝑑𝑐∕𝐷 for Eq. (3) and the efficiency corrected angular
correlation data, and then deriving the uncertainty from the 𝜒2

𝑚𝑖𝑛 + 1
limits, yields, for all practical purposes, the same value and uncertainty
for 𝑑𝑐∕𝐷 as the Monte-Carlo approach [22]. If 𝑑𝑐∕𝐷𝑚𝑖𝑛 is derived via
𝜒2 minimization it is still recommended to calculate the attenuation
angle 𝛼, attenuation coefficients 𝑞2 and 𝑞4 and their corresponding
uncertainties through a Monte-Carlo random draw procedure.

In Fig. 4(a) the least-square versus 𝑑𝑐∕𝐷 curves for different ran-
domly drawn subsets of the 378–153 keV cascade in 177Hf are shown.
All curves are continuous with a well defined and symmetric minimum.
For the same cascade, the resulting normal distribution of 𝑑𝑐∕𝐷, de-
rived from the minima of half a million random draws, is displayed
in Fig. 4(b). As expected for a finite random simulation the resulting
distribution is not perfectly normal distributed, but enough iterations
are used that the difference is negligible. The resulting distributions
for the attenuation coefficients 𝑞2 and 𝑞4 are more asymmetric, as
shown in Fig. 5, but in all investigated cases, mean and average of
each distribution is identical within significant digits, and the resulting
values are, for further use, assumed to be normal distributed.

4.3. Deriving angular correlation coefficients and mixing ratios

To derive the angular correlation coefficients, and in the end the
mixing ratios, again, a Monte-Carlo approach is used to properly ac-
count for all uncertainties. In the following, all values are again ran-
domly drawn assuming normal distribution. From the efficiency cor-
rected 𝛾–𝛾 angular correlation intensities a random subset is drawn.

The corresponding angular groups 𝜃𝑖 are calculated from a randomly
drawn 𝑑𝑐∕𝐷 parameter. The attenuation coefficients 𝑞2 and 𝑞4 are
independently randomly drawn. For this set of random values a fit of
the attenuated angular correlation function Eq. (7) is performed and
all values, but especially the best fit angular correlation coefficients 𝑎𝑘,
are stored. The process of independent random draws and fitting is re-
peated a million times. From the resulting distributions, the values and
uncertainties of the input parameters 𝜃𝑖,𝑀𝐶 , 𝑞2,𝑀𝐶 , 𝑞4,𝑀𝐶 , the derived
quantities 𝑎0,𝑀𝐶 , 𝑎2,𝑀𝐶 , 𝑎4,𝑀𝐶 as well as the 𝛾–𝛾 angular correlation
𝑁(𝜃𝑖, 𝐸1, 𝐸2)𝑀𝐶 are calculated as mean and standard deviation.

The derived angular correlation parameters 𝑎𝑘,𝑀𝐶 can then be
described by a multivariate normal distribution in the dimensions
𝑎0, 𝑎2, 𝑎4 and follows a 𝜒2 distribution [23]:

𝜒2 = (x − 𝜇)𝑇𝐶−1(x − 𝜇). (13)

The co-variance matrix 𝐶 can be derived from the distribution of the
Monte-Carlo parameters and the statistical correlation coefficients 𝜌𝑖𝑗 ,
dependent on the co-variances 𝜎𝑖𝑗 and the square-root of the variances
𝜎𝑖, can be calculated according to:

𝜌𝑖𝑗 =
𝜎𝑖𝑗
𝜎𝑖𝜎𝑗

. (14)

Defining the reduced coefficients [12]:

𝑋 =
(𝑎0,𝑓 𝑖𝑡 − 𝑎0,𝑀𝐶 )

𝜎𝑎0 ,𝑀𝐶
, 𝑌 =

(𝑎2,𝑡ℎ𝑒𝑜. − 𝑎2,𝑀𝐶 )
𝜎𝑎2,𝑀𝐶

, 𝑍 =
(𝑎4,𝑡ℎ𝑒𝑜. − 𝑎4,𝑀𝐶 )

𝜎𝑎4,𝑀𝐶
(15)

and calculating Eq. (13) explicitly for three dimensions yields the
expression of the 𝐷2 statistics described by Robinson [12]:

𝐷2 = (1 − 𝜌2𝑋𝑌 − 𝜌2𝑋𝑍 − 𝜌2𝑌 𝑍 + 2𝜌𝑋𝑌 𝜌𝑋𝑍𝜌𝑌 𝑍 )−1

×
[
(1 − 𝜌2𝑌 𝑍 )𝑋

2 + (1 − 𝜌2𝑋𝑍 )𝑌
2 + (1 − 𝜌2𝑋𝑌 )𝑍

2

+ 2(𝜌𝑋𝑍𝜌𝑌 𝑍 − 𝜌𝑋𝑌 )𝑋𝑌 + 2(𝜌𝑋𝑌 𝜌𝑌 𝑍 − 𝜌𝑋𝑍 )𝑋𝑍

+ 2(𝜌𝑋𝑌 𝜌𝑋𝑍 − 𝜌𝑌 𝑍 )𝑌 𝑍
]
.

(16)

This 𝐷2 statistics defines the joint probability distribution of the de-
viation of a particular point from the best fit value in the (𝑎0, 𝑎2, 𝑎4)
plane [12]. To recover the full statistics it needs to be combined with a
measure for the statistical variation of the experimental data in regard
to the attenuated Legendre polynomials [12]. The combined probability
distribution 𝑆2 again follows 𝜒2 statistics:

𝑆2 = 𝐷2 + 𝜒2
𝑠𝑖𝑚.. (17)

Here, 𝜒2
𝑠𝑖𝑚. is calculated from Eq. (7) with the parameters and the

angular correlation generated by the Monte-Carlo method. The 𝑆2

probability distribution is used to derive the mixing ratio 𝛿 for different
spin hypotheses, according to Ref. [12], by varying tan−1(𝛿) from −90◦

to 90◦ and calculating the parameters 𝑎2,𝑡ℎ𝑒𝑜 and 𝑎4,𝑡ℎ𝑒𝑜, according to
Eq. (4). At each step the scaling factor 𝑎0,𝑓 𝑖𝑡 is optimized by fitting
Eq. (7) with fixed parameters (𝑎2,𝑡ℎ𝑒𝑜, 𝑎4,𝑡ℎ𝑒𝑜). The range of tan−1(𝛿) is
divided in one million parts to guarantee a small step size, and at
each step 𝑗 the values of 𝑆2

𝑗 , 𝑎0,𝑓 𝑖𝑡,𝑗 , 𝑎2,𝑡ℎ𝑒𝑜,𝑗 and 𝑎4,𝑡ℎ𝑒𝑜,𝑗 are stored. The
final mixing ratio is taken at 𝑆2

𝑚𝑖𝑛 and the uncertainty is taken at the
𝑆2
𝑚𝑖𝑛 + 1 limit [12]. This is realized by calculating the intersection of a

constant function at 𝑆2
𝑚𝑖𝑛 + 1 with the 𝑆2 curve. Due to the small step

size of tan−1(𝛿) the resulting uncertainty is sufficiently precise. All spin
hypotheses for which the resulting 𝑆2

𝑚𝑖𝑛 lies above the 99% confidence
limit for N-2 degrees of freedom, with 𝑁 the amount of data points of
the angular correlation distribution, are rejected.

5. Experimental validation

The feasibility of the proposed analysis method is demonstrated
by reproducing several well known mixing ratios in different nuclei.
To show the general applicability of this approach these nuclei are
chosen from separate experiments using different spectrometer config-
urations. All setups are of the same design: they consist of 8 HPGe
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clover detectors mounted, symmetrically in multiples of 45◦, on a
ring at 90◦ with respect to the beam line, with focus on the target
position. The data set for the analysis of 177Hf [24] was measured
with the EXILL&FATIMA spectrometer and data sets for 116Sn [25]
and 152Gd [26] were measured with the FIPPS instrument in different
configurations. The different configurations of the FIPPS instrument are
denoted by the year the experiment was performed. In both configura-
tions (FIPPS2018 and FIPPS2020) the same clover detectors were used,
but in the FIPPS2020 configuration, active BGO shields were added
around the clover detectors, but not used in the analysis. In all exam-
ples the in-detector neighbors and in-detector diagonal crystal–crystal
combinations are excluded from the analysis. Due to high in-detector
scattering the analysis using these combinations is not feasible. Further
angular groups to exclude are discussed in the specific examples.

All examples are presented the same way: the spin sequence of the
cascade of interest is defined with the corresponding energies. A brief
evaluation of the lifetime of the intermediate state is given to confirm
that the resulting angular correlation is not significantly influenced by
de-orientation effects. The result of the 𝑑𝑐∕𝐷 minimization procedure
and the corresponding attenuation coefficients 𝑞2 and 𝑞4 are listed with
the angular correlation parameters 𝑎𝑘,𝑓 𝑖𝑡 resulting from a direct fit of
Eq. (3) to the raw data. The results of the Monte-Carlo uncertainty
propagation for the calculation of the attenuation corrected angular
correlation parameter 𝑎𝑘,𝑀𝐶 is presented in the complementary figures.
The first figure always depicts the angular correlation distribution re-
sulting from the Monte-Carlo procedure and the displayed curve always
corresponds to the attenuated Legendre polynomials, defined in Eq. (7),
with the corresponding attenuation coefficients given in the caption.
The resulting three dimensional Gaussian distribution of the attenu-
ation corrected angular correlation parameters 𝑎𝑘,𝑀𝐶 is presented as
the centroids and standard deviation in each dimension, including the
statistical correlation parameters between each dimension. The 𝜒2∕dof
value is calculated for Eq. (7) with all parameters as derived from the
Monte-Carlo procedure. The second figure depicts the determination of
the mixing ratio according to Ref. [12] with the 𝑦-axis corresponding
to the full statistics given in Eq. (17). The 99% confidence interval
for the relevant degrees of freedom is plotted as a dotted line and all
solutions above this threshold are rejected. The values for the final
angular correlation coefficients 𝑎𝑘,𝑚𝑖𝑛 are derived at the minimum of
the 𝑆2 curve and the corresponding parameter uncertainty is derived
at 𝑆2

𝑚𝑖𝑛+1. An extended table summarizing in detail the resulting values
at every step of the analysis procedure is contained in the Appendix.

5.1. EXILL&FATIMA: 177Hf

The complex nuclear structure arising in 177Hf populated by the 𝛽−-
decay of 177𝑚Lu is well studied [27]. With the presence of a manyfold of
intertwined inter- and intraband transitions, several strongly populated
cascades for the analysis of angular correlation are present. As example
decays of the 15∕2+ state in coincidence to the 19∕2+ → 15∕2+ (378
keV) transition are investigated. These cascades were chosen because
the 378 keV transition is the highest energetic strong transition with
an isolated peak, populated in this reaction. A coincidence spectrum
and a description of this particular experiment, measured with the EX-
ILL&FATIMA spectrometer, is given in Ref. [24]. In 177Hf the 19∕2+ →

15∕2+ → 13∕2+ (378–153 keV) cascade and 19∕2+ → 15∕2+ → 11∕2+
(378–282 keV) cascade are investigated. Since the clover detectors of
the EXILL&FATIMA spectrometer are surrounded by BGO shields and
the transitions of interest are of relatively low energy, no scattering
between different clover detectors is observed, and 21 angular groups
are used. Still, the in-detector angular groups are excluded in the
analysis. The 19/2+ → 15∕2+ (378 keV) transition could be of E2
+ M3 (and higher order) multipolarity but is assumed to be a pure
E2 transition [27]. The intermediate 15/2+ state has a short lifetime
of 𝜏 = 19(2) ps [24], sufficiently short to assume the influence of
deorientation effects as negligible.

Fig. 6. (a) Angular correlation of the 19/2+ → 15∕2+ → 13∕2+ (378–153 keV) cascade
in 177Hf. Data points and parameters resulting from the Monte-Carlo simulation are
displayed with the solid line corresponding to the attenuated Legendre polynomials.
The set of angular groups and attenuation coefficients [𝑞2 = 0.972(2), 𝑞4 = 0.910(6)]
is calculated with d𝑐/D = 0.139(5). (b) Minimization of the mixing ratio 𝛿 for different
cascades 19∕2 → 15∕2 → 𝐽𝑓 . Using the parameters displayed in (a), the function
minimizes for the 19∕2 → 15∕2 → 13∕2 spin hypothesis with 𝛿 = −0.327(11) [𝑆2

𝑚𝑖𝑛 = 32].
The 99% confidence limit [dof = 19] is indicated by the dashed line and results above
this limit are rejected.

5.1.1. The 19∕2+ → 15∕2+ → 13∕2+ (378–153 keV) cascade
In Fig. 6 the analysis of the 378–153 keV cascade is shown. The

minimization procedure yields 𝑑𝑐∕𝐷 = 0.139(5), corresponding to at-
tenuation coefficients 𝑞2 = 0.972(2) and 𝑞4 = 0.910(6). A direct fit to the
raw angular correlation data using the angular groups calculated from
𝑑𝑐∕𝐷, yields the parameter 𝑎2,𝑓 𝑖𝑡 = −0.205(4) and 𝑎4,𝑓 𝑖𝑡 = 0.004(4). Using
all relevant information as input parameters for the angular correlation
Monte-Carlo simulation yields the parameters displayed in Fig. 6(a)
which are used to minimize Eq. (17) for different spin hypotheses.
The best fit, with 𝑆2

𝑚𝑖𝑛 = 32, is made for the 19/2→ 15∕2 → 13∕2
spin hypothesis with angular correlation coefficients 𝑎2,𝑚𝑖𝑛 = −0.209(4)
and 𝑎4,𝑚𝑖𝑛 = −0.0025(1), corresponding to 𝛿 = −0.327(11). In the latest
ENSDF evaluation the recommended mixing ratio of the 15∕2+ → 13∕2+
transition is given by 𝛿 = −0.352(17), calculated as the weighted
average of multiple experiments with the most recent measurement
yielding 𝛿 = −0.317(13) [28]. Our finding is in excellent agreement with
both results, overlapping within the one sigma region of both values.

5.1.2. The 19∕2+ → 15∕2+ → 11∕2+ (378–282 keV) cascade
Both transitions of the 19∕2+ → 15∕2+ → 11∕2+ (378–282 keV)

cascade are assumed to be pure quadrupole transitions [27]. Still, from
spin considerations it follows that both transitions could have some M3
admixture and a possible 𝑎6 components could influence the angular
correlation. We note, that if only one transition of the 𝛾–𝛾 cascade is
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Fig. 7. (a) Angular correlation of the 19/2+ → 15∕2+ → 11∕2+ (378–282 keV) cascade
in 177Hf. Data points and parameters resulting from the Monte-Carlo simulation are
displayed with the solid line corresponding to the attenuated Legendre polynomials.
The set of angular groups and attenuation coefficients [𝑞2 = 0.971(5), 𝑞4 = 0.907(15)]
is calculated with d𝑐/D = 0.142(12). (b) Minimization of the mixing ratio 𝛿 for different
cascades 19∕2 → 15∕2 → 𝐽𝑓 . Using the parameters displayed in (a), the function
minimizes for 19∕2 → 15∕2 → 11∕2 and 19∕2 → 15∕2 → 15∕2 with 𝛿 = −0.003(13)
[𝑆2

𝑚𝑖𝑛 = 30.3] and 𝛿 = 0.68(4) [𝑆2
𝑚𝑖𝑛 = 30.4], respectively. The 99% confidence limit

[dof = 19] is indicated by the dashed line and results above this limit are rejected.

mixed, the truncation in Eq. (3) is still exact and no 𝑎6 component
arises. Under the assumption of the 19∕2+ → 15∕2+ (378 keV) transition
being pure quadrupole, the analysis continues as in the other example.
The analysis of this 378–282 keV cascade is shown in Fig. 7. The
minimization procedure yields 𝑑𝑐∕𝐷 = 0.142(12), corresponding to
attenuation coefficients 𝑞2 = 0.971(5) and 𝑞4 = 0.907(15). A direct fit to
the angular correlation data, using the angular groups calculated from
𝑑𝑐∕𝐷 yields the parameter 𝑎2,𝑓 𝑖𝑡 = 0.099(4) and 𝑎4,𝑓 𝑖𝑡 = 0.009(5). Using
all relevant information as input parameters for the angular correlation
Monte-Carlo simulation yields the parameters displayed in Fig. 7(a)
which are used to minimize Eq. (16) for different spin hypotheses. The
fits made for the 19∕2 → 15∕2 → 11∕2 and 19∕2 → 15∕2 → 15∕2
hypothesis cannot be rejected. The fit for the adopted 19∕2 → 15∕2 →
11∕2 spin hypothesis yields angular correlation coefficients 𝑎2,𝑚𝑖𝑛 =
0.101(4) and 𝑎4,𝑚𝑖𝑛 = 0.0093(9), corresponding to 𝛿 = −0.003(13). This
result is in agreement with the zero mixing ratio hypothesis. If the full
cascade is unknown and multiple spin hypotheses cannot be rejected
further information are required for a strict spin assignment. This
ambiguity can be resolved by investigating different cascades including
the unknown excited state to possibly reject further spin hypotheses.

5.2. FIPPS2018: 116Sn

The nucleus 116Sn is a suitable case for probing angular correlation
measurements: several well investigated, low lying 0+ and 2+ states

Fig. 8. (a) Angular correlation of the 2+
2 → 2+1 → 0+1 (819–1294 keV) cascade in 116Sn.

Data points and parameters resulting from the Monte-Carlo simulation are displayed
with the solid line corresponding to the attenuated Legendre polynomials. The set
of angular groups and attenuation coefficients [𝑞2 = 0.9591(14), 𝑞4 = 0.869(4)] is
calculated with d𝑐/D = 0.171(3). (b) Minimization of the mixing ratio 𝛿 for different
cascades 𝐽𝑖 → 2 → 0. Using the parameters displayed in (a), the function minimizes for
2 → 2 → 0 and 𝛿 = −1.78(3) with 𝑆2

𝑚𝑖𝑛 = 15. The 99% confidence limit [dof = 15] is
indicated by the dashed line and results above this limit are rejected.

are strongly populated using a 115Sn(n, 𝛾)116Sn reaction with a high
neutron capture cross section [29]. A detailed description of the target
and setup configuration is given in Ref. [30]. Since the clover detectors
are mounted directly next to each other with no shielding in between
there is significant scattering between neighboring crystals and low
angle angular groups are excluded in the analysis. In 116Sn the 2+2 →
2+1 → 0+1 (819–1294 keV) and 0+2 → 2+1 → 0+1 (463–1294 keV) cas-
cades are investigated. With the lifetime of the 2+

1 state being smaller
than 1 ps [29], the resulting angular correlations are not affected by
deorientation effects.

5.2.1. The 2+2 → 2+1 → 0+1 (819–1294 keV) cascade
The analysis of the 819–1294 keV cascade is shown in Fig. 8.

The minimization procedure yields 𝑑𝑐∕𝐷 = 0.171(3), corresponding to
attenuation coefficients 𝑞2 = 0.9591(14) and 𝑞4 = 0.869(4). A direct fit to
the angular correlation data, using the angular groups calculated from
𝑑𝑐∕𝐷 yields the parameter 𝑎2,𝑓 𝑖𝑡 = 0.302(4) and 𝑎4,𝑓 𝑖𝑡 = 0.203(6). Per-
forming the angular correlation Monte-Carlo simulation and applying
the attenuation coefficients yields the parameters displayed in Fig. 8(a).
The best fit, with 𝑆2

𝑚𝑖𝑛 = 15, is made for the 2 → 2 → 0 spin hypothesis
with angular correlation coefficients 𝑎2,𝑚𝑖𝑛 = 0.315(4) and 𝑎4,𝑚𝑖𝑛 =
0.248(2), corresponding to 𝛿 = −1.78(3). The latest ENSDF evaluation
recommends a mixing ratio of 𝛿 = −1.8(2) for the 2+2 → 2+1 (819 keV)
transition [29], and the most recent measurement yields a mixing ratio
of 𝛿 = −1.83(8) [31]. Both values are in excellent agreement with the
results of this work.
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Fig. 9. (a) Angular correlation of the 0+
2 → 2+1 → 0+1 (463–1294 keV) cascade in 116Sn.

Data points and parameters resulting from the Monte-Carlo simulation are displayed
with the solid line corresponding to the attenuated Legendre polynomials. The set of
angular groups and attenuation coefficients [𝑞2 = 0.9586(3), 𝑞4 = 0.868(1)] is calculated
with d𝑐/D = 0.172(1). (b) Minimization of the mixing ratio 𝛿 for different cascades
𝐽𝑖 → 2 → 0. For the 0 → 2 → 0 cascade no mixing is allowed and 𝑆2 is calculated for
the expected theoretical values, depicted as the red dot. Using the parameters displayed
in (a), the function minimizes for the theoretical angular correlation coefficients under
the assumption of the 0 → 2 → 0 hypothesis with 𝑆2

𝑚𝑖𝑛 = 24. The 99% confidence limit
[dof = 16] is indicated by the dashed line and results above this limit are rejected.

5.2.2. The 0+2 → 2+1 → 0+1 (463–1294 keV) cascade
By definition both transitions of the 0+2 → 2+1 → 0+1 (463–1294 keV)

cascade are not mixed. The angular correlation function of this cascade
is defined by the angular correlation coefficients 𝑎2,𝑡ℎ𝑒𝑜𝑟𝑦 = 0.357 and
𝑎4,𝑡ℎ𝑒𝑜𝑟𝑦 = 1.143. The analysis of the 463–1294 keV cascade is shown in
Fig. 9. The minimization procedure yields 𝑑𝑐∕𝐷 = 0.172(1), correspond-
ing to attenuation coefficients 𝑞2 = 0.9586(3) and 𝑞4 = 0.868(1). A direct
fit to the angular correlation data, using the angular groups calculated
from 𝑑𝑐∕𝐷 yields the parameter 𝑎2,𝑓 𝑖𝑡 = 0.338(4) and 𝑎4,𝑓 𝑖𝑡 = 0.974(5).
Performing the angular correlation Monte-Carlo simulation and ap-
plying the attenuation coefficients yields the parameters displayed
in Fig. 9(a). The Monte-Carlo simulation yields experimental angular
correlation coefficients of 𝑎2,𝑀𝐶 = 0.354(4) and 𝑎4,𝑀𝐶 = 1.127(8) in
excellent agreement with the theoretical values, minimizing for 𝑆2

𝑚𝑖𝑛 =
24, well below the rejection limit.

5.3. FIPPS2020: 152Gd

As discussed above, the FIPPS2020 spectrometer configuration dif-
fers from the FIPPS2018 configuration: BGO shields have been added,
moving the clover detectors further away from the target position.
Following this change in the configuration the opening angle of the
detectors is reduced and one expects a weaker attenuation of the

Fig. 10. (a) Angular correlation of the 3− → 2+ → 0+ (779–344 keV) cascade in 152Gd.
Data points and parameters resulting from the Monte-Carlo simulation are displayed
with the solid line corresponding to the attenuated Legendre polynomials. The set of
angular groups and attenuation coefficients [𝑞2 = 0.985(4), 𝑞4 = 0.951(13)] is calculated
with d𝑐/D = 0.100(14). (b) Minimization of the mixing ratio 𝛿 for different cascades
𝐽𝑖 → 2 → 0. Using the parameters displayed in (a), the function minimizes for 3 → 2 → 0
and 4 → 2 → 0 with 𝛿 = 0.0031(36) [𝑆2

𝑚𝑖𝑛 = 13] and 𝛿 = 3.28(5) [𝑆2
𝑚𝑖𝑛 = 15],

respectively. The 99% confidence limit [dof = 17] is indicated by the dashed line
and results above this limit are rejected.

angular correlations. Still, when the signals of the BGO shields around
the clover detectors are not included in the analysis but the shields act
simply as passive absorbers, some scattering between directly neigh-
boring crystals in different detectors is observed, and some low angle
groups are removed from the analysis. In this configuration the angular
correlations of the 3−→2+→0+ (779–344 keV) and 4+ → 2+ → 0+
(411–344 keV) cascades in 152Gd, populated by the 𝛽−-decay of a 152Eu
source, are investigated.

The 2+1 (344 keV) state in 152Gd has a lifetime of 𝜏 = 46.2(39) ps and
the 2+ → 0+ transitions is by definition of pure E2 character [32]. Thus,
the investigated angular correlations are only affected by the spins of
the states involved and the mixing ratio of the 4+ → 2+ or 3− → 2+
transitions, respectively.

5.3.1. The 3−→2+→0+ (779–344 keV) cascade
In Fig. 10 the analysis of the 779–344 keV cascade is shown. The

minimization procedure yields 𝑑𝑐∕𝐷 = 0.100(14), corresponding to at-
tenuation coefficients 𝑞2 = 0.985(4) and 𝑞4 = 0.951(13). It is noteworthy,
that the minimization procedure reflects the change in opening angle
compared to the other FIPPS configuration. A direct fit to the angular
correlation data, using the angular groups calculated from 𝑑𝑐∕𝐷, yields
the parameters 𝑎2,𝑓 𝑖𝑡 = −0.068(3) and 𝑎4,𝑓 𝑖𝑡 = −0.001(3). Using all these
information as input parameters to perform the angular correlation
Monte-Carlo simulation, yields the parameters displayed in Fig. 10(a)
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Fig. 11. (a) Angular correlation of the 4+ → 2+ → 0+ (411–344 keV) cascade in 152Gd.
Data points and parameters resulting from the Monte-Carlo simulation are displayed
with the solid line corresponding to the attenuated Legendre polynomials. The set of
angular groups and attenuation coefficients [𝑞2 = 0.977(7), 𝑞4 = 0.923(22)] is calculated
with d𝑐/D = 0.127(20). (b) Minimization of the mixing ratio 𝛿 for different cascades
𝐽𝑖 → 2 → 0. Using the parameters displayed in (a), the function minimizes for 2 → 2 → 0,
3 → 2 → 0 and 4 → 2 → 0 with 𝛿 = 0.193(9) [𝑆2

𝑚𝑖𝑛 = 10.4], 𝛿 = 0.247(12) [𝑆2
𝑚𝑖𝑛 = 11.6]

and 𝛿 = 0.0001(116) [𝑆2
𝑚𝑖𝑛 = 10.1], respectively. The 99% confidence limit [dof = 17]

is indicated by the dashed line and results above this limit are rejected.

which are used to minimize Eq. (17) for different spin hypotheses. The
resulting 𝑆2 versus arctan(𝛿) curves are plotted in Fig. 10(b). The fits
made for the 3 → 2 → 0 and 4 → 2 → 0 hypothesis cannot be
rejected. The fit for the adopted 3 → 2 → 0 cascade yields angular
correlation coefficients 𝑎2,𝑚𝑖𝑛 = 0.069(3) and 𝑎4,𝑚𝑖𝑛 = 0(0), corresponding
to 𝛿 = 0.0031(36). This result is in good agreement with the mixing
ratios measured by Smith et al. using the GRIFFIN spectrometer: 𝛿 =
0.0032(23), 𝛿 = 0.0036(23), 𝛿 = 0.0038(27) and 𝛿 = 0.0039(27) for
methods 1 to 4, respectively [10].

5.3.2. The 4+ → 2+ → 0+ (411–344 keV) cascade
Both transitions of the 4+ → 2+ → 0+ (411–344 keV) cascade

are assumed to be of pure quadrupole character [32] corresponding to
theoretical angular correlation coefficients 𝑎2 = 0.102 and 𝑎4 = 0.009.
The analysis of this cascade without mixing is shown in Fig. 11. The
minimization procedures yields 𝑑𝑐∕𝐷 = 0.127(20), corresponding to
attenuation coefficients 𝑞2 = 0.976(7) and 𝑞4 = 0.923(22). A direct fit to
the angular correlation data, using the angular groups calculated from
𝑑𝑐∕𝐷, yields the angular correlation coefficients 𝑎2,𝑓 𝑖𝑡 = 0.100(6) and
𝑎4,𝑓 𝑖𝑡 = 0.009(7). Performing the angular correlation Monte-Carlo sim-
ulation using all parameters yields the values displayed in Fig. 11(a),
which are used to minimize Eq. (16) for different spin hypotheses. The
fits made for 2 → 2 → 0 with 𝛿 = 0.193(9), 3 → 2 → 0 with 𝛿 = 0.247(12)
and 4 → 2 → 0 with 𝛿 = 0.0001(116) cannot be rejected. In this case it

Fig. 12. Statistical dependency of the 𝑑𝑐∕𝐷 minimization procedure, quantified by
the relative uncertainty of the intensity of the geometric 91.73◦ angular group (see
Table 1 for details). The first data point of each example corresponds to an analysis
using the full data set, and the following data points correspond to an analysis using
90%, . . . , 10%, 5%, 1% of total data. No value is shown if the minimization yields
an asymmetric distribution of the 𝑑𝑐∕𝐷 parameter. The last 𝑑𝑐∕𝐷 values shown for the
0+ → 2+ → 0+ (463–1294 keV), 2+ → 2+ → 0+ (819–1294 keV), 19∕2+ → 15∕2+ → 11∕2+
(378–282 keV), 19∕2+ → 15∕2+ → 13∕2+ (378–153 keV), 3− → 2+ → 0+ (779–344 keV)
and 4+ → 2+ → 0+ (411–344 keV) cascades are derived at about 1%, 5%, 10%, 5%,
20% and 30% of total data, respectively. The points are connected by dotted lines to
guide the eye. Note the logarithmic scale of the 𝑥-axis.

is not possible to assign a definite spin based on the experimental data.
Still, the expected theoretical angular correlation coefficients lie within
the one sigma range of the experimental angular correlation coefficients
[𝑎2,𝑚𝑖𝑛 = 0.102(7) and 𝑎4,𝑚𝑖𝑛 = 0.0091(15)] minimizing the 4 → 2 → 0
hypothesis and the mixing ratio of 𝛿 = 0.0001(116) is consistent with
the assumed zero mixing ratio of this quadrupole–quadrupole cascade.

6. Discussion and limitations

All results derived from the 𝛾–𝛾 angular correlation analysis, using
the new analysis method presented in this work, are combined in
Table 2 and compared to adopted literature values. Every result is in
excellent agreement with the literature, while every quantity required
for the analysis is derived directly from the experimental data. The new
method presented in this work is simple, from a conceptual point of
view, with a straightforward application, while yielding results with
a comparable accuracy and precision to angular correlation analysis
using state-of-the-art GEANT4 simulations [10,11]. A further classifi-
cation requires a comparison of the statistics of the investigated 𝛾–𝛾
angular correlations, which is scarcely given in the literature. With
knowledge of the symmetric properties of the spectrometer, no further
external information is required for analyzing 𝛾–𝛾 angular correla-
tions. Most importantly, no detailed simulation of the experimental
environment is required. As demonstrated, the approach is generally
applicable, if a spectrometer follows the same symmetry. In principle
one should be able to generalize the method for an arbitrary spec-
trometer equipped with identical clover detectors and well defined
symmetries. Additionally, the presented Monte-Carlo based derivation
of corrected angular correlation coefficients and determination of mix-
ing ratios are generally applicable to properly account for all sources
of statistical uncertainties.

Some limitations need to be discussed: the derivation of attenuation
coefficients from the 𝑑𝑐∕𝐷 minimization procedure relies on geometric
approximations, exploiting the symmetric properties of the spectrome-
ter. One needs to confirm whether these approximations are applicable
for the individual experiment by cross-checking versus well known
mixing ratios. Further, with a Monte-Carlo based analysis procedure,
while being nearly embarrassingly parallel, the required calculations
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Table 2
Comparison of adopted literature values and the results derived in this work. The energy of the transitions of interest for which the mixing ratio was derived is marked in bold.
If no transition is marked bold a zero mixing hypothesis is assumed. The uncertainties of the angular correlation parameters 𝑎2,𝑒𝑥𝑝. and 𝑎4,𝑒𝑥𝑝. are derived from the 𝑆2

𝑚𝑖𝑛 + 1 limits
of the minimum of Eq. (17). For the 0+

2 → 2+1 → 0+1 (463–1294 keV) cascade in116Sn the 𝑎𝑘,𝑒𝑥𝑝. parameters and uncertainties correspond to the parameters 𝑎𝑘,𝑀𝐶 derived from the
Monte-Carlo uncertainty propagation. The adopted literature values of the mixing ratio 𝛿𝑙𝑖𝑡. are from Ref. [27] for 177Hf, from Ref. [29] for 116Sn and from Refs. [10,32] for 152Gd.

Nucleus Cascade 𝑑𝑐∕𝐷 𝑎2,𝑒𝑥𝑝. 𝑎2,𝑙𝑖𝑡. 𝑎4,𝑒𝑥𝑝. 𝑎4,𝑙𝑖𝑡. 𝛿𝑒𝑥𝑝. 𝛿𝑙𝑖𝑡.
177Hf 19/2+ → 15∕2+ → 13∕2+ 0.139(5) −0.209(3) −0.217(5) −0.0025(1) −0.0028(2) −0.327(11) −0.352(17)

(378–153 keV)
19/2+ → 15∕2+ → 11∕2+ 0.142(12) 0.101(4) 0.102 0.0093(9) 0.009 −0.003(13) 0
(378–282 keV)

116Sn 2+
2 → 2+1 → 0+1 0.171(3) 0.315(4) 0.311(30) 0.248(2) 0.250(12) −1.78(3) −1.8(2)

(819–1294 keV)
0+
2 → 2+1 → 0+1 0.172(1) 0.354(4) 0.357 1.127(8) 1.143 – –

(463–1294 keV)

152Gd 3− → 2+ → 0+ 0.100(14) −0.069(3) −0.069(2) 0(0) 0(0) 0.0031(36) 0.0032(23)
(779–344 keV)
4+ → 2+ → 0+ 0.127(20) 0.102(7) 0.102 0.0091(15) 0.009 0.0001(116) 0
(411–344 keV)

can become time expensive. For the examples presented in this work,
the calculations were performed using a server, equipped with two In-
tel(R) Xeon(R) Gold 6248 processors for a total of 80 threads in parallel,
from the computation infrastructure of the IKP Cologne. Each result
was calculated with half a million iterations for the 𝑑𝑐∕𝐷 minimization
procedure, one million iterations for the Monte-Carlo simulation for
deriving the distribution of the 𝑎𝑘,𝑀𝐶 coefficients and a million steps
for the mixing ratio determination. Under these conditions the calcu-
lations took about 1800 s per 𝛾–𝛾 angular correlation analysis, with
the most time expensive part being the initial minimization procedure
of 𝑑𝑐∕𝐷 and the finely grained mixing ratio scan. In comparison the
Monte-Carlo uncertainty propagation to derive the angular correlation
coefficients 𝑎𝑘,𝑀𝐶 and its uncertainties and co-variances only takes a
negligible time of about 200 s. The 𝑑𝑐∕𝐷 minimization procedure might
be abbreviated by performing a simple 𝜒2 minimization for deriving
𝑑𝑐∕𝐷, but requires strict investigation of the 𝑑𝑐∕𝐷 curve in question,
and the evaluation of the 𝑆2 curve is trivially adapted to arbitrary
precision requirements. Using these simplifications the required run
time can be significantly reduced.

The statistical dependency of the 𝑑𝑐∕𝐷 minimization, in relation to
the relative uncertainty of the intensity of the ≈ 90◦ angular group, is
shown in Fig. 12: each example presented in Section 5 has been re-
analyzed several times using varying percentages of total data with
identical gates and integration limits. No values are shown if the
minimization yields an asymmetric distribution of the 𝑑𝑐∕𝐷 parameter.
As a general criterion for the applicability of this analysis method we
suggest a maximal relative uncertainty of about 1–1.5%, after efficiency
correction, for the intensity of the ≈ 90◦ angular group. A dependency
on the magnitude of anisotropy of the angular correlation distribution
is indicated by Fig. 12: angular correlations with a strong anisotropy,
e.g. 0+ → 2+ → 0+, restrict possible solutions for the 𝑑𝑐∕𝐷 minimization
procedure and in turn require less statistics to yield a meaningful result.
For the precise determination of very small mixing ratios, e.g. the
3−→2+ (779 keV) transition in 152Gd, significantly higher statistics
is required. We note, that the uncertainty of the results using a low
percentage of total experimental data are inflated by the low statistic
of the randomly correlated data used for the efficiency correction.

7. Conclusion

We have presented a new approach for 𝛾–𝛾 angular correlation
analysis, based on deriving the effective interaction angles for crystal–
crystal combinations directly from the experimental data, exploiting
the symmetric properties of the specific geometry of a spectrometer
consisting of HPGe clover detectors. From the definition of the effective
interaction axis an approximation of the maximum deviation angle
is used to derive the attenuation coefficients. The derived quantities
are combined in a Monte-Carlo style simulation to derive the final

angular correlation coefficients, including all sources of statistical un-
certainty. The minimization of mixing ratios 𝛿 is performed by standard
minimization procedure, including all parameter variances and co-
variances of the angular correlation coefficients, using the full statistical
information available. The general applicability of this approach is
demonstrated by reproducing well known mixing ratios in the nuclei
177Hf, 116Sn and 152Gd, measured using the EXILL&FATIMA spectrom-
eter and the FIPPS instrument. All mixing ratios derived using the new
approach are in excellent agreement with adopted literature values
with comparable or better precision. This successfully demonstrates
the power of this new approach in performing 𝛾–𝛾 angular correlation
analysis, yielding mixing ratios with high accuracy and precision while
being very simple and straightforward in its application, without re-
quiring extensive external simulations. This method is perfectly suited
for the analysis of neutron capture or 𝛽-decay experiments using spec-
trometers equipped with a central clover ring and auxiliary detectors
like e.g. LaBr3 timing scintillators for a full spectroscopy of nuclear
structure effects.
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Table A.1
Extended table containing the results of every step of the angular correlation analysis procedure for each example presented in this work. For details on each parameter see the
text. The adopted literature values of the mixing ratio 𝛿𝑙𝑖𝑡. are from Ref. [27] for 177Hf, from Ref. [29] for 116Sn and from Refs. [10,32] for 152Gd.

Nucleus 177Hf 116Sn 152Gd

Cascade 19/2+ → 15∕2+ → 13∕2+ 19/2+ → 15∕2+ → 11∕2+ 2+
2 → 2+1 → 0+1 0+

2 → 2+1 → 0+1 3− → 2+ → 0+ 4+ → 2+ → 0+
(378–153 keV) (378-282 keV) (819–1294 keV) (463–1294 keV) (779–344 keV) (411–344 keV)

𝑑𝑐∕𝐷 0.139(5) 0.142(12) 0.171(3) 0.172(1) 0.100(14) 0.127(20)
𝛼[◦] 7.83(29) 8.00(65) 9.54(16) 9.60(4) 5.7(8) 7.2(11)

𝑞2 0.972(2) 0.971(5) 0.9591(14) 0.9586(3) 0.985(4) 0.976(7)
𝑞4 0.910(6) 0.907(15) 0.869(4) 0.8675(9) 0.951(13) 0.923(22)

𝑎0,𝑓 𝑖𝑡 175090(320) 103340(180) 79370(150) 127800(200) 70620(90) 19050(60)
𝑎2,𝑓 𝑖𝑡 −0.205(4) 0.099(4) 0.302(4) 0.338(4) −0.068(3) 0.100(6)
𝑎4,𝑓 𝑖𝑡 0.004(4) 0.009(5) 0.203(6) 0.974(5) −0.001(3) 0.009(7)

𝑎0,𝑀𝐶 175220(330) 103390(190) 79410(160) 127850(210) 70620(100) 19040(60)
𝑎2,𝑀𝐶 −0.211(4) 0.101(4) 0.314(4) 0.354(4) 0.068(3) 0.102(7)
𝑎4,𝑀𝐶 0.005(5) 0.012(6) 0.236(8) 1.127(8) −0.003(3) 0.006(9)
𝜌𝑎0 ,𝑎2 −0.317 −0.226 0.031 0.056 −0.162 −0.134
𝜌𝑎0 ,𝑎4 0.034 0.002 −0.160 −0.097 −0.077 −0.064
𝜌𝑎2 ,𝑎4 −0.309 −0.107 −0.055 0.117 −0.273 −0.167

𝑎2,𝑚𝑖𝑛 −0.209(4) 0.101(4) 0.315(4) – −0.069(3) 0.102(7)
𝑎4,𝑚𝑖𝑛 −0.0025(1) 0.0093(9) 0.248(2) – 0(0) 0.0091(15)
𝛿𝑒𝑥𝑝. −0.327(11) −0.003(13) −1.78(3) – 0.0031(36) 0.0001(116)

𝛿𝑙𝑖𝑡. −0.352(17) 0 −1.8(2) – 0.0032(23) 0

Appendix. Extended results of examples

In Table A.1 the results of every step of the analysis procedure
are listed. Starting from the minimization of the ratio 𝑑𝑐∕𝐷 the angle
𝛼 denoting the deviation from the effective interaction axis of the
individual clover crystals is calculated. Using the angle 𝛼 the atten-
uation coefficients 𝑞2 and 𝑞4 are calculated according to Eq. (10).
From the centroid of the ratio 𝑑𝑐∕𝐷 the angular groups 𝜃𝑖 are cal-
culated using the symmetry considerations outlined above. A direct
fit of W(𝜃) [Eq. (3)] to the efficiency corrected data yields the pa-
rameters 𝑎0,𝑓 𝑖𝑡, 𝑎2,𝑓 𝑖𝑡 and 𝑎4,𝑓 𝑖𝑡. To properly account for all statistical
information contained in the experimental data in combination with
the attenuation parameters 𝑞2 and 𝑞4, a Monte-Carlo style simulation
is performed, assuming normal distribution of all parameters. From
the random drawn [𝑑𝑐∕𝐷]𝑟𝑎𝑛𝑑 parameter the angular groups 𝜃𝑖 are
calculated. The attenuation coefficients 𝑞2 and 𝑞4 are independently
random drawn. From the experimental angular distribution one random
subset is drawn. A fit of the attenuated Legendre polynomials [Eq. (7)]
is performed and the resulting angular correlation parameters 𝑎𝑘 are
stored. This process is repeated a million times. From the resulting
three dimensional Gaussian distribution the parameters 𝑎0,𝑀𝐶 𝑎2,𝑀𝐶
and 𝑎4,𝑀𝐶 , the co-variance matrix and the corresponding statistical
correlation coefficients 𝜌𝑖𝑗 are calculated. This information is used
for the 𝑆2 vs arctan (𝛿) minimization according to Eq. (17). The final
mixing ratio 𝛿𝑒𝑥𝑝. and the corresponding angular correlation coefficients
are determined at the global minimum of 𝑆2 and their corresponding
uncertainties are taken at 𝑆2

𝑚𝑖𝑛+1 and compared to adopted literature
values.
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Investigating the prolate-to-oblate shape phase transition: Lifetime measurements
and γ spectroscopy of the low-lying negative parity structure in 193Os
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Excited states in 193Os were populated using a 192Os(nth., γ ) 193Os thermal neutron capture reaction, with
neutrons provided by the high-flux reactor of the Institut Laue-Langevin in Grenoble, France. Lifetimes of
low-spin excited states were measured using the generalized centroid difference method. A total of eight mean
lifetimes of low-lying excited states were determined for the first time, and limits for the lifetimes of three
further excited states were established. Additionally, γ -γ angular correlations were analyzed to assign spins to
previously known excited states up to 1 MeV, and extract multipole mixing ratios for several transitions. The
new spectroscopic information is compared to calculations in the framework of the interacting boson-fermion
model, based on the nuclear density functional theory, to investigate the prolate-to-oblate shape phase transition,
predicted to occur in the neutron rich A ≈ 190 region.

DOI: 10.1103/PhysRevC.109.014313

I. INTRODUCTION

The neutron rich A ≈ 190 Pt-Os transitional region is well
known for the occurrence of several different nuclear structure
phenomena, with prolate, oblate, and triaxial ground state de-
formations [1–8]. For increasing neutron number the osmium
isotopes are predicted to undergo a transition from a dominant
prolate to oblate deformation, towards a spherical shape at
the N = 126 shell closure [1]. The shape phase transition is
predicted to occur suddenly between 192Os116 and 194Os118,
with prolate deformation for N = 116 and oblate deformation
for N = 118 [1,4]. Other experimental results in combination
with total Routhian surface calculations predict an evolution
from a γ -soft prolate minimum at 190Os to a well defined
oblate shape at 196Os [9]. In this framework both prolate
and oblate γ -soft minima are predicted for 194Os, with the
prolate minimum slightly dominating [9]. The comparison
of recent spectroscopic data for 196Os to beyond-mean-field
calculations, based on the underlying Gogny D1S interac-
tion, suggests a smooth transition in the osmium isotopes
through a γ -soft configuration, with triaxial minima for the
assumed transitional nuclei 190,192Os, and oblate deformation
for 194–198Os [10]. Experimental evidence for weakly oblate
deformed shape was found for 198Os [2], but the exact details
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†Present address: Argonne National Laboratory, 9700 South Cass
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of the structural evolution in the osmium isotopes are not yet
comprehensively understood.

The interacting boson model (IBM) calculations by
Nomura et al., with the IBM Hamiltonian determined by con-
strained Hartree-Fock-Bogoliubov (HFB) calculations with
the microscopic Gogny-D1M energy density functional, sug-
gest the prolate-to-oblate shape phase transition occurs at N ≈
116 [8,11]. The interacting boson-fermion model (IBFM)
extension of this approach to odd-A nuclei [12], and the
systematic investigation of the prolate-to-oblate shape phase
transition in the neutron-rich odd-mass nuclei in the A ≈ 190
region [13], suggest indicators for shape transitions in the
odd-A osmium isotopes. Between 191Os and 193Os the spin
of the ground state changes from 9/2− to 3/2−, respectively.
Further, effective deformation parameters, calculated from
quadrupole shape invariants, rapidly change in the range N =
115–117, indicating the occurrence of a shape phase transition
in these nuclei [13].

Investigating the intermediate odd-A nuclei can help in un-
derstanding the transition between the neighboring even-even
isotopes. Especially, the theoretical description of the odd-A
nucleus 193Os, located at the borders of the expected prolate
and oblate deformation, is of relevance to improve the descrip-
tion of the structural evolution in the osmium isotopes. The
IBM calculations, based on the Gogny-D1M density func-
tional, predicting the prolate-oblate shape phase transition to
occur at N ≈ 116, are important for the description of the
underlying structural behavior. It is of interest to verify, how
well the theoretical calculations, are able to describe the odd-A
nuclei in the region of shape phase transition.

The available spectroscopic information for 193Os, required
to verify the theoretical calculations, is limited: energies of
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excited states are known, but the spins of most states are not
firmly assigned but limited in a probable range [14]. The spin
ranges are derived from a 192Os(d, p) 193Os [15] experiment,
and the difference in population between thermal neutron
capture [15,16] and average resonance capture experiments
[16]. The average resonance neutron capture experiment is
assumed to have populated all spin 1/2− and 3/2− states be-
low 1.7 MeV [16]. By elimination, excited states that are not
observed in the average resonance neutron capture reaction
can be assigned as different from spin 1/2− or 3/2− [16].
Except for the low-lying isomer at 316 keV, assumed to be
spin 9/2− [17,18], no lifetimes of excited states in 193Os are
known [14].

To measure lifetimes and firmly assign spins of low-lying
excited states a thermal neutron capture experiment was per-
formed at the Institut Laue-Langevin (ILL), using a hybrid
spectrometer of high-purity germanium (HPGe) clover detec-
tors and LaBr3(Ce) scintillation detectors.

In Sec. II the experimental details and the γ -γ angular
correlation and lifetime analysis procedures are described. In
Sec. III the experimental results for the individual excited
states are presented and discussed. A brief description of the
theoretical calculations, the comparison between experiment
and theory, and the discussion of 193Os in the context of shape
phase transition is given in Sec. IV. Finally, a summary is
given in Sec. V.

II. EXPERIMENTAL DETAILS AND DATA ANALYSIS

The experiment was performed at the Institut Laue-
Langevin using the Fission Product Prompt Gamma-Ray
Spectrometer (FIPPS) [19]. Excited states in 193Os were
populated by a 192Os(nth., γ ) 193Os thermal neutron capture
reaction [20] with a cross section of 3.19(16)b [21]. The
240 mg target of 192Os powder with 99% enrichment was
irradiated for a total of about 9 days. The FIPPS instrument
was used in the fast-timing configuration with a central ring
of eight identical fourfold segmented high purity germanium
(HPGe) clover detectors and sixteen additional LaBr3(Ce)
(hereafter LaBr) scintillation detectors, mounted eight each in
forward and backward directions, similar to the configuration
described in Ref. [22]. Two different LaBr crystal sizes were
used in this experiment: eight 1.5 in. × 1.5 in. LaBr crystals
and eight 1.5 in. × 2 in. LaBr crystals, both types with iden-
tical diameters but different lengths. Clover detectors were
surrounded by bismuth germanate (BGO) shields that were
not actively used in the analysis, but still provided passive
shielding. A standard analog fast-timing setup, as described
in Refs. [23,24], utilizing constant fraction discriminators
(CFDs) and time-to-amplitude converters (TACs) was used for
precise lifetime determination.

Additional measurements were performed to precisely cal-
ibrate the γ -γ time walk of the timing system. The decays
of 152Eu and 187W provide calibration points in the ranges
40–1408 keV and 72–552 keV, respectively, defining the
low-energy region. For the calibration in the high-energy
regime the 48Ti(nth., γ ) 49Ti reaction was measured for about
24 h. This reaction provides calibration points in the range

341–6760 keV, while overlapping in the low-energy region
with the other calibration measurements.

The experimental data were sorted with a 1.2 µs coinci-
dence window. The data sorting for the lifetime measurement
was further restricted by only validating if exactly one clover
crystal, two LaBr detectors, and one TAC were observed
within the coincidence window. An additional time condition
was placed on the TAC information, to remove random coin-
cidences, well outside the time distributions of interest from
the data. Further, to reduce the interdetector Compton scatter-
ing, coincidences between neighboring LaBr detectors were
excluded in the offline analysis. Combined, these restrictions
lead to a significant reduction of random and time-correlated
background, and improvement of the experimental data. In
most cases, lifetime measurements were performed in three-
fold coincidences, using the high energy resolution of the
HPGe clover detectors to precisely select a γ -γ cascade of
interest.

Due to the thick 240 mg target, the low-energy efficiency
calibration of the available source measurements did not
match the osmium data. Significant absorption was observed
below ≈300 keV. The relative efficiency at low energy was
calibrated using offline data of the β− decay of 193Os, which
has well-known intensities [21], and was combined with the
data points of the 152Eu and 187W source measurements above
500 keV.

A. Angular correlations

The γ -γ angular correlation analysis was performed us-
ing the procedure introduced in Ref. [25], developed for
a spectrometer with a geometry similar to that of the
FIPPS instrument. This method is based on a single variable
parametrization of all clover crystal positions, using the sym-
metric properties of the spectrometer of circularly arranged
clover detectors around the target position. The parametriza-
tion is used for the minimization of a specific γ -γ angular
correlation to extract the effective interaction axes of the
system for a given energy combination. With the knowledge
of the effective interaction axes of the system, the effective
interaction angles can be calculated. A measure for the max-
imum deviation from the effective interaction axes can be
used to closely approximate the attenuation of the angular
correlation, due to finite detector sizes. All derived quantities
are combined in a Monte Carlo simulation to derive the at-
tenuation corrected angular correlation parameters. Following
the advice in Ref. [26], a combined probability distribution
S2 is generated from all available statistical information and
used for a standard minimization of S2 vs tan−1(δ) to derive
the multipole mixing ratio δ information and to perform spin
assignments. All information for performing angular corre-
lation analysis is extracted from the experimental data itself
and no detailed simulations of the experimental setup are
required. An extended description of this approach is given
in Ref. [25]. The case for 152Gd, discussed in Ref. [25], was
performed within the framework of this work and verifies the
applicability of this method for this experiment.

The analysis of γ -γ angular correlations in this work
is mostly performed relative to a primary γ -ray transition,
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FIG. 1. (a) Angular correlation of the 1/2+
C → 3/2−

3 → 1/2−
1

(5276-266 keV) cascade in 193Os. The 1/2+
C → 3/2−

3 (5276 keV)
primary transition is assumed to be pure L = 1 [16]. Effective
interaction angles and angular correlation coefficients are derived ac-
cording to the method outlined in Ref. [25]. The derived attenuation
coefficients are q2 = 0.979(1) and q4 = 0.927(3) and the extracted
final angular correlation coefficients amount to a2 = 0.426(4) and
a4 = 0(0). (b) Minimization of the mixing ratio δ for different cas-
cades 1/2+

C → 3/2−
3 → J . The 42 keV state is clearly identified as a

spin 1/2 state and the two minima correspond to δ1 = −0.253(7) and
δ2 = −1.03(2) with S2

min = 15.4. The 99% confidence limit [degrees
of freedom (dof) = 17] is indicated by the dashed line and results
above this limit are rejected.

assumed to be pure L = 1 type [16]. With the mixing of one
transition assumed to be zero, the mixing ratio of the second γ

ray can be determined, and can be used to extract the mixing
ratios of further direct coincidences. For γ -γ cascades with
spin 1/2 intermediate state the angular correlation is isotropic.
For spin 3/2 intermediate states the angular correlation coef-
ficient a4 is 0, and there exist two mixing ratios δ, minimizing
the experimental angular correlation that cannot be differenti-
ated by the a2 parameter. Further information, e.g., lifetimes,
is required to differentiate between these solutions.

In Fig. 1 the analysis of the angular correlation of the
1/2+

C → 3/2−
3 → 1/2−

1 (5276-266 keV) cascade is shown as
an example. Here, the subscript C denotes the 1/2+

C state as

the capture state at 5583 keV, directly populated in the thermal
neutron capture reaction. The 1/2+

C → 3/2−
3 (5276 keV) tran-

sition is one of the strongest primary γ rays observed in this
reaction, directly populating the low-lying 3/2−

3 (307 keV)
state. Due to the spin 3/2 nature of the intermediate 307 keV
state, two solutions for the mixing ratio of the 3/2−

3 → 1/2−
1

(266 keV) transition are derived. Still, this clean result will be
used for the analysis of further transitions feeding the 3/2−

3
(307 keV) state, and is essential for the further assignment of
spins of excited states.

For γ -γ cascades with both γ -ray transitions mixed, the
known mixing ratio of one transition, including its uncertainty,
has to be included in the determination of the unknown mixing
ratio. This is realized by applying a Monte Carlo approach: a
random value from the probability distribution of the known
mixing ratios is drawn and a random subset of the measured
γ -γ angular correlation is minimized for the unknown mix-
ing ratio. This process is repeated several thousand times to
extract the probability distribution of the unknown mixing
ratio and corresponding angular correlation coefficients ak . To
improve the precision of a standard minimization algorithm,
the general location of the global minimum of the unknown
mixing ratio is approximated beforehand by performing a
standard S2 vs tan−1(δ) minimization, and used as the start-
ing point for the determination of the unknown mixing ratio.
This approach is tested for the 3/2+ → 5/2+ → 3/2+ (322-
139 keV) cascade in 193Ir, populated in the β− decay of 193Os.
Both mixing ratios are well known with δ322 = 0.234(10)
and δ139 = −0.329(12) [14,27]. One literature value is used
as input parameter and the second mixing ratio is derived
from the experimental data, resulting in δ

expt.
322 = 0.229(15)

and δ
expt.
139 = −0.322(24), in very good agreement with the

literature.
This analysis was performed with the in-beam data set, and

the direct fit to the angular correlation produced a χ2/dof
significantly larger than 1, and the uncertainties were scaled
by (χ2/dof)1/2, corresponding to the use of the external error.
In comparison, the mixing ratios using internal errors amount
to δexpt.(322) = 0.229(11) and δexpt.(139) = −0.322(17). For
γ -γ angular correlations with a direct fit with χ2/dof larger
than the rejection limit for the relevant degrees of freedom,
external errors are used. This only occurs for γ -γ cascades
with the energy of at least one transition below 200 keV and
is denoted in the summary of the final results.

The intermediate 5/2+ state of the 3/2+ → 5/2+ → 3/2+
(322-139 keV) cascade has a lifetime of τ = 115(7) ps [14],
and the possible deorientation of the angular correlation due
to the interaction of the intermediate state with extranuclear
fields is smaller than the statistical precision [27]. For inter-
mediate states with comparable mean lifetimes, the influence
of deorientation effects is assumed to be negligible.

B. Lifetime measurements

Mean lifetimes of nuclear excited states were measured
using the generalized centroid difference method (GCD) [23]
in combination with fast LaBr scintillation detectors. This
well established method is able to precisely measure lifetimes
in the range of several pico- to nanoseconds. Only a brief
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FIG. 2. (a) Combined PRD(Eγ ) curve of the experimental setup.
The low-energy part is defined by the decays of the 152Eu and 187W
sources; the high energy part is calibrated with the 48Ti(n, γ ) 49Ti
reaction. The 40-1408 keV cascade, emitted following the electron
capture (EC) decay of 152Eu, is aligned using the 341-1381 keV cas-
cade in 49Ti. Mean lifetimes used for the calibration are adopted from
Refs. [28–31]. (b) Fit residuals of the low-energy PRD(Eγ ) curve
with the 1σ uncertainty band plotted in gray. The inset (c) shows
the separately fitted PRD for the high energy part between 2 and
6.7 MeV, calibrated using the 48Ti(n, γ ) 49Ti reaction. For the high-
energy PRD, the 3σ standard deviation is adopted as uncertainty, and
the corresponding uncertainty band is shown in gray.

summary of the method is presented at this point and a more
detailed description of the method is given in Refs. [23,32].
From a conceptual point of view this method is based on
measuring the time difference between the γ rays populating
and depopulating an excited state of interest and correcting for
the combined γ -γ time walk of the measurement devices. Pre-
cise time-difference information is measured using constant
fraction discriminators and time-to-amplitude converters. Two
independent time distributions, the delayed- and antidelayed
time distributions, are generated, depending on whether the
feeding transitions of the state of interest was observed in
a detector connected to the start or stop input of the TAC.
By measuring the centroid difference �C between the de-
layed and antidelayed time distributions, and correcting for
the prompt response difference (PRD), defining the combined
γ -γ time walk of the experimental setup, the mean lifetime of
the excited state of interest can be measured directly [23]:

2τ = �C(E1, E2) − PRD(E1, E2). (1)

The PRD is calibrated by measuring different radioactive
sources with precisely known mean lifetimes of excited states.
Using the 48Ti(nth., γ ) 49Ti reaction, the PRD is extended up
to 6.7 MeV, and the final PRD curve of the experimental setup
is shown in Fig. 2. The high energy part of the PRD curve

is fitted separately, and the uncertainty of the PRD above 2
MeV is derived from the 3σ standard uncertainty. This careful
choice for the uncertainty is based on the observation of slight
variations in the determination of the high-energy calibration
points, not sufficiently accounted for by the 1σ standard de-
viation. The low-energy PRD is not affected, and the standard
1σ uncertainty of the fitting procedure is used.

The influence of time-correlated background, directly af-
fecting the measured centroid differences, is analytically
corrected by using the standard approach outlined in Ref. [33].
Examples for the analysis procedure and background correc-
tion are given in Refs. [34,35].

III. EXPERIMENTAL RESULTS

The aim of this experiment is the investigation of the
low-energy negative-parity structure populated in the thermal
neutron capture reaction. A partial level scheme is shown
in Fig. 3. Lifetime measurements and spin assignments of
adopted excited states below 1 MeV were performed using
the GCD method and γ -γ angular correlation analysis. In
the thermal neutron capture reaction the 1/2+

C capture state at
5583 keV is directly populated, decaying by several primary
γ -ray transitions with energies of several MeV, populating
specific low-lying excited states [14]. This allows one to
precisely select a state of interest for further spectroscopic
analysis. From average resonance capture experiments [16]
several primary transitions were identified as E1 transitions,
populating spin 1/2−, 3/2− states. This information is used to
help the spin determination of excited states mostly populated
by secondary transitions. If possible, threefold coincidences
with one HPGe clover gate on a primary transition are used
for the lifetime analysis. This generates almost background
free spectra with nearly no contaminations, and allows to
precisely measure mean lifetimes of excited states, even in
low statistics cases. As example the lifetime measurement
procedure is discussed for the 42 keV state, using the 266-42
keV cascade, with a HPGe clover gate placed on the 5276 keV
primary transition, directly emitted by the capture state.

The results of the spin assignment performed in this work
are combined in Table I, with parities adopted from Ref. [14].
All measured mean lifetimes are combined in Table II. The
multipole mixing ratios δ derived in this work are combined in
Table III. For several low-lying negative parity states the rela-
tive decay intensities were determined and are summarized in
Table IV and compared to the recommended values given by
the latest ENSDF evaluation [14].

In the following the new experimental results for the
individual excited states are discussed, establishing spin
assignments and discussing peculiarities of the lifetime mea-
surements.

A. The 1/2−
1 state at 41.5 keV

The first excited 42 keV state is assumed to be spin (1/2−)
[14] dominantly populated in a three step cascade following
the strong 5276 keV primary γ -ray transitions populating the
307 keV state. From the angular correlation of the 5276-266
cascade shown in Fig. 1 the spin 1/2− assumption can be
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FIG. 3. Partial level scheme of the low-lying negative parity structure in 193Os, investigated in this work. Level and transition energies were
adopted from Ref. [14]. Spins of excited states assigned based on Refs. [14,16] and the γ -γ angular correlation analysis performed in this
work. The relative γ -ray intensities of the different decay branches are listed in Table IV.

confirmed. The mean lifetime of the 42 keV state can be
measured using the 5276-266-42 keV cascade with a HPGe
gate placed on the dominant 5276 keV primary transition. The

TABLE I. Spins Jπ
expt. assigned in this work compared to the spins

Jπ
lit. recommended in the latest ENSDF evaluation [14], based on

the analysis of the thermal neutron capture and average resonance
capture experiments discussed in Ref. [16]. Parities and excitation
energies were adopted from Ref. [14].

E (keV) Jπ
lit. Jπ

expt. E (keV) Jπ
lit. Jπ

expt.

41.5 (1/2−) 1/2(−) 889.5 1/2−, 3/2− 1/2−

72.9 (5/2)− (5/2)− 1053.9 1/2−, 3/2− 1/2−

102.7 (3/2)− 3/2− 1085.4 (1/2−, 3/2−) (3/2−)
233.9 1/2−, 3/2− 1/2− 1170.9 (1/2+, 3/2+) (3/2+)
295.7 (5/2−) 5/2− 1178.7 1/2−, 3/2− 1/2−

307.1 1/2−, 3/2− 3/2− 1216.9 1/2(−), 3/2(−) 3/2(−)

399 (5/2)− (5/2)− 1281.5 1/2−, 3/2− 3/2−

435 1/2−, 3/2− 3/2− 1288.5 1/2−, 3/2− 1/2−

455.8 (5/2)− (5/2)− 1386 1/2(−), 3/2(−) 1/2(−)

544.6 (5/2−, 7/2−) (5/2−) 1515.6 1/2−, 3/2− 3/2−

709.2 (5/2−, 7/2−) (5/2−) 1590.9 1/2−, 3/2− 3/2−

corresponding gated energy spectra are shown in Figs. 4(a)
and 4(b). Gating on the 5276 and 266 keV transitions isolates
the peak corresponding to the 42 keV ground-state transi-
tion. The energy of the 42 keV transition is not sufficient to
overcome the binding energy of the K shell electrons and
the x-ray peaks at ≈ 60 keV and ≈ 71 keV nearly vanish.
The remaining coincident Kα and Kβ x rays likely origi-
nate from random coincidences and in-target scattering. The
time-correlated background beneath the 42 keV peak signif-
icantly contributes to the measured centroid difference and
is accounted by standard background correction procedure as
outlined in Ref. [33]. Due to the low energy of the 42 keV
transition, the background beneath the peak is extrapolated
from the random background between 80 and 120 keV. Gating
on the 5276 and 42 keV transitions completely isolates the
peak corresponding to the 266 keV transition as well. The
resulting delayed- and antidelayed distributions are shown in
Fig. 4(c). From the tailing of the time distributions a compa-
rably long mean lifetime of the 42 keV state is indicated. A
precise PRD data point for the 42 keV transition is extracted
from the 40 keV x ray emitted directly following the EC
decay of 152Eu (see Fig. 2). The final lifetime according to
Eq. 1 while accounting for time correlated background [33]
amounts to τ42 = 586(19) ps. We note, that a convolution fit
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TABLE II. Results of the lifetime measurements. If multiple
cascades were used to derive the mean lifetime, the weighted average
with 1σ standard uncertainty is given. Transitions are identified by
their energy.

State (keV) HPGe (keV) Cascade (keV) τ (ps) τadopted (ps)

1/2(−)
1 (41.5) 5276 266-42 586(19)

3/2−
2 (102.7) 5276 204-103 152(12) 150(8)

4531 951-103 148(11)
1/2−

2 (233.9) 4225 1126-131 90(8)
5/2−

2 (295.7) 4414 875-254a 100 < τ < 600b

3/2−
3 (307.1) 3745 1531-266 91(8) 99(6)

3745 1531-204 103(13)
61 5276-204 118(14)

(5/2−
3 ) (399) 4367 819-399 38(10)

3/2−
4 (435) 4531 619-435 17(9) 13(4)

4531 619-394 11(6)
4531 619-201 13(10)

(5/2−
5 ) (544.5) 3980 1059-545 <30

(5/2−
6 ) (709.2) 4414 462-709 <23

1/2−
3 (889.5) 4695-890 23(10)

1/2−
4 (1053.9) 4531-951 27(9)

aAll decay branches including the contamination are included in the
gate.
bSee text for details on the constraints.

to the combined statistics of both time distributions yields a
mean lifetime of ≈900 ps indicating the non-negligible con-
tribution of time-correlated background, that is not accounted
for by the convolution fit.

B. The (5/2−
1 ) state at 72.9 keV

The 73 keV state is populated in this experiment and the
(5/2−

1 ) → 3/2−
gs (73 keV) decay transition is visible after

gating, e.g., on the (5/2−
2 ) → (5/2−

1 ) (223 keV) direct feeding
transition. Due to limited statistics lifetime measurements of
this state are not feasible

C. The 3/2−
2 state at 102.7 keV

The lifetime of the 103 keV state was measured with the
204-103 keV and 951-103 keV cascades, directly populated
by the 5276 and 4531 keV primary γ rays, respectively. The
resulting mean lifetimes of 152(12) and 148(11) ps agree
within their uncertainties.

From the gated spectra shown in Fig. 4(b), with one HPGe
gate on the 5276 keV primary γ ray and one LaBr gate
on the 42 keV transition a new decay branch of the 103
keV state is hinted. Both the 3/2−

3 → 1/2−
1 (266 keV) and

3/2−
3 → 3/2−

2 (204 keV) transitions are visible. This suggests
the existence of a previously unknown 3/2−

2 → 1/2−
1 transi-

tion between the 42 and 102.7 keV states with an energy of
61.2 keV. Using HPGe-HPGe-HPGe threefold coincidences,
and gating on the 5276 and 42 keV transitions, the efficiency
corrected intensity ratio of the 204 and the 266 keV peaks
amounts to 0.62(7). In combination with the intensity balance
derived for the decay intensities of the 307 keV state this
implies that 88(11)% of the 204 keV γ rays emitted from

FIG. 4. (a,b) Gated energy spectra used for the lifetime mea-
surement of the 1/2−

1 at 42 keV state with the corresponding gates
indicated in the figures. The gated LaBr (HPGe) spectrum is shown
in black (red) and was generated using HPGe-LaBr-LaBr (HPGe-
LaBr-HPGe) threefold coincidences. (a) The energy of the 42 keV
transition is not sufficient to overcome the binding energy of the K-
shell electrons, and the few visible Kα and Kβ x rays originate from
random coincidences. (b) The observation of the 3/2−

3 → 3/2−
2 (204

keV) transition in coincidence with the 1/2−
1 → 3/2−

gs (42 keV) tran-
sition indicates the existence of a 3/2−

2 → 1/2−
1 (61 keV) transition.

For details see text. (c) Delayed (green) and antidelayed (red) time
distributions generated for the 3/2−

3 → 1/2−
1 → 3/2−

gs (266-42 keV)
cascade. The final resulting mean lifetime after correcting for time-
correlated background contributions amounts to τ42 = 586(19) ps.

the 307 keV state, end up populating the 42 keV state. This
results in relative γ -ray intensities of I (103 keV) = 14(13)
and I (61.2 keV) = 100(26).

014313-6



INVESTIGATING THE PROLATE-TO-OBLATE SHAPE … PHYSICAL REVIEW C 109, 014313 (2024)

TABLE III. Results of the γ -γ angular correlation analysis and derived mixing ratios. The adopted spin combinations are listed. As noted
in Sec. II A, for γ -γ cascades with spin 3/2 intermediate state a4 = 0, and the resulting a2 value corresponds to two solutions δ1 and δ2 for one
transition. The mixing ratios δ1 and δ2 correspond to the transition marked in bold. Results are ordered relative to the primary transition, emitted
from the capture state at 5583 keV, denoted as 1/2+

C , and assumed to be pure L = 1. The angular correlation parameters a2,4 are calculated for
the mixing ratios minimizing the measured angular correlation. For details see text.

Ji → J → Jf Transitions (keV) Multipolarity a2 a4 δ1 δ2

1/2+
C → 3/2−

3 → 3/2−
2 5276-204 E1-M1(+E2) −0.66(5) 0(0) −0.170(6) 12.0+9

−8

1/2+
C → 3/2−

3 → 1/2−
1 5276-266 E1-M1(+E2) 0.426(4) 0(0) −0.253(7) −1.03(2)

1/2+
C → 3/2−

3 → 3/2−
gs 5276-307 E1-M1(+E2) −0.435(7) 0(0) 0.388(18) 1.393(46)

3/2−
4 → 3/2−

3 → 1/2−
1 128-266a M1(+E2)-M1(+E2) −0.41(3) 0(0) −0.055(27) −3.16+31

−27

(5/2−
4 ) → 3/2−

3 → 1/2−
1 149-266 M1(+E2)-M1(+E2) 0.357(24) 0(0) −0.274(27) −18+5

−10

(5/2−
5 ) → 3/2−

3 → 1/2−
1 237-266 M1(+E2)-M1(+E2) 0.263(11) 0(0) −0.176(11) 25+9

−5
1/2−

3 → 3/2−
3 → 1/2−

1 582-266 M1(+E2)-M1(+E2) 0.542(18) 0(0) 0.084(14) 1.44(4)
1/2−

4 → 3/2−
3 → 1/2−

1 747-266 M1(+E2)-M1(+E2) −0.315(14) 0(0) −0.485(11) 14.5+24
−16

3/2−
3 → 3/2−

2 → 3/2−
gs 204-103a M1(+E2)-M1(+E2) 0.470(39) 0(0) 0.240(56) 1.89+23

−21

1/2−
2 → 3/2−

2 → 3/2−
gs 131-103a M1(+E2)-M1(+E2) −0.425(50) 0(0) 0.047(43) 1.51+18

−20

1/2−
4 → 3/2−

2 → 3/2−
gs 951-103 M1(+E2)-M1(+E2) −0.188(17) 0(0) −0.13(2) 2.42+11

−13

1/2−
4 → 3/2−

4 → 3/2−
gs 619-435 M1(+E2)-M1(+E2) −0.85(3) 0(0) 0.2 < δ1,2 < 1.2

1/2−
4 → 3/2−

4 → 3/2−
gs 619-435 M1(+E2)-M1(+E2) −0.85(3) 0(0) 0.2 < δ1,2 < 1.8

1/2−
4 → 3/2−

4 → 1/2−
1 619-394 M1(+E2)-M1(+E2) 0.70(2) 0(0) −0.4 < δ1 < −0.1 −1.3 < δ2 < −0.8

1/2+
C → 3/2(+) → 5/2−

2 4414-875 M1-E1(+M2) 0.184+31
−28 0(0) < −25 | >70b 0.228(56)

3/2(+) → 5/2−
2 → 1/2−

1 875-254c E1(+M2)-E2(+M3) 0.103(4) −0.428(44) 0.005(82)
3/2(+) → 5/2−

2 → 3/2−
gs 875-296c E1(+M2)-M1(+E2) 0.157+12

−21 0.224+63
−57 0.90+26

−19

aExternal errors are used.
bAssumed pure L = 2 in the following. For details see text.
cEffective interaction angles and attenuation coefficients derived for the 582-266 cascade were used for this analysis.

Alternatively, the intensity of the 61.2 keV transition can
be derived from the ratios of the Kα1 (63 keV), Kα2 (61.5
keV), and Kβ1 (73 keV) x-ray peaks. After gating on the
1/2−

4 → 3/2−
2 (951 keV) transition, eliminating possible side

feeding, the balance of the measured peak volumes Kα2/Kα1

significantly increases, while the ratio Kα1/Kβ1 stays the
same, indicating a significant contribution of the 61.2 keV γ

rays to the combined peak with the 61.5 keV x rays. Using
the constant ratio of the emitted x rays, the contribution of
the 61.2 keV γ rays to the combined peak can be derived and
the intensity ratio with the 103 keV γ ray can be calculated.
This results in relative γ -ray intensities of I (103 keV) = 9(7)
and I (61.2 keV) = 100(60). As outlined above, the efficiency
curve in the low-energy region is not well defined, leading
to a large uncertainty of the 61.2 keV γ -ray intensity. Still,
the results derived using the different approaches are in good
agreement with each other, and calculating the weighted av-
erage of both results leads to relative γ -ray intensities of
I (61.2 keV) = 100(24) and I (103 keV) = 10(6).

Taking into account this 61 keV transition and calculating
reduced transition strengths in the pure M1 and E2 lim-
its, yields very large B(M1) and B(E2) values of 0.160(15)
and 2500(150) W.u., respectively, for the 61 keV transition.
This very large B(E2) value points towards a dominant M1
character of this transition. Compared to other transitions
observed in this experiment, the resulting B(M1) strengths
is enhanced. One possible explanation would be a further
unobserved 3/2−

2 → (5/2−
1 ) (30 keV) transition between the

103 and 73 keV states.

D. The 1/2−
2 state at 233.9 keV

Angular correlations with the 234 keV state as intermediate
state yield isotropic distributions and spin 1/2 is assigned.
The mixing ratio of the strongest 131 keV decay branch
is determined from below using the 1/2−

2 → 3/2−
2 → 3/2−

gs
cascade. Based on the measured mean lifetime, the solution
δ2(131) = 1.51(20) is rejected, yielding a reduced transition
strength larger than 800 W.u.

E. The 5/2−
2 state at 295.7 keV

This state is only weakly populated in the (n, γ ) reaction
with the most intense population stemming from the 1/2+

C →
3/2(+) → 5/2−

2 (4414-875 keV) cascade. Following the dis-
cussion in Ref. [16] and the stated missing observation of the
4414 keV feeding primary transition in the average resonance
neutron capture reaction the 1170 keV state is assigned (1/2+,
3/2+). With a clearly observable anisotropy of the 4414-875
cascade, shown in Fig. 5(a), the intermediate state can be
identified as 3/2. But from this angular correlation it is not
conclusive whether the final 296 keV state is 3/2(+) or 5/2(−).
Assuming the primary 4414 keV transition to be pure L = 1,
the intermediate 875 keV state to be 3/2, and the 296 keV
state to be 5/2, the angular correlation yields two solutions
for the multipole mixing ratio of the assumed E1 + M2 875
keV transition: δ1(875) = 0.22(6) and δ2(875) > 20. Based
on the very strong a4 component of the 875-254 keV angu-
lar correlations, shown in Fig. 5(b), with well pronounced
anisotropy, the 296 keV state is assigned 5/2, with the 875
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TABLE IV. Relative intensities of transition decaying from selected states of the low energy structure of 193Os. Only low-lying negative
parity states are taken into account. Relative γ -ray intensities “Int.expt.” are compared to the literature values with “Int.lit.” from Ref. [14].
The reduced transition probabilities B(M1) and B(E2) derived from the measured mean lifetimes are listed and compared to the theoretical
calculations in the IBFM-2 framework. For details see text. For A = 193, 1 W.u. corresponds to 1.79μ2

N for M1 transitions and to 66.26
e2fm4 for E2 transitions. Experimental B(M1) and B(E2) values marked with an asterisk (∗) are calculated in the pure M1 or E2 limit. Note,
if angular correlations yielded two solutions for the multipole mixing ratio and no conclusion could be drawn, for comparison reasons, the
experimental value with best agreement with the theoretical calculations is shown.

B(M1) (W.u.) B(E2) (W.u.)
State (keV) Eγ (keV) Jf Int.expt. Int.lit. Expt. Theor. Expt. Theor.

1/2−
1 (41.5) 41.5 3/2−

gs 100 100 0.055(2)∗ 0.065 694(25)∗ 60.7
(5/2−

1 ) (72.9) 72.9 3/2−
gs 100 100 0.014 8

3/2−
2 (102.7) 102.7 3/2−

gs 100 100 0.030(2)b 7.8 × 10−5 60(30)b 12
102.7 3/2−

gs [10(6)]a 0.003(2)b 7.8 × 10−5 6+6
−4

b 12
[61.2] 1/2−

1 [100(24)]a 0.16+2
−1∗ 0.039 2.5(2) × 103∗ 2.6

[29.8] 5/2−
1 0.008 28

1/2−
2 (233.9) 131.2 3/2−

2 100.0(32) 100.0(15) 0.043(4)b 0.09 2.3+56
−20

b 5.2
192.4 1/2−

1 1.2(2) 1.1(2) 1.6(3) × 10−4 0.013
233.9 3/2−

gs 2.5(2) 1.7(2) 1.9(3) × 10−4∗ 0.015 1.3(2)∗ 11.2
5/2−

2 (295.7) 193 3/2−
2 8.4(13) 11(1) 2.2(3) × 10−4 < B(M1) < 0.0013(2)∗ 0.005 2.5(4) < B(E2) < 15(2)∗ 28.7

222.8 5/2−
1 46.3(20) 51.0(14) 8.0(3) × 10−4 < B(M1) < 0.0048(2)∗ 1.2 × 10−4 6.7(3) < B(E2) < 41(2)∗ 3.9

254.2 1/2−
1 100(3) 100.0(19) 7.5(2) < B(E2) < 45(1) 16.5

295.7 3/2−
gs 61.3(21) 64(1) 2.5(7) × 10−4 < B(M1) < 0.0016(4) 0.007 1.0(3) < B(E2) < 6(2) 3.5

3/2−
3 (307.1) 204.4 3/2−

2 70.0(3) 84.0(16) 7(1) × 10−5 c 1.4 × 10−5 97(6)c 17.2
234.2 5/2−

1 1.81(3) 1.8(1) 1.8(10) × 10−4∗ 0.006 1.3(7)∗ 3.4
265.6 1/2−

1 100.0(4) 100.0(7) 0.0064(4)b 0.024 2.3(2)b 4.3
307.1 3/2−

gs 18.9(1) 18.9(4) 2.8(2) × 10−4 c 0.02 2.3(2)c 3.7
(5/2−

3 ) (399) 91.9 3/2−
3 15.5(44) 100(22) 0.043+2

−1∗ 0.003 2220+940
−630∗ 2.9

103.3 5/2−
2 12.8(40) 0.03(1)∗ 1 × 10−4 1030+490

−340∗ 1.2
165.2 1/2−

2 11.4(24) <45 88+40
−26 14.1

296.3 3/2−
2 7.2(25) 6(3) × 10−4∗ 0.066 3+2

−1∗ 10.9
326.1 5/2−

1 31.1(40) 89(4) 0.0020+10
−5 ∗ 0.0014 8+3

−2∗ 5.4
357.5 1/2−

1 5.2(16) 27(4) 0.9+4
−3 0.03

399 3/2−
gs 100(10) <447 0.0034+14

−8 ∗ 0.048 9+4
−2∗ 12.6

3/2−
4 (435) 127.9 3/2−

3 16.5(10) 20(2) 0.06+3
−1

b 0.0013 4+6
−3

b 7.3
201.1 1/2−

2 77.0(12) 100(2) 0.07+3
−2∗ 0.017 700+300

−170∗ 4.6
393.5 1/2−

1 100.0(14) 99.0(19) 0.010+4
−2 < B(M1) < 0.011+5

−3
b 0.025 0.3(1) < B(E2) < 4+2

−1
b 3

435 3/2−
gs 35.3(8) 43.4(14) 7+3

−2 × 10−4 < B(M1) < 0.0030+10
−5 0.003 0.24+10

−6 < B(E2) < 5+2
−1 0.3

(5/2−
4 ) (455.8) 148.7 3/2−

3 38.2(29) 40.3(25) 0.018 1.8
160.1 5/2−

2 14.2(18) 14.3(25) 0.04 3.2
221.9 1/2−

2 8.8(17) 6.7(8) 5.1
353.1 3/2−

2 24.6(17) 16.8(17) 0.023 0.2
382.9 5/2−

1 96.0(31) 78.2(25) 0.001 0.05
414.3 1/2−

1 48.5(21) 38.7(17) 5.2
455.8 3/2−

gs 100.0(33) 100.0(25) 0.012 1.1
(5/2−

5 ) (544.5) 145.5 (5/2−
3 ) 13.7(24) 23(5) >0.013(2)∗ 0.0047 >254(41)∗ 0.8

237.4 3/2−
3 72.7(34) 83.7(23) >0.015(1)b 0.0052 >3.5(5)b 0.1

248.8 5/2−
2 23.9(22) 26.7(12) >0.0045(4)∗ 0.0005 >30(3)∗ 1.8

441.8 3/2−
2 25.3(22) 28(5) >1.5(7) × 10−4∗ 0.0057 >1.8(2)∗ 5.8

471.6 5/2−
1 19.2(29) 26(3) >5.0(8) × 10−4∗ 1.8 × 10−4 >1.0(2)∗ 0.8

503 1/2−
1 29.8(22) >1.1(1) 5.0

544.5 3/2−
gs 100.0(43) 100(3) >0.0018(1)∗ 0.0015 >2.5(1)∗ 1.1

(5/2−
6 ) (709.2) 413.5 5/2−

2 8.7(7) 10.6(16) >1.0(7) × 10−4∗ 0.0021 >2.1(2)∗ 0.2
606.5 3/2−

2 23.3(9) 22(2) >7.8(3) × 10−4∗ 2.7 × 10−4 >0.84(3)∗ 0.3
636.3 5/2−

1 26.5(10) 33.3(24) >7.7(3) × 10−4∗ 0.0012 >0.75(3)∗ 0.7
667.7 1/2−

1 20.9(9) >0.46(2) 4.5
709.2 3/2−

gs 100.0(20) 100(4) >0.0021(3)∗ 0.0064 >1.64(2)∗ 0.3
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TABLE IV. (Continued.)

B(M1) (W.u.) B(E2) (W.u.)
State (keV) Eγ (keV) Jf Int.expt. Int.lit. Expt. Theor. Expt. Theor.

1/2−
3 (889.5) 454.5 3/2−

4 4.0(1) 3+2
−1 × 10−4∗ 0.0039 0.5+3

−1∗ 0.2
582.4 3/2−

3 21.4(3) 21.7(13) 6+5
−2 × 10−4 b 0.064 5+4

−2 × 10−3 b 1.5
593.8 5/2−

2 0.42(8) 0.013+10
−4 2.7

655.6 1/2−
2 15.8(2) 19.8(13) 3+2

−1 × 10−4 0.0013
786.8 3/2−

2 67.7(7) 85(3) 8+6
−3 × 10−4∗ 0.006 0.5+3

−2∗ 4 × 10−4

816.6 5/2−
1 14.2(2) 15.3(13) 0.09+7

−3 3.0
848 1/2−

1 6.0(1) 6+4
−2 × 10−5 7.5 × 10−5

889.5 3/2−
gs 100.0(12) 100(4) 8+6

−3 × 10−4∗ 0.014 0.4+3
−1∗ 2.1

1/2−
4 (1053.9) 164.4 1/2−

3 0.48(2) 2.8(11) 0.001+5
−2 3.9 × 10−4

509.5 (5/2−
5 ) 0.12(2) 0.011+6

−3 6.7
598.9 (5/2−

4 ) 0.81(3) 0.04+2
−1 0.03

618.9 3/2−
4 7.5(1) 8.9(4) 2.0+10

−5 × 10−4 < B(M1) < 2.6+13
−6 × 10−4 0.001 0.010+5

−3 < B(E2) < 0.16+8
−4 2.1

654.9 (5/2−
3 ) 0.70(3) 0.02(1) 12.6

746.8 3/2−
3 8.24(12) 8.7(4) 1.4+7

−3 × 10−4 b 0.022 0.012+11
−6

b 6.9
758.2 5/2−

2 0.26(3) 0.003+2
−1 2.4

951.2 3/2−
2 100.0(17) 100(6) 1.4+7

−4 × 10−4 c 1.9 × 10−4 0.4+2
−1

c 9.9
981 5/2−

1 1.01(2) 0.004+2
−1 0.06

1012.4 1/2−
1 11.7(2) 1.0+5

−2 × 10−4 0.0024
1053.9 3/2−

gs 6.1(1) 4+2
−1 × 10−5∗ 6 × 10−5 0.015+7

−4∗ 0.09

aPotential second decay branch observed. The transition strengths are calculated once without and once including the second decay branch.
For details see text.
bSolution δ1 from Table III used for the calculation of B(σL) values.
cSolution δ2 from Table III used for the calculation of B(σL) values.

keV transition assumed to be pure L = 2. A precise lifetime
measurement of the 296 keV state is not possible. The state
is only weakly populated and all relevant decaying transitions
are close in energy, overlapping in the LaBr spectrum, yield-
ing an undefined shape with a total width of about 100 keV.
Additionally, all transitions feeding the 296 keV state have
a close-lying transition feeding the 307 keV state, since the
12 keV energy difference between such feeding transitions
can not be resolved in the LaBr detectors, and a gate on any
decaying transitions of the 296 keV state will always include
portions decaying from the 307 keV state. Still, we try to give
a reasonable estimate, limiting the range of the lifetime of the
296 keV state: from standard analysis procedure, placing a
broad gate on the structure including all decaying transitions
of the 296 keV state, including all possible contamination, and
placing a comparable gate on the, also not well defined, peak
of the feeding structure, the mean lifetime after background

FIG. 5. Angular correlations of the (a) 4414-875 keV and
(b) 875-254 keV γ -γ cascades. The distinct shape of the 3/2(+) →
5/2−

2 → 1/2−
1 (875-254 keV) cascade is only possible for a nearly

pure E2-E2 cascade. From the significant a4 component the 296 keV
state can clearly be assigned as 5/2−

2 .

correction amounts to ≈300 ps. From this, one can safely
assume the mean lifetime of the 296 keV to be larger than
the lifetime of the 307 keV state, also included in all applied
gates. To constrain the upper limit of the lifetime, the shape
of the time distribution can be considered: no signs of an
exponential slope can be identified. In comparison the time
distribution shown in Fig. 4(c), and measured for the 266-
42 keV cascade, with the lifetime of the 42 keV intermediate
state of 586(19) ps, the beginning of a slope is clearly visible.
While at such low energies the shape of the time distribution is
usually strongly affected by time-walk effects, the PRD shown
in Fig. 2 indicates a low influence for the 266-42 keV cascade,
and the mean lifetime of the 296 keV state can be constrained
by the mean lifetime of the 42 keV state as an upper limit. This
upper limit is chosen cautiously, but from the well defined γ -γ
angular correlation shown in Fig. 5(b), one can estimate the
mean lifetime to be close to the lower limit of 100 ps.

F. The 3/2−
3 state at 307.1 keV

The 307 keV state is directly populated by the dominant
5276 keV primary transition, allowing for high-precision an-
gular correlation analysis of the decaying 266 keV transition.
This transition with defined mixing ratio information is used
as a reference transition to derive the mixing ratios for several
coincident γ rays and define the spins of the emitting states.

The lifetime of the 307 keV state is measured using three
different cascades: two approaches utilize a clover gate on
the 3746 keV primary transitions to select the 1531-266/204
cascades, yielding 91(8) and 103(13) ps, respectively. We note
the low statistics of ≈ 230 counts (1531-204 keV cascade) and
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FIG. 6. Angular correlations of the (a) 1/2−
4 → 3/2−

4 → 3/2−
gs

(619-435 keV) and (b) 1/2−
4 → 3/2−

4 → 1/2−
1 (619-394 keV) cas-

cades. A direct fit to the angular correlations yields (a) a2 =
−0.85(3) and (b) a2 = 0.70(2). The corresponding mixing ratios
cannot be precisely determined but only constrained in its range. For
details see text.

≈ 340 counts (1531-266 keV cascade) per time distribution.
The third approach utilizes the 5276-204 keV cascade with
the 5276 keV primary transition directly feeding the 307 keV
state. A third gate is placed on the 61 keV peak, assumed to
contain the 3/2−

2 → 1/2−
1 transition to select the cascade of

interest. Indeed, after applying a LaBr gate on the 5276 keV
transitions and a HPGe gate on the 61 keV peak, only the 204
keV transition is visible in the corresponding LaBr spectrum,
and the measured lifetime amounts to τ = 118(14) ps.

G. The (5/2−
3 ) state at 399 keV

The 399 keV state is only weakly populated in the reaction
and the analysis, with about 150 counts per time spectrum,
yields a lifetime of τ = 38(10) ps. In Ref. [16] spin 5/2 is
suggested for the 399 keV state. No sufficiently strong cascade
for γ -γ angular correlation is available to confirm this spin.
Based on the short mean lifetime of the state, and the existence
of decaying transitions populating the 1/2−

1 and 1/2−
2 states,

the spin (5/2) assignment is adopted.

H. The 3/2−
4 state at 435 keV

The mean lifetime of the 435 keV state was measured using
the 619 keV decay of the 1/2−

4 state at 1054 keV, directly
populated by the 4531 keV primary γ ray, and the three
strongest decay transitions of the 435 keV state. All three
measured lifetimes are in good agreement, and the weighted
average yields τ435 = 13(4) ps.

Angular correlations with the 435 keV as intermediate state
are anisotropic and based on Ref. [16] spin 3/2− is assigned.
For the solution δ128 = −3.16, derived from the 3/2−

4 →
3/2−

3 → 1/2−
1 (128-265 keV) angular correlation, the result-

ing B(E2) strength would be larger than 1600 W.u., and this
solution is rejected. Angular correlations with the 435 keV
intermediate state are only feasible for the 1/2−

4 → 3/2−
4 (619

keV) feeding transition. But this transition decays from 1054
keV spin 1/2 state, and the mixing ratio of this transitions can-
not be fixed relative to a well defined primary transition. Still,
based on the very large anisotropy of both cascades, shown
in Fig. 6, the range of the mixing ratios of several transitions
can be constrained. The shape of the 1/2−

4 → 3/2−
4 → 3/2−

gs
(619-435 keV) angular correlation, with a2 = −0.85(3), is
possible only if both transitions involved in the cascade have a

mixing ratio with positive sign. To further restrict the range of
the mixing ratios, a uniform random draw of positive mixing
ratios for the 619 keV transition is performed and minimized
to find the corresponding solutions for the 435 keV transi-
tion. Only solutions producing the global χ2

min are considered
further. This constraint reduces the possible solution space to
0.2 < δ619 < 1.2 and 0.2 < δ435 < 1.8. These ranges contain
two solutions each for the corresponding mixing ratio δ, due to
the spin 3/2 nature of the 435 keV state. Applying the solution
range of δ619 to the 1/2−

4 → 3/2−
4 → 1/2−

1 (619-393.5 keV)
angular correlation limits the mixing ratio of the 394 keV
transition to −0.4 < δ394 < −0.1 and −1.3 < δ394 < −0.8
with two well separated solutions. Still, this information is not
sufficient to further refine the deduced mixing ratios.

I. The (5/2−
4 ) state at 455.8 keV

No sufficiently strong feeding transition for lifetime mea-
surements of the 456 keV state could be found. Still, the spin
5/2− assignment of Ref. [16] is preferred by the analysis of
the (5/2−

4 ) → 3/2−
3 → 1/2−

1 angular correlation: assuming
the 456 keV state to be 7/2, the resulting mixing ratio δ would
imply >30% M3 contribution, and spin (5/2) is adopted.

J. The (5/2−
5 ) state at 544.5 keV

Due to low population of the 545 keV state the lifetime
measurement of this state is hindered. The result of the
1059-545 keV cascade, populated by the 3980 keV primary
transition, yields a lifetime of τ = 4(13) ps. For the sec-
ond measurement the summed statistics of the 625-545 and
633-545 keV cascades, populated by the 4414 and 4406 keV
primary transitions, respectively, are used, and the lifetime
amounts to τ = 9(10) ps. Note the low statistics of ≈150
counts and ≈250 counts per time spectrum for the first and
second analysis, respectively. We adopt an upper limit of <30
ps for the mean lifetime of the 545 keV state, corresponding
to roughly 2σ of both results. With the low and widely spread
population of the 545 keV state, angular correlation measure-
ments with this state as intermediate are not feasible. Still, the
spin of (5/2−

5 , 7/2−) spin assignment suggested by Ref. [16]
can be resolved by analysis of the (5/2−

5 ) → 3/2−
3 → 1/2−

1
(237-266 keV) cascade: assuming spin 7/2− for the 545 keV
state leads to larger 20% M3 contribution to the 237 keV
transition, and spin (5/2−

5 ) is adopted for the 545 keV state.

K. The (5/2−
6 ) state at 709.2 keV

The lifetime of the 709 keV state is measured using the
3/2(+) → (5/2−

6 ) → 3/2−
gs (462-709 keV) cascade, following

the decay of the 4413 keV primary transition, and results in
τ = 12(11) ps, and we adopt an upper limit of τ < 23 ps.
Note the low statistics of about 130 counts per time spectrum.
In Ref. [16] spin (5/2−, 7/2−) is suggested for the 709 keV
state, but the angular correlation of the 462-709 keV cascade
is nearly anisotropic and no assignment can be made based
on the angular correlation analysis. Still, the observation of
the previously unknown 668 keV decay transition to the 1/2−
(42 keV) state and the short mean lifetime of the 709 keV state
suggests the assignment of spin (5/2−

6 ).
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L. The 1/2−
3 state at 889.5 keV

In the literature, the 890 keV state is noted to be a doublet
of two close-lying states with energies of 888.6 and 889.5
keV [14]. We observe the excited state directly populated by
4695 keV primary transition to decay with a γ -ray energy of
889.5 keV, and adopt this value for the excitation energy of the
state. The 1/2+

C → 1/2−
3 → 3/2−

gs (4695-890 keV) angular
correlation is isotropic and spin 1/2−

3 is assigned. Lifetime
measurements of this state are only feasible using twofold co-
incidences with the directly feeding primary transitions, with
no other feeding transition strong enough to provide sufficient
statistics. This analysis in twofold coincidences results in a
mean lifetime of 23(10) ps.

M. The 1/2−
4 state at 1053.9 keV

Angular correlations with the 1054 keV states as interme-
diate state are isotropic and the state is assigned spin 1/2−

4 .
The lifetime measurement in twofold coincidences yields a
lifetime of τ = 27(9) ps.

N. Further spin 1/2, 3/2 states

From the average resonance capture experiment several
further states were assigned spin 1/2, 3/2 [16]. For the
1170.9, 1216.9, 1281.5, 1515.6, and 1590.9 keV states clear
anisotropy is visible for angular correlations with the primary
feeding transition and the strongest decay branch of the state
of interest, and spin 3/2 is assigned. For the 1178.7, 1288.5,
and 1386 keV states no anisotropy was observed and tenta-
tively spin 1/2 is assigned.

IV. IBFM CALCULATIONS AND DISCUSSION

Theoretical calculations in the framework of the inter-
acting boson-fermion model (IBFM) [36], using constrained
self-consistent mean-field calculations as microscopic foun-
dation, are performed. Only a brief description of the
methodology is presented, and a detailed discussion is given
in Refs. [12,13,37,38]. Deformation energy surfaces, de-
fined by the deformation parameters (β, γ ), are calculated
for the even-even core within the constrained Gogny-D1M
Hartree-Fock-Bogoliubov (HFB) approach [13,39,40]. The
Hamiltonian of the IBM-2 is then mapped on the HFB en-
ergy surfaces to reproduce the overall pattern in the IBM-2
energy surface [37], and all parameters of the IBM-2 Hamil-
tonian of the even-even core are derived on the basis of
microscopic calculations. Only the boson-fermion coupling is
phenomenologically derived by fitting to reproduce the low-
lying excitation spectrum of the odd-A nucleus [12].

The IBFM-2 Hamiltonian consists of the even-even boson
core Hamiltonian ĤB, the fermion single-particle Hamiltonian
ĤF and the boson-fermion interaction Hamiltonian ĤBF [12]:

ĤIBFM = ĤB + ĤF + ĤBF . (2)

The doubly magic nucleus 208Pb is used as inert core and
all valence particles are treated as holes. For the calculation
of 193Os, with six valence proton holes and nine valence
neutron holes, the nucleus 194Os, with Nπ = 3 and Nν = 4

FIG. 7. Potential energy surfaces for the even-even core nucleus
194Os calculated for (left) the Gogny-HFB method and (right) the
mapped IBM-2 Hamiltonian. The energy difference between the
neighboring contours is 100 keV, with the minimum in blue.

bosons, is used as the even-even boson core [13]. As fermion
valence space for the remaining neutron hole, the 3p1/2, 3p3/2,
2 f5/2, 2 f7/2, and 1h9/2 orbitals of the neutron major shell N =
82–126 are used. The boson-fermion interaction Hamiltonian
for nuclei with odd neutron number is defined as [13]

ĤBF = �νQ̂(2)
π · q̂(2)

ν + νV̂πν + Aν n̂dν n̂ν (3)

The first term is the quadrupole dynamical term, the sec-
ond term is the exchange interaction and third term is the
monopole interaction. A detailed description of the individual
terms is given in Ref. [13]. The coupling parameters �ν , ν ,
and Aν in Eq. (3) are fitted to reproduce the energies of the
lowest-lying excited states in 193Os, and are given in Ref. [13].

The potential energy surface (PES) for 194Os in the (β, γ )
space, calculated with the microscopic Gogny-D1M HFB ap-
proach, is shown in Fig. 7, next to the mapped IBM-2 potential
energy surface. Some differences in the PES are visible: while
the minima in the β-parameter are located at nearly the same
deformation for both the HFB and IBM PES, the IBM surfaces
is more shallow and extends further in the β direction, up to
β > 0.4, compared to the steep minimum in the HFB PES.
For the γ parameter the minimum in the HFB PES extends
from the triaxial deformation at γ ≈ 30◦ towards oblate
deformation with γ = 60◦. In contrast the minimum in γ in
the IBM PES is near the oblate side with the minimum close
to γ = 60◦.

A. Energy levels

The excitation energies resulting from the IBFM-2 cal-
culations are compared to the experimental level scheme in
Fig. 8. The first nine states up to the 5/2−

3 state are in the
same order as observed in the experiment. Most other states
are in general well reproduced, with some close lying pairs
of states swapping their positions. The 9/2−

1 state is predicted
to be higher in energy, one keV below the 5/2−

3 state. The
3/2−

4 and 5/2−
4 states retain their low energy difference, but

their ordering is swapped and moved 300 keV higher. Notably,
the 1/2−

3 state is the only state significantly breaking with the
ordering of states observed in the experiment: the theoretical
calculations place the 1/2−

3 state 200 keV lower, well below
the 5/2−

4 state. A general difference in the calculated levels
can be observed. While the energies of all spin 1/2− states
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FIG. 8. Comparison of experimental (left) and calculated (right)
level scheme of the low-lying negative parity states in 193Os. The
corresponding counterparts of the individual experimental and the-
oretical states are connected by dotted red lines to guide the eye.
Experimental energies were adopted from [14].

are underestimated in the theoretical calculations, the energies
of all spin 3/2− and 5/2− states above the first three excited
states are overestimated.

This overestimation of excitation energies of the 3/2− and
5/2− states above ≈ 200 keV leads to a gap in the theoret-
ical excitation spectrum of about 200 keV, where no further
excited states are predicted. In Ref. [13], a similar effect is
observed in the calculated excitation spectrum for 195Pt, with
the non-yrast states being overestimated in the theoretical
calculation, also producing a pronounced gap in the excitation
spectrum.

In the relevant energy range the theoretical calculations
predict further spin 7/2 and 9/2 states with no known experi-
mental counterpart. Little population of 7/2 and 9/2 states is
expected in the thermal neutron capture reaction: The directly
populated 1/2+

C capture state dominantly decays in three step
cascades towards the ground state.

While the energies of the calculated levels do not fully
match the experimental states, the ordering of the calculated
levels is in reasonably good agreement with the experiment up
to 500 keV.

In Table V the percentage composition values of the IBFM
wave function for the 3p1/2, 3p3/2, 2 f5/2, 2 f7/2, 1h9/2 neutron
single-particle orbitals are given. The compositions of the

TABLE V. Fractions of the (3p1/2, 3p3/2, 2 f5/2, 2 f7/2, 1h9/2)
neutron orbital configuration of the corresponding wave function. All
values given in percent.

J 3p1/2 3p3/2 2 f5/2 2 f7/2 1h9/2

3/2−
gs 26 43 5 25 1

1/2−
1 47 21 9 16 7

5/2−
1 27 5 44 4 20

3/2−
2 1 24 50 12 13

1/2−
2 3 33 39 9 15

5/2−
2 12 32 30 16 9

3/2−
3 13 23 39 9 16

7/2−
1 25 42 5 26 2

9/2−
1 27 6 43 4 21

5/2−
3 3 38 32 17 11

7/2−
2 3 12 59 7 20

1/2−
3 14 30 42 6 7

5/2−
4 18 39 17 20 6

3/2−
4 23 22 30 11 14

5/2−
5 9 21 44 10 17

9/2−
2 8 31 33 15 12

5/2−
6 19 13 46 7 16

1/2−
4 3 34 38 16 10

3/2−
2 and 1/2−

2 and 1/2−
4 states have a large overlap in the

3p1/2, 3p3/2, and 2 f5/2 orbitals, suggesting similar origin of
the states, and one expects dominant transitions between such
states.

In Ref. [15], based on observed (d, p) cross section sys-
tematics, the 3/2−

gs ground state and the (5/2−
1 ) (73 keV)

state are proposed to be members of a 3/2−[512] rotational
band. Further, both the 1/2−

1 (42 keV) and the 3/2−
2 (103

keV) states are proposed to be members of the 1/2−[510]
rotational band [15]. In contrast, the Coriolis calculations pre-
sented in Ref. [16] indicate that the 3/2−[512] and 1/2−[510]
orbitals alone cannot contribute sufficient strengths to account
for the observed cross sections. The theoretical calculations
performed in this work do not support the proposed band
structures: little overlap in the orbital fractions (see Table V)
is observed for the proposed band member states.

B. Transition strengths

Using the information derived in this work, reduced tran-
sition probabilities B(M1) and B(E2) were calculated, and
are compared to the predictions of the theoretical model. All
values are combined in Table IV. For transitions with no
available multipole mixing ratio information, the strengths are
calculated in the limit of pure M1 and pure E2, and are marked
with an asterisk. For transitions with multipole mixing ratios
derived in this work, the solution used for the calculations of
the transition strengths is denoted.

For several states the IBFM calculations yield a satisfactory
description, reproducing several structural features of 193Os.
The IBFM calculations reproduce the properties of the first ex-
cited 1/2−

1 (42 keV) state. The theoretical calculations predict
a strong M1 transition with a small degree of E2 contribution.
The experimental transition strength in the limit of pure M1
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is in very good agreement with the theoretical value. The un-
likely large B(E2) value in the pure E2 limit further suggests
the transition to be of dominant M1 type. Assuming a 0.6%
E2 contribution (corresponding to δ = 0.075) reproduces the
theoretical B(E2) strengths with the resulting experimental
B(M1) = 0.050(2) W.u.

Only the existence of the 5/2−
1 state could be confirmed by

decays populating this states, but no further experimental in-
formation could be derived. The theoretical calculations again
suggest a dominant M1 transition, and, with the assumption
of ≈1% E2 contribution, a lifetime of τ ≈ 1.5 ns would
reproduce the theoretical predictions.

For the 3/2−
2 state a new decaying transition was observed

experimentally, but the corresponding reduced strengths of the
new 3/2−

2 → 1/2−
1 (61 keV) transition are significantly en-

hanced, compared to other transitions observed in this nuclei.
For this reason, the reduced transition strengths were calcu-
lated for two situations: once with and once without taking
into account the new decaying transition. Neither assumption
is quantitatively described by the theoretical calculations. If
the 3/2−

2 → 3/2−
gs (103 keV) transition is assumed as the

only decay branch of the 3/2−
2 state, the expected dominant

M1 character of this transition is not reproduced, underesti-
mating the experimental B(M1) strengths by several orders
of magnitude. Taking into account the 3/2−

2 → 1/2−
1 (61

keV) transition, with the assumption on the intensity balance
discussed in Sec. III F, leads to strongly enhanced experi-
mental M1 transition strengths, significantly larger than any
other other M1 strengths observed in this experiment. In this
case the theory underestimates the transition strengths, but
predicts the 3/2−

2 → 1/2−
1 (61 keV) transition to be domi-

nantly M1, orders of magnitude stronger than the 3/2−
2 →

3/2−
gs (103 keV) transition. This theoretical prediction is in

good qualitative agreement with the experimental observa-
tion. The existence of a 3/2−

2 → 5/2−
1 (30 keV) transition

state could distribute the enhanced strength of the 3/2−
2 →

1/2−
1 (61 keV) transition on a third decay branch. The the-

oretical calculations predict B(E2) = 28 W.u. and B(M1) =
0.008 W.u. for a possible 30 keV transition.

The theoretical calculations significantly overestimate the
magnitude of the transition strengths of the 1/2−

2 (234 keV)
states decay branches. While not being able to reproduce
the quantitative characteristics, the theoretical calculations are
able to predict the qualitative properties of the 234 keV state to
a very high degree. For the low-lying negative parity states in-
vestigated in this work, the 234 state is the state with the most
well defined decay branch. From the relative decay intensities
listed in Table IV the 1/2−

2 (234 keV) state dominantly decays
via the strong M1 1/2−

2 → 3/2−
1 (131 keV) transition, with

the two competing decay branches with relative intensities of
less than 3%. The theoretical calculations exactly predict these
characteristics, while overestimating the values of the transi-
tions itself: the 1/2−

2 → 3/2−
1 (131 keV) transition, calculated

to be nearly pure M1, is predicted to dominate the decay of
the 1/2−

2 (234 keV) state. This characteristic is mirrored by
the orbital configurations of the two states which show a large
overlap (see Table V). The components of the IBFM-2 wave
function for the 1/2−

2 state are 3p1/2 (3%), 3p3/2 (33%), 2 f5/2

(39%), 2 f7/2 (9%), and 1h9/2 (15%) while the components

for the 3/2−
2 state are 3p1/2 (1%), 3p3/2 (24%), 2 f5/2 (50%),

2 f7/2 (12%), and 1h9/2 (13%). This large overlap of the wave
function might suggest the two states to originate from the
same general structure. The theoretical calculations predict
the 1/2−

2 state at lower excitation energy compared to the
experimental value, moving the excited 1/2−

2 and 3/2−
2 states

close together. The resulting underestimated energy of the
theoretical 1/2−

2 → 3/2−
1 transition can explain the overes-

timation of the predicted transition strength.
Further, while the 1/2−

2 and 3/2−
2 states show large overlap

in the wave function, the 3/2−
2 (103 keV) state and the 3/2−

gs
ground state, with composition percentages of 3p1/2 (26%),
3p3/2 (43%), 2 f5/2 (5%), 2 f7/2 (25%), and 1h9/2 (1%), show
very small overlap of the wave function. This significant dif-
ference in the wave function hints a theoretical context for the
weak 3/2−

2 → 3/2−
gs (103 keV) transition and the preferred,

newly observed 3/2−
2 → 1/2−

1 (61 keV) decay branch, dis-
cussed above.

For the higher-lying states the theoretical calculations start
to further diverge from the experimental values. For the 5/2−

2
and 3/2−

3 states some general features observed in the exper-
iment are still reproduced. For example the pure E2 5/2−

2 →
1/2−

1 transition is well described by the calculations, but,
for all other decays of the 5/2−

2 state, significant deviation
in either the B(M1) or B(E2) strengths are observed. Also
for the 3/2−

3 state, the 3/2−
3 → 3/2−

2 transition, with strong
B(E2) contribution and hindered B(M1) is qualitatively re-
produced, and the 3/2−

3 → 1/2−
1 transition is in reasonable

agreement with the experiment. The B(M1) contributions of
further decaying transitions of the 3/2−

3 state are significantly
overestimated. For the 5/2−

3 , 3/2−
4 , 5/2−

4 , 5/2−
5 , 1/2−

3 , 1/2−
4 ,

and 5/2−
6 states the experimental transition strengths are not

satisfyingly reproduced and, any possible accordance with the
experimental values appears to be random. From the com-
parison of excitation energies shown in Fig. 8, the increasing
deviation between experimental and theoretical levels already
builds the expectation of the properties of the higher ener-
getic states to no longer agreeing with the experiment. This
deviation might be explained by the single-particle energies
and occupation probabilities of the odd nucleon not being a
sufficiently realistic approximation to reproduce the extended
level structure [13]. This is due to difficulties in deriving the
coupling parameters κ for nuclei close to N = 126 [7,8]. It
might be interesting to investigate if there is a systematic
for which type of states the excitation energies are increased
or decreased. In the present case, all spin 1/2− states above
200 keV are systematically lowered while the 3/2− and 5/2−
states are raised in energy.

C. Discussion

It is important to again emphasize that the theoretical
predictions are based on the results of the constrained HFB
calculations, which are used as microscopic foundation to
define the characteristics of the IBM-2 Hamiltonian for the
even-even nucleus 194Os [13,37]. Only the coupling constants
of the boson-fermion interaction are phenomenologically de-
rived by fitting to experimental low-lying states of the odd-A
nuclei [12]. From this point of view, the predictions of the
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theoretical calculations for the spectroscopic properties of the
low-lying structure in 193Os are reasonably good up to an
energy of 500 keV.

The calculated Gogny-D1M HFB deformation energy sur-
faces for the even-even osmium isotopes suggest a gradual
change from prolate to oblate-soft shape, indicating a prolate-
to-oblate shape phase transition occurring in the even-even
osmium isotopes between 192Os and 194Os [13]. A change in
shape is also suggested by the trend of the energies of the ex-
cited 2+

2 and 0+
2 states for the osmium isotopes. The energies

of the 2+
2 states continuously decrease for 188–192Os and start

rising again for 194Os. For the 0+
2 states the energies stay in

the same order for 188–192Os but suddenly drop by 300 keV
for 194Os, indicating a change happening in the underlying
structure [41–44].

Significant structural changes are also observed in the
neighboring odd-A osmium isotopes. The ground state of
191Os changes from spin 9/2− to 3/2− for 193Os, accompanied
by a reordering of the low-spin states. Further, calculated ef-
fective deformation parameters βeff. and γeff. abruptly change
going from 189Os towards 193Os, serving as indicator for a
shape phase transition [13]. The PES of 194Os used for the
definition of the IBM-2 Hamiltonian parameters, shown in
Fig. 7, has a well pronounced oblate minimum with some
γ softness. In comparison, the minimum of the HFB PES is
located at γ = 30◦, extending towards the oblate side. This
implies a bias of a more oblate even-even core used for the
IBFM calculations than predicted by the HFB calculations.
Still, the Hamiltonian with oblate bias is able to reasonably
well reproduce the characteristics of the low-lying structure in
193Os. In combination with the systematic studies in Ref. [13],
this carefully points towards the conclusion that the shape
of the nucleus 193Os is closer to the oblate deformed shape
suggested for 194Os, compared to the shape of the other

neighboring nucleus 192Os. This is in agreement with the
hypothesis of a rapid shape phase transition occurring in the
osmium isotopes with an already oblate 193Os, and the N =
116 nucleus 192Os as a transitional nucleus.

V. SUMMARY

A 192Os(nth., γ ) 193Os experiment was performed at the
ILL, using the FIPPS instrument in the fast-timing config-
uration to investigate the low-lying negative-parity structure
in 193Os. Mean lifetimes of eight excited states in 193Os
were measured for the first time, and limits on the lifetime
of three further states are established. Using γ -γ angular
correlations, the spins of several previously known states
were assigned, and the multipole mixing ratios for several
transitions were precisely determined. Theoretical calcula-
tions in the framework of the IBFM, based on constrained
self-consistent mean-field calculations, were performed and
compared to the experimentally derived spectroscopic infor-
mation. The structural properties of the first six excited states
are, except for their excitation energies, reasonably well repro-
duced. Based on the IBM PES with minimum located well on
the oblate side, and the satisfactory prediction of the low-lying
negative parity structure, the 193Os nucleus is indicated to
be oblate deformed. This supports the assumption of a rapid
shape phase transition to occur in the osmium isotopes, with
192Os as a transitional nucleus and 193Os and 194Os presumed
to be oblate deformed.
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6 | Summary and Conclusion

Publication I: Improving fast-timing time-walk calibration
standards: Lifetime measurement of the 2+

1 state in 152Gd

In this publication, the lifetime of the 2+1 state in 152Gd, populated in the β−-decay of 152Eu
was re-measured. The measurement was performed with a simple setup consisting of four
LaBr detectors connected to a CAEN V1730 digitzer. The 152Eu source was measured for a
duration of approximately 28 days to accumulate sufficient statistics for high-precision fast-timing
lifetime measurements in threefold coincidence, if applicable. The lifetime of the 2+1 state in
152Gd, recommended in the latest ENSDF evaluation, amounts to τ(2+1 ) = 46.2(39) ps [12]. In
comparison, the lifetime measurement in this work results in a lifetime of τ(2+1 ) = 46.9(3) ps [11],
reducing the uncertainty by an order of magnitude. The 152Eu source is commonly employed
for calibrating the time-walk curve, or the PRD curve in the case of an analog system, which is
necessary for the systematic correction of fast-timing lifetime measurements. This new result
will reduce the uncertainty introduced by the systematic correction procedure, and thus will
reduce the uncertainties of future fast-timing lifetime measurements. Of course, the impact of the
new lifetime on the combined uncertainty strongly depends on the energies of the feeding and
decaying transitions of the respective states of interest. Additionally, coincidences with respect to
the 2+1 → 0+1 (344 keV) transition in 152Gd are commonly used as anchor points for the time-walk
calibration procedure. Especially, the 3−1 → 2+1 → 0+1 (779-344 keV) cascade provides the most
precise time difference information due to high population and well-isolated peaks in the energy
spectrum. Still, the error bars of the resulting calibration data points are dominated by the large
uncertainty of the old lifetime, and are accordingly weakly considered in the fitting procedure of
the final time-walk curve. This problem is circumvented with the newly measured lifetime with
significantly reduced uncertainty, resulting in a proper weighting of the important data points in
the fit of the time-walk curve.
The improvement of the 152Eu time-walk calibration standard is particular important for our
working groups’ current investigation of seniority conservation in the N = 50 isotones [105].
This research is based on experimentally deducing quadrupole transition strengths for the j2

system 92Mo to analytically predict transition strengths in 93
43Tc, 94

44Ru and 95
45Rh, assumed as jn

systems [105]. For this study, the precise lifetime measurement of the 4+1 state in 92Mo is crucial,
using the resulting B(E2) strengths to fix an effective E2 operator as foundation for the theoretical
calculations. This lifetime is measured using the 6+1 → 4+1 → 2+1 (330-773 keV) cascade in 92Mo,
with both energies similar to the energies of the 3−1 → 2+1 → 0+1 (779-344 keV) cascade in 152Gd,
and the influence of the time-walk curves’ uncertainty on the final lifetime is minimized.
To improve the fast-timing method for lifetime measurements in the low energy region, a similar
study, as outlined in this work, could be performed to re-investigate the lifetime of the 3/2+ state
at 384 keV in 133Cs. Precise knowledge of this excited state yields time-walk calibration data
points at 303 keV and 53 keV, populated by a simple radioactive source. This state is populated
following the EC-decay of 133Ba, and previous measurements yielded lifetimes of 36(6) ps [106],
derived from different Coulomb excitation experiment, 64(17) ps [106] and 41(4) ps [13]. The latter
lifetime was measured with the fast-timing technique using two-fold coincidences. To improve
this result, a re-measurement of this lifetime needs to be performed in threefold coincidences with
an additional gate on the X-ray, which is emitted following the EC decay of 133Ba.
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Figure 11: Comparison of multipole mixing ratios δ for adopted literature values and experi-
mental values derived using the new γ-γ angular correlation analysis method. All
experimental results are in excellent agreement with the literature concerning accu-
racy and precision. Note the different scaling of the x-axes of the individual plots.
Literature values for 177Hf, 116Sn, and 152Gd are adopted from Ref. [107], Ref. [108]
and Refs. [12, 52], respectively. Values represented by a black dot correspond to pure
E2 transitions without mixing.

Publication II: Development of a new γ-γ angular correlation
analysis method using a symmetric ring of clover detectors

In the second part of this thesis, a new method to perform the analysis of γ-γ angular correlations,
using a symmetric ring of HPGe clover detectors, is developed [46]. This method is based on
deriving all information required for the analysis of γ-γ angular correlations directly from the
experimental data itself. In comparison to analysis procedures using a GEANT4 [50] based
approach, no simulations of the experimental setup and the important physical interactions
are required. From knowledge of the general geometry and symmetry of the spectrometer, a
description of the effective interaction angles can be derived. This information is then used to
derive the effective interaction axes for each individual crystal, and to closely approximate the
attenuation of the angular correlation. The treatment of the available statistical information
and uncertainty propagation using a Monte-Carlo approach is discussed, and closely resembles
the suggested approach outlined in Ref. [43]. To validate this approach and investigate the
general applicability, three different nuclei (177Hf, 116Sn, 152Gd) were analyzed using different
spectrometer. The nucleus 177Hf was studied with the EXILL&FATIMA spectrometer [54]. The
nuclei 116Sn and 152Gd were investigated with different, independent configurations of the FIPPS
instrument [45]. A comparison of multipole mixing ratios δ between adopted literature values and
experimental values, derived using the new γ-γ angular correlation analysis method, is shown
in Fig. 11. A further analysis of a 0 → 2 → 0 cascade in 116Sn is contained in Ref. [46]. By
definition, this cascade is not mixed, and is described by an exact set of angular correlation
coefficients. The reproduction of these angular correlation coefficients is a stringent test of
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the validity of the analysis procedure of choice. All multipole mixing ratios and the angular
correlation coefficients of the 0→ 2→ 0 cascade, derived using the newly developed approach, are
in excellent agreement with the literature concerning accuracy and precision. This new method
is not only able to precisely reproduce the adopted mixing ratios, but is also simple from a
conceptual point of view and straight forward in its application. The statistical dependency of
the new method is investigated, and it is found that the quality of the initial minimization of the
effective interaction axes is strongly dependent on the anisotropy of the γ-γ angular correlation.
The less pronounced the anisotropy, the greater the need for increased statistics to precisely
define all necessary quantities. This constraint can be circumvented by analyzing a high-statistics
γ-γ angular correlation with well-defined anisotropy, and then applying the resulting effective
interaction angles and attenuation coefficients to the analysis of γ-γ cascades with comparable
energies. While this introduces possible, small systematic uncertainties, the effect is assumed to
be in general smaller than the statistical precision.

Publication III: Investigating the prolate-to-oblate shape phase
transition: Lifetime measurements and γ spectroscopy of the
low-lying negative-parity structure in 193Os

In the last part of this thesis, the results of publication I and publication II were used for the
analysis of a 192Os(nth.,γ)193Os thermal neutron capture experiment, performed using the FIPPS
instrument at the Institut Laue-Langevin in Grenoble, France. The new method for the analysis
of γ-γ angular correlations, introduced in publication II, was used to perform spin assignments for
excited nuclear states, and to derive multipole mixing ratios δ to investigate the low-lying negative
parity structure. In combination with the restricted spin ranges, deduced from average resonance
capture and thermal neutron capture experiments [109, 110], spins of several states could be
assigned. Formerly unknown multipole mixing ratios were derived for seventeen transitions.
Lifetimes of nine excited negative-parity states below 1 MeV were measured for the first time, and
limits for the lifetime of two further states were deduced. The experimental results were compared
to theoretical calculations in the framework of the interacting boson-fermion model, based on
constrained self-consistent mean-field calculations. The predictions of the theoretical calculations
for the low-energy spectroscopic properties of 193Os are reasonably good. The correct number
of 1/2−, 3/2− and 5/2− states in the relevant energy range are predicted. Additional states
predicted by the theory are of higher spin, and are not observed in the thermal neutron capture
reaction. The ordering of the predicted excited states is mostly in agreement with the observation.
Only the order of the 3/2−4 and 5/2−4 states are exchanged, and the energy of the 1/2−3 state
is significantly lowered compared to the experimental data, well below the supposed excitation
energy. The first excited 1/2−1 (41.5 keV) state is very well described, reproducing the strengths
of the nearly pure M1 ground state transition. The qualitative characteristics of the 1/2−2 state,
with one dominating M1 decay branch, are very well reproduced, while the transition strength is
overestimated by the IBM calculations. The potential energy surfaces of the 194Os even-even core
nucleus for the mapped IBM-2 Hamiltonian shows a well pronounced oblate minimum with some
γ softness. In combination with the decent prediction of the low-lying structural properties of
193Os, this might indicate that the shape of 193Os is closer to the oblate deformed shape predicted
for 194Os. This supports the hypothesis of a rapid shape phase transition to occur in the osmium
isotopes, with 193Os already oblate deformed and 192Os a transitional nucleus.
Besides 193Os, the nucleus 191Os is crucial for investigating the hypothesis of a rapid shape
transition, mostly involving the nucleus 192Os. It is unknown whether the nucleus 191Os still has

69



a prolate deformed shape or should already be assumed as a transitional nucleus. For the odd-A
osmium isotopes 189Os, 191Os, and 193Os, the low-lying level structure is very similar: The first
states are in the order 3/2−1 , 1/2

−
1 , 5/2

−
1 , and 3/2−2 , interrupted by the presence of a 9/2− isomer,

which becomes the ground state at 191Os [111, 112]. For 189Os and 193Os, the 3/2−1 is the ground
state, but for 191Os, the 3/2−1 state becomes isomeric, with a half life of about 13 h [112] as the
first excited state in the nucleus. The ordering of the 1/2−1 , 5/2

−
1 , and 3/2−2 states above this

isomer stays as outlined above. Except for the lifetime of the 3/2−1 isomer, no further lifetimes of
excited states are known in 191Os [112], and knowledge of the electromagnetic structure would
shed light on the systematic evolution of the low-energy structure, thus improve the understanding
of the shape phase transition in the odd-A osmium isotopes. A similar experiment as presented
in this work could be performed for 191Os, however, from an experimental point of view, this
measurement is even more challenging than the measurement of 193Os. With the low-energies of
the first few excited states and the corresponding transitions, the target composition and detector
setting needs to be carefully planned.
Using delayed spectroscopy, the decaying transition assigned to the 9/2− isomer [113, 114] is
observed in the 192Os(nth.,γ)193Os thermal neutron capture experiment, analyzed in this work.
While the position of the excited state can be confirmed, the feeding pattern of the isomer could
not yet be deduced from the data. Investigations of the feeding pattern of the 9/2− isomer, using
the existing data set, could reveal possible further excited states with spin larger than 5/2, that
have not been experimentally observed in 193Os yet.
Furthermore, the investigation of 194Os is important for the understanding of the structural
evolution in the osmium isotopes. Currently, only the lifetime of the 2+1 state in 194Os is known and
amounts to τ(2+1 ) = 436(72) ps [97, 115]. This lifetime was measured using a 192Os(18O,16O)194Os
two-neutron transfer reaction and the fast-timing technique [115]. Using the same reaction, but
measuring lifetimes with the recoil distance Doppler-shift technique and a plunger device [116],
could allow to measure the lifetimes of further states as e.g. the 4+1 , 6

+
1 , and 0+2 states. As

demonstrated in Refs. [117–119], the combination of a plunger device and the two-neutron transfer
reaction is very well suited to measure lifetimes in the picosecond range, and also capable of
measuring lifetimes of weakly populated states.
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