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SUMMARY
Hippocampal CA1 neurons generate single spikes and stereotyped bursts of spikes. However, it is unclear
how individual neurons dynamically switch between these output modes and whether these two spiking out-
puts relay distinct information. We performed extracellular recordings in spatially navigating rats and cellular
voltage imaging and optogenetics in awake mice. We found that spike bursts are preferentially linked to
cellular and network theta rhythms (3–12 Hz) and encode an animal’s position via theta phase precession,
particularly as animals are entering a place field. In contrast, single spikes exhibit additional coupling to
gamma rhythms (30–100 Hz), particularly as animals leave a place field. Biophysical modeling suggests
that intracellular properties alone are sufficient to explain the observed input frequency-dependent spike
coding. Thus, hippocampal neurons regulate the generation of bursts and single spikes according to fre-
quency-specific network and intracellular dynamics, suggesting that these spiking modes perform distinct
computations to support spatial behavior.
INTRODUCTION

Neurons in many brain circuits, including the cerebellum, hippo-

campus, and thalamus, produce spike bursts1–5 (SBs) that are

important for synaptic plasticity6–8 and information transfer.2,9,10

In the hippocampus, SBs are thought to reflect the unique intra-

cellular events known as complex spikes, which consist of

several action potentials riding on top of large amplitude sub-

threshold membrane depolarizations.3,11–13 Patch-clamp re-

cordings have revealed that complex spikes are not simply a

cluster of rapidly occurring single spikes (SSs), but rather involve

distinct membrane voltage mechanisms that support the prom-

inent subthreshold depolarizations accompanying SBs.3,5,6,11,14

The unique subthreshold membrane depolarization during com-

plex spikes recruits specific voltage-dependent membrane cur-

rents,15 resulting in long-lasting dendritic plateau poten-

tials.6,10,16 These have been shown to be critical for circuit

plasticity, including CA1 place field formation as well as modu-
This is an open access article under the CC BY-N
lating network information processing and transmission.3,17

Because of the tight coupling of high-frequency spiking and

prominent subthreshold dynamics, SBs have also been linked

to hippocampus-dependent pathologies, e.g., temporal lobe ep-

ilepsy.18–20 While the cellular and synaptic effects of SBs and

SSs are well studied, their role in network computation during

behavior remains unclear.

Action potential generation is determined by the somatic mem-

brane voltage that reflects a spatiotemporal integration of den-

dritic inputs, particularly coordinated inputs from local and distal

circuits. Network coordination is commonly assessed by

recording extracellular local field potentials (LFPs), where corre-

lated synaptic inputs are reflected in the LFP rhythms. In the hip-

pocampus, LFPs show prominent theta (�5–10 Hz)21–25 and

gamma (�30–100 Hz) rhythms26–30 that are broadly linked to

learning and memory. CA1 receives two major input sources

that originate from CA3 and the entorhinal cortex (EC). CA3 and

EC inputs converge onto CA1 pyramidal neurons in a theta phase
Cell Reports 42, 112906, August 29, 2023 ª 2023 The Authors. 1
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coordinated manner.16,27,28 Additionally, these inputs exhibit

different gamma rhythms across the slow (30–50 Hz), middle

(60–100 Hz), and fast (>100 Hz) frequencies and are thought to

contribute to layer-dependent CA1 gamma rhythms.27,28 While

both hippocampal theta- and gamma-band activities have been

shown to modulate spike timing during behavior, it is unclear

how these rhythms influence SB and SS generation and whether

they perform different network computation.

We analyzed extracellularly recorded SBs and SSs from dorsal

CA1 neurons in spatially navigating rats and discovered that

these two outputs are differentially related to network theta

and gamma rhythms and exhibit distinct place field coding prop-

erties. To understand the cellular mechanisms, we performed

cellular SomArchon31 voltage imaging from individual CA1 neu-

rons while simultaneously recording LFPs in awake mice.

SomArchon voltage imaging, like intracellular recordings, can

resolve subthreshold membrane voltage that cannot be

measured by extracellular recordings.5,31–35 We found that SBs

and SSs are differentially regulated by cellular theta and gamma

rhythmicity, and subthreshold membrane voltage dynamics are

coordinated with network LFP rhythms. Exploiting the wave-

length compatibility of near-infrared SomArchon voltage imaging

with blue-light optogenetics, we revealed a causal role of rhyth-

mic membrane voltage in modulating SB and SS probability.

Finally, we recapitulated the experimental results using biophys-

ical models and confirmed that intrinsic membrane ion channel

kinetics are sufficient to explain the frequency-specific coding

of SBs and SSs.

RESULTS

CA1 SBs and SSs are differentially associated with LFP
theta and gamma oscillations during spatial navigation
in rats
Hippocampal CA1 neurons have place fields,36,37 and CA1

spiking has been widely related to theta and gamma

rhythms.36,38 However, it remains unclear how SSs and SBs

relate to CA1 rhythms and contribute to place field coding. We

first analyzed SBs and SSs in dorsal CA1 recorded with tetrodes

in navigating rats. Rats were trained to run bidirectionally relative

to a home box, on a custom-built 180-cm-long wooden linear

track in a room with environmental cues (Figures 1A and 1B).

Because place field structures vary depending on whether the

rats ran in the inbound or the outbound direction,24 we used

the firing rate of each place cell in the direction that exhibited

the strongest modulation calculated using all spikes (see STAR

Methods). Neurons with firing rates of >20 Hz, presumably

fast-spiking interneurons, were excluded from the analysis. For

place field analysis, we only included neuronswith a spatial infor-

mation index of >0.2 (see STAR Methods).

The firing rate for the entire recording duration was 1.1 ± 2.1 Hz

(median ± standard deviation; n = 147), with a peak firing of 1.9 ±

4.4 Hz (STAR Methods). We separated SBs from SSs using an

interspike interval (ISI)-based criterion of <10 ms39,40

(Figures 1C, S1A, and S1B). We found that 28.8% ± 13.9%

(median ± standard deviation; n = 147 neurons) of all recorded

spikes were SBs (counting all spikes within an SB) (Figure 1C).

To examine how SBs and SSs are linked to LFP rhythms, we
2 Cell Reports 42, 112906, August 29, 2023
calculated spike-LFP phase-locking strength (PLVu2, adjusted

for spike numbers; see STAR Methods), which measures the

phase consistency of spikes. Specifically, we computed the

PLVu2 of SSs or SBs relative to the LFP theta (5–12 Hz) phase

for each neuron, and then averaged across all neurons. We

observed that SBs exhibited several-fold stronger spike-LFP

PLVu2 at theta frequencies than SSs (Figures 1D–1G), consistent

with a previous study.40 As each SB event contains multiple indi-

vidual spikes, the number of spikes within an SB could impact

the phase locking measure. We thus computed the spike-LFP

PLVu2 using only the first spike within each SB, which also

showed stronger theta phase preference than SSs

(Figures S1C and S1D). Moreover, spike-LFP theta PLVu2

increased with the number of spikes contained within an SB (Fig-

ure 1H). Compared to SBs, SSs were additionally associated

with LFP gamma rhythms (Figure 1D–1G), with a peak in the

mid-gamma range (�70–100 Hz) (Figure 1F) that has been asso-

ciated with EC inputs.28

Because of the overlapping ISI distribution of SBs and SSs, SB

classification using ISI thresholding alone results in inherent inac-

curacies. Thus, we further explored howdifferent ISI thresholds in-

fluence the observed SB and SS differences. We identified SBs

using different ISI thresholds that have been generally reported

in the literature (6–15 ms) and found that the observed preference

of SB and SS phase locking to LFP theta versus gamma was

largely independent of the ISI thresholds chosen (Figures S2A–

S2F). Additionally, we identified SBs using a surprise-based algo-

rithm41 detecting deviations from the expected Poisson firing rate

distribution (see STAR Methods), which again led to similar find-

ings (Figures S2G–S2I). Matching the spike number of SBs and

SSs further confirmed the observed differences (Figures S2J–

S2L). Finally, we analyzed the Allen Brain Institute’s CA1 spiking

data recorded with Neuropixels probes in head-fixed behaving

mice (see STAR Methods). We found that 26.6% ± 23.4%

(median ± standard deviation; n = 1,689 neurons) of recorded

spikes were SBs, strikingly similar to the 28.8% observed in our

rat tetrode data (Figure 1C). Interestingly, the overall spike rate

of CA1 neurons in head-fixed mice was 5.1 ± 8.46 Hz (median ±

standard deviation; n = 1,689), higher than that observed in our

spatially navigating rats (1.1 Hz), but similar to what we observed

with cellular voltage imaging in head-fixedmice (5.8 ± 6.1 Hz, me-

dian ± standard deviation, n = 56; for details, see Results related

to Figure 3). Further, we found the same differential coupling of

SBs and SSs to LFP rhythms (Figures S2M–S2R).

SBs and SSs exhibit distinct coding properties during
spatial navigation
CA1 theta and gamma oscillations have been broadly linked to

distinct behavioral functions.21,30The preferred association of

CA1 LFP theta to SBs and LFP gamma to SSs during spatial nav-

igation suggests that SBs and SSs may also exhibit different

spatial coding properties. Thus, we compared how SB and SS

firing rates were modulated by spatial location by calculating

the ratio of peak firing rate to themean firing rate for each neuron

(Figure 2A). Interestingly, SB firing rate modulation was signifi-

cantly greater than SS as animals ran through the place field of

the neuron (Figure 2B). Further, SBs carried greater spatial infor-

mation than SSs (Figure 2C), regardless of the variability in the
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Figure 1. SSs and SBs differentially phase lock to LFP theta and gamma oscillations in the rat hippocampal CA1

(A) Schematic of the behavioral setup.

(B) Schematic of the extracellular tetrodes placed in the dorsal CA1.

(C) ISI return map (ISI n vs. ISI n + 1) depicting the ISI distributions (log scale) for SBs (red) and SSs (blue).

(D) An example LFP trace (black, and theta filtered in gold) and the simultaneously recorded spike train (black) with every spike classified as either a SB (red) or a SS

(blue).

(E) Polar histograms of SBs (top) and SSs (bottom) phase relative to LFP theta (left) or gamma (right) for the example neuron shown in (D).

(F and G) (F) Population averaged spike-LFP PLVu2 across frequencies (n = 147 neurons) (G). The difference of SB-LFP PLVu2 and SS-LFP PLVu2 at theta (5–

12 Hz) and gamma (30–100 Hz) ranges. SB-LFP theta PLVu2 is significantly higher than SS (one-sample t test, p < 13 10�20, df = 146). SS-LFP gamma PLVu2 is

significantly higher than SB (one-sample t test, p = 1.3 3 10�15, df = 146).

(H) Quantification of SB-LFP theta PLVu2 for SB events containing an increasing number of spikes (linear regression slope, p < 13 10�20; n = 66 SB events). For

each neuron, the SB PLVu2 were subtracted by the SS PLVu2 values. ***p < 0.001; **p < 0.01.
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number of SBs and SSs in each neuron (Figures S3A–S3C).

Finally, we noticed that SBs often occurred earlier than SSs

within the place field for a given direction (Figures 2D and

S3D–S3F). Direct comparison of this spatial difference between

SB and SS firing rate using a center of mass (COM) calculation

revealed that SB firing occurred significantly earlier than SS (Fig-

ure 2E), suggesting that SBs were more prevalent when an ani-

mal entered the place field, whereas SSs were prevalent as an

animal left the place field.

Another prominent phenomenon of CA1 spatial coding is theta

phase precession.21,25 We, therefore, calculated the preferred

phase of SBs (all spikes within SB) and SSs relative to LFP theta

at each spatial location (Figure 2F) and computed the circular-

linear correlation between the spike-LFP theta phase and the

spatial position. We found that SBs exhibited stronger correla-

tions with spatial position than SSs (Figure 2G). Moreover, in

line with the place field asymmetry of SBs and SSs (Figure 2E),
SB theta locking was stronger in the first half of the place field

(Figures 2H and 2I), whereas SS gamma locking was stronger

in the second half (Figures 2J and 2K). Thus, SBs and SSs

contribute distinctively to neurons’ place field structures, de-

pending on network oscillation states.

Intracellularly recorded complex SBs are associated
with substantial membrane voltage depolarizations that
contribute to subthreshold theta power
Since extracellular tetrode recordings do not provide access to

membrane voltage, intracellular recordings are required to probe

the cellular voltage mechanisms of the observed differential as-

sociation of SSs and SBs to network rhythms. We, therefore,

performed SomArchon31 voltage imaging from individual CA1

neurons while simultaneously recording LFPs in awake mice.

SomArchon is a fully genetically encoded, soma-targeted

voltage sensor whose near-infrared fluorescence is linearly
Cell Reports 42, 112906, August 29, 2023 3
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Figure 2. Distinct spatial coding and phase precession properties of SSs and SBs during spatial navigation in rats

(A) Normalized firing rate (all spikes), Z scored over animal’s position. Neurons are sorted based on the location of their peak firing rate.

(B and C) (B) The difference in SB and SS firing rate modulation, calculated as the ratio of the peak firing rate relative to the mean firing rate. SB firing rate

modulation was significantly stronger than SS firing rate modulation (p = 3.63 10�8; n = 147 neurons) (C). The difference in SB and SS spatial information metric,

calculated as bits per spike.

(D) An example neuron’s spike rate over spatial location, calculated using SBs (red), SSs (blue), or all spikes (black).

(E) The difference of neurons’ place field center calculated using COM. TheCOMs for SBs are significantly lower (closer to starting point) than SSs (p = 3.93 10�4;

n = 91 neurons with COMs within 10 cm of the COMs estimated using all spikes).

(F) An example CA1 neuron’s spike times relative to LFP theta phase over the animal’s spatial position for SBs (red) and SSs (blue). Each dot indicates a spike, and

the spike histogram is on the top.

(G) The difference in circular-linear correlation values between SB and SS spike phase relative to LFP theta oscillations (5–12 Hz) and animal’s spatial position.

SBs show stronger correlations with spatial position than SSs (p = 1.8 3 10�13, df = 130).

(H) Population averaged SB-LFP theta PLVu2 aligned to the SB place field (PF) center of each neuron.

(I) The difference in themean SB-LFP theta PLVu2 during the first and second halves of the PF. SB -LFP theta PLVu2 is significantly higher for the first half of the PF

than the second half (p = 0.007; n = 63 neurons with >10 spikes).

(J and K) Same as (H) and (I), but for spike-LFP gamma PLVu2. SB-LFP gamma PLVu2 is significantly lower for the first half of the PF than the second half (p = 0.04;

n = 63). All statistics are two-sided one-sample t tests. ***p < 0.001; **p < 0.01; *p < 0.05.
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related to membrane voltage from �100 to +60 mV,31 allowing

for reliable measurement of individual spikes and subthreshold

membrane voltage (Vm) at the soma.32–35 Further, SomArchon

is compatible with the blue light-driven channelrhodopsin

CoChR for causal analysis of cellular Vm dynamics.

We surgically implanted an imaging window coupled with an

infusion cannula and an LFP electrode, and infused AAV9-Syn-

SomArchon-p2A-CoChR-Kv2.1 into CA1. During recording ses-

sions, habituated animals were head-fixed under a microscope

on a Styrofoam ball supported by air (Figure 3A). To examine
4 Cell Reports 42, 112906, August 29, 2023
how subthreshold dynamics influence spike timing, we removed

identified spikes from SomArchon traces to obtain the sub-

threshold Vm trace for each neuron (see STAR Methods).

We observed that many neurons produced clusters of spikes

riding on top of substantial Vm depolarization (Figure 3B),

consistent with the classically described complex spikes in intra-

cellular studies.3,11,14 With the ability to record Vm, SBs can thus

be identifiedmore reliably using not only ISI, but also after-depo-

larization potentials (ADPs) (see STAR Methods). Using com-

bined ISI and ADP criteria, we found that 28.2% ± 17.1%
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Figure 3. Intracellular SB-associated membrane depolarization contributes to subthreshold Vm theta power

(A) Illustration of SomArchon voltage imaging and animal preparation.

(B) An example 3-second-long SomArchon fluorescence recording at 828 Hz. Left, average SomArchon fluorescence for the neuron recorded. Scale bar, 15 mm.

Bottom, zoom-in of the example trace segments indicated by the boxes labeled as (i) and (ii).

(C) Percentage of spikes classified as SBs (all spikes) or SSs (n = 56 neurons).

(D) ISI return map (log scale) for SBs (red) and SSs (blue).

(E and F) SomArchon traces aligned to the peak of SSs (E) or the peak of the first spikes within SB events (F). The gray lines correspond with the mean SomArchon

fluorescence. The blue (E) and red lines (F) with the shaded area correspond to SomArchon trace with spikes removed (Vm). Traces are normalized by the

averaged spike amplitude.

(G)Quantification of VmADP. The ADPwas normalized to the pre-spike period (5–25ms before the spike peak). ADP is stronger in SB thanSS (p < 13 10�20, df = 56).

(H) An example neuron’s SomArchon trace with the corresponding Vmwavelet power spectrum on top. Left, Average SomArchon fluorescence at the spike peak

for the neuron shown. Scale bar, 15 mm.

(I) Vm spectral power aligned to SSs (blue) and the first spikes within SB events (red). Vm power at theta frequencies (3–12 Hz, indicated by the box) is greater for

SBs than SSs (p = 9.13 3 10�8, df = 43).

(J) Theta-filtered Vm aligned to spikes for either SSs (blue) or the first spikes within SB events (red). All statistics are two-sided one-sample t tests. ***p < 0.001.
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(median ± standard deviation; n = 56 neurons) of all recorded

spikes were SBs (Figure 3C). The ISI return maps revealed that

SBs had a population-averaged intra-burst interval of 8.4 ±

1.9 ms (mean ± standard deviation; n = 56 neurons), consistent

with CA1 patch-clamp recordings3 (Figure 3D).

Another feature of intracellularly recorded complex spikes is

the widened action potential waveforms.33 To characterize the

shape of action potentials of SSs and SBs, we performed ul-

tra-fast voltage imaging at 5–10 kHz. We quantified the full width

at half maximum (FWHM) amplitude of each action potential and
found that FWHM gradually widened for action potentials within

an SB (Figures S4A–S4C), increasing from 0.95 ms (first spike) to

2 ms (fifth spike or more). This increase in FWHMwas accompa-

nied with a decrease in action potential amplitude (Figure S4D),

again similar to prior patch-clamp observations,3 and thus

further confirmed that SomArchon imaging has sufficient sensi-

tivity to capture individual spikes within SBs.

Compared with SSs, the first spike within an SB was followed

by a substantial Vm ADP (see STAR Methods) (peak amplitude,

28.1% ± 1.8% of spike peak, median ± standard deviation;
Cell Reports 42, 112906, August 29, 2023 5
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Figure 4. SSs and SBs exhibit distinct phase relationship to cellular Vm and network LFP theta and gamma oscillations

(A) Example SomArchon trace containing both SSs (blue) and SBs (red). The green line corresponds to the theta frequency (3–12 Hz)-filtered Vm trace.

(B) Population PLVu2 of SBs (red) and SSs (blue) to Vmacross frequencies (n = 52 neurons). Solid lines correspond to themean and shaded areas are the standard

error of mean.

(C) The difference in population PLVu2 of SBs and SSs to Vm theta and gamma (30–90 Hz). Spike-Vm theta PLVu2 for SBs is greater than for SSs (one-sample t

test, p = 1x10�20, df = 51). Spike-Vm gamma PLVu2 for SSs is greater than SBs (one-sample t test, p = 1.4 3 10�7, df = 51).

(D) Quantification of spike-Vm theta PLVu2 for SB events containing an increasing number of spikes (linear regression, r2 = 0.36, p = 13 10�20; n = 126 SB events

concatenated across neurons).

(E–H) Multi-neuron SomArchon recordings using patterned illumination voltage imaging. (E). Example field of view showing GFP fluorescence from simulta-

neously recorded neurons expressing SomArchon-GFP. Scale bar, 30 mm. (F) Example SomArchon traces from neuron 1 (bottom) and 2 (top) labeled in (E) Spikes

in neuron 1 are marked as SBs (red ticks) and SSs (blue ticks). Vm of neuron 2 are highlighted by the green trace. (G) Population PLVu2 of SSs or SBs from one

neuron to Vm of another simultaneously recorded neuron. (H) The difference of SB and SS Spike-Vm PLVu2 at theta and gamma frequencies. SBs show stronger

theta PLVu2 than SSs (independent t test, p < 1x10�20, df = 1025 spikes, only neurons containing >10 SB and >10 SSwere included). SSs exhibit stronger gamma

PLVu2 than SB (independent t test, p = 2.3 3 10�8, df = 1025).

(I–L) Same as (A)–(D), but for spike timing relative to simultaneously recorded LFPs. (K) Spike-LFP theta PLVu2 for SBs is greater than SSs (one-sample t test, p =

0.0037, df = 51). Spike-LFP gammaPLVu2 for SSs is greater than SBs (paired t test, p = 1.83 10�3, df = 51). (L) Spike-LFP theta PLVu2 is significantly higher for SB

events containing more spikes (linear regression, r2 = 0.05, p = 0.021; n = 126 SB events).

(legend continued on next page)

6 Cell Reports 42, 112906, August 29, 2023
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n = 56), in sharp contrast to the transient and small ADP (5.6% ±

0.8% of spike peak) after SS (Figures 3E–3G). Further, Vm was

significantly hyperpolarized within 100 ms before SBs compared

with SSs, which was accompanied by a decreased spike rate

(Figures S5A–S5D), in line with a previous patch-clamp study

in anesthetized animals.2 Because the ADP associated with SB

occurred on the theta frequency timescale (50–100 ms) (Fig-

ure 3D), we next explored the relationship between ADP and

Vm spectral power (Figure 3H). We found that SB was associ-

ated with a stronger increase in Vm power at theta frequencies

(3–12 Hz) than SS (Figures 3I and 3J). Together, these results

demonstrate that SB is accompanied by prominent, long-lasting

Vm ADP that leads to significantly stronger Vm theta power

than SS.

SBs and SSs exhibit distinct temporal relationships to
cellular Vm oscillation phase at theta versus gamma
frequencies
To investigate how Vm theta power organizes spike timing, we

computed the phase locking (PLVu2) of each spike within SB

or SS relative to Vm theta phase for each neuron (Figure 4A).

We observed that SBs exhibited significantly greater spike-Vm

PLVu2 at theta frequencies than SSs, demonstrating that spikes

within SBs occur at a more consistent phase of the Vm theta cy-

cle than SSs (Figures 4B and 4C). This result was also observed

whenwe considered only the first spikes within SBs (Figures S1E

and S1F), which occurred earlier in the theta cycle than SSs

(Figures S5E and S5F). Further, the spike-Vm PLVu2 at theta fre-

quencies increased linearly with the number of spikes within an

SB event (Figure 4D). Thus, not only is SB spike timing preferen-

tially organized by Vm theta phase, but the timing relationship is

tighter for more prominent SB events containing a greater num-

ber of spikes.

Interestingly, even though SSs exhibited weaker PLVu2 to Vm

theta, SSs showed stronger PLVu2 at Vm gamma frequencies

(30–90 Hz) than SBs (all spikes) (Figures 4B and 4C), even if

only the first SB spike was considered (Figures S1E and S1F).

We further noted that SBs exhibited stronger PLVu2 in the high

gamma frequency range (100–150 Hz), which likely arose from

the short ISI between spikes within SBs. Finally, the same SB

phase locking preference for Vm theta was obtained when SBs

were identified using ISI alone as with extracellular recordings

(Figures S6A–S6C), while SSs exhibited an additional locking

preference to Vm gamma.

Cellular voltage imaging analysis reveals that SBs and
SSs are coordinated between nearby neurons and
regulated by theta versus gamma network rhythms
To directly determine whether the observed spike-Vm phase

relationship reflects local network coordination among CA1 neu-

rons, we examined how the Vm of one neuron relates to SSs and

SBs from nearby neurons. Specifically, we imaged multiple CA1
(M–O) Same as (I)–(K) but relating the phase of Vm around SBs or SSs to the ph

greater than around SSs (paired t test, p = 0.0019, df = 51), but Vm-LFP gamma

(P) The median instantaneous theta frequency of simultaneously recorded Vm and

sample t test, df = 51, 8.8 3 10�14).
neurons simultaneously using a patterned illumination system

designed for larger-scale voltage imaging34 and computed

spike-Vm PLVu2 using spikes of one neuron to the Vm of another

nearby neuron (Figures 4E and 4F). We found that SBs exhibited

stronger spike-VmPLVu2 in the theta range across neurons pairs

than SSs, whereas SSs showed additional spike-Vm PLVu2 in

the gamma range (Figures 4G and 4H). These results were repli-

cated when we limited our analysis to neuron pairs being

>100 mm apart (Figures S6G–S6I). Thus, distinct Vm rhythms

are preferentially linked to SBs and SSs of nearby CA1 neurons,

suggesting that SBs and SSs are differentially coordinated

locally by theta and gamma network rhythms.

We next examined how the timing of SSs and SBs in individual

CA1 neurons recorded with SomArchon imaging relates to the

phase of simultaneously recorded hippocampal LFPs (Figure 4I).

We found that SBs had stronger PLVu2 at LFP theta frequencies

compared with SSs (Figures 4J and 4K), and PLVu2 was stronger

for SBs containing a greater number of spikes (Figure 4L), similar

to that observed with extracellularly recorded spikes in navi-

gating rats. Also consistent, SSs exhibited stronger phase lock-

ing at LFP gamma than SBs (Figures 4J and 4K). The fact that

SBs exhibited stronger phase locking to both Vm and LFP theta

suggests a potential relationship between Vm and LFP theta.

Indeed, we found significantly stronger Vm-LFP theta PLVu2

around SBs than around SSs (Figures 4M–4O).

As LFPs reflect the collective transmembrane currents within a

large network, including local and distant circuits, Vm theta may

have distinct frequency range compared with LFP theta. Being

able to directly measure Vm using SomArchon, we can compare

the theta rhythmicity between Vm and LFP. We found that Vm

theta frequencies are significantly higher than the simultaneously

measured LFP theta (Figure 4P), consistent with previous obser-

vations14 and support the hypothesis that this frequency differ-

ence could support Vm-LFP phase precession.
Sustained optogenetic CoChR depolarization confirms
that SBs and SSs are differentially coupled to cellular
Vm theta versus gamma rhythmicity
The differential coupling of SSs and SBs to Vm and LFP theta

and gamma oscillations demonstrates a correlative relationship

between the two spikingmodes and network coordination. Since

action potential initiation is dictated by Vm dynamics, we directly

tested the causal relationship between membrane Vm and the

probability of SB or SS occurrence. We performed SomArchon

voltage imaging while optogenetically depolarizing neurons

that co-expressed CoChR using either non-rhythmic or rhythmic

optogenetic stimulation.

We first tested how sustained depolarization alters Vm

oscillations and spikemodes using constant 1.5-s-long blue light

to activate CoChR (Figure 5A). We found that population

Vm power increased in the broad gamma frequency range

(>35 Hz) with a peak centered at 50–55 Hz (Figures 5B
ase of simultaneously recorded LFPs. (O). Vm-LFP theta PLVu2 around SBs is

PLVu2 is greater for SSs than SBs (one-sample t test, p = 0.9, df = 51).

LFP. Vm theta frequency is significantly higher than LFP theta frequency (one-
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Figure 5. Sustained optogenetic CoChR depolarization revealed that SBs and SSs are differentially coupled to cellular Vm theta versus

gamma power

(A) An example neuron’s SomArchon trace before, during and after 1.5-s-long continuous optogenetic activation (blue light illumination pattern on the top). SBs

and SSs are marked with red and blue ticks, respectively.

(B) Population Vmwavelet power (n = 26 neurons). Power was first normalized to the 0.5-s baseline before optogenetic (opto) onset, and then averaged across trials.

(C) Stimulation-induced Vm power change calculated as (Vm[stimulation] – Vm[baseline])/(Vm[stimulation] + Vm[baseline]) (n = 26 neurons).

(D and E) Population SB (D) and SS (E) firing rate changes.

(F) Transient change in population firing rate for SBs and SSswithin 200ms of stimulation onset. Both SB (paired t test, p = 0.007, df = 23) and SS (paired t test, p =

1.9 3 10�4, df = 24) rates increased relative to the baseline.

(G) Sustained change in population firing rate for SBs and SSs during the 0.2–1.5 s after stimulation onset. SSs (paired t test, p = 0.003, df = 24), but not SBs

(paired t test, p = 0.96, df = 23), showed a significant increase in firing rate.

(H) SB-LFP PLVu2 across frequencies. Gray line is the PLVu2 values computed from the baseline period (base) and the red line is from the stimulation period

(Opto). The shaded area corresponds with the standard error of mean.

(I) Same as (H), but for SSs. The inset is a zoom-in around gamma-frequencies indicated by the box.

(J) Difference of spike-LFP theta PLVu2 between baseline (base) and stimulation (Opto) periods. Spike-Vm theta PLVu2 decreased significantly for both SBs and

SSs (one-sample t test, SB, df = 17, p = 0.034; SS, df = 25, p = 0.016).

(K) Same as (J), but for LFP gamma band (30–90 Hz). SS, but not SB, gamma PLVu2 was significantly increased (one-sample t test, SB, df = 17, p = 0.95, SS, df =

25, p = 0.048).

(L) The coefficient of determination (R square) obtained from linear regression between optogenetic-evoked firing rate change of SBs and the change of Vmpower

across frequencies. Box indicates theta (5–12 Hz).

(M) Scatterplot of optogenetic-evoked SB firing rate change and Vm theta power change. There is a significant positive correlation for SBs (linear regression, r2 =

0.45, p = 0.0009; n = 22), but not for SSs (linear regression, r2 = 0.02, p = 0.57; n = 22).

(N) Same as (L), but for SSs. Box indicates gamma (30–70 Hz).

(O) Scatterplot of optogenetic-evoked SS firing rate change and Vm gamma power change. There is a significant positive correlation for SSs (linear regression,

r2 = 0.49, p = 0.0003; n = 22), but not for SBs (linear regression, r2 = 0.12, p = 0.13; n = 22).
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and 5C). Optogenetic-induced firing rate changes varied across

individual neurons, likely caused by the variation in the efficacy of

optogenetics or membrane biophysics across neurons

(Figures 5F and 5G). At the population level, spike rates of both

SSs and SBs transiently increased at stimulation onset for

�200 ms (Figures 5D–5F), which was followed by a sustained

(0.2–1.5 s) increase in the firing rate for SSs, but not SBs (Fig-

ure 5G). Sustained optogenetic excitation resulted in a reduction

of phase locking to LFP theta for both SSs and SBs (Figure 5H

and 5J), but a significant increase in gamma-band phase locking

for SSs only (Figures 5I and 5K). As SBs and SSs were differen-

tially related to Vm theta versus gamma, we further explored the

relationship between changes in Vm power and firing rate at the

individual neuron level. We found that optogenetic-induced

changes in SB firing rate correlated with changes in Vm theta po-

wer (3–12 Hz) (Figures 5L and 5M), whereas SS firing changes

correlated with Vm gamma power (30–90 Hz) (Figures 5N and

5O). Thus, SB and SS generation is driven at least partially by

the underlying Vm frequency content.

Patterned optogenetic inputs at 8 and 40 Hz
differentially entrain SB and SS outputs
To directly evaluate how Vm rhythmicity influences SBs and SSs,

we next pulsed blue light at 8 or 40 Hz. During 8-Hz square-pulse

optogenetic stimulation, blue light reliably led to Vm depolariza-

tion (Figures 6A and 6B), resulting in a clear 8-Hz Vm spectral

band (Figure 6D). The optogenetics-induced Vm depolarization

was often accompanied by increased spiking (Figures 6A and

6B). However, only the firing rate of SBs increased significantly

relative to baseline (Figure 6C), and SBs showed stronger

entrainment to 8-Hz stimulation than SSs (Figure 6E). The

40-Hz stimulation also reliably induced Vm depolarization

(Figures 6F and 6G) and entrainment (Figure 6I). While both

SBs and SSs showed increases in population firing rate during

40-Hz stimulation, only SSs increased significantly (Figure 6H).

In contrast with the 8-Hz stimulation, the 40-Hz stimulation led

to significantly stronger entrainment of SSs than SBs (Figure 6J).

Together, these findings provide direct causal evidence that Vm

theta and gamma rhythmicity determine SS and SB occurrence

and organize the timing of SSs and SBs.

Minimal biophysical bursting neuronmodels capture the
distinct Vm rhythmicity preference of SSs and SBs
To explore the biophysical mechanisms of the observed Vm fre-

quency preference of SBs and SSs, we first implemented a pre-

viously established minimal two-compartment biophysical

model12,42 of hippocampal pyramidal cells9,13,43 (Figure 7A),

which includes dendritic SB-generating persistent sodium

(NaP) and slow potassium (KS) currents (STAR Methods). We

chose conductance values for NaP and KS that generate inter-

mittent SBs andSSs.9 As NaP andKS contribute to subthreshold

resonance44–47 at theta frequencies,48–50 we first confirmed that

the model exhibited Vm theta resonance, peaking at �4 Hz, us-

ing a chirp (increasing frequency) dendritic subthreshold input

(Figures 7C and 7D).

We then tested whether SBs and SSs exhibited differential

phase locking to theta and gamma inputs as observed experi-

mentally. We initiated the model with a dendritic input containing
theta and gamma rhythmicity and Gaussian white noise, along

with a constant depolarizing input at the soma/axon compart-

ment. Similar to the experimental results, SBs showed preferen-

tial phase locking to theta rhythmic inputs (all SBs, Figure 7E)

with a similar earlier theta phase preference compared with

SSs (Figures S5I and S5J). SSs showed prominent phase locking

to gamma inputs (Figure 7E) but weaker phase locking to theta

inputs compared with SBs. Furthermore, SB theta locking

increased with a growing number of spikes within an SB event

(Figure 7F). Finally, to better capture the Vm frequency prefer-

ence of SBs and SSs, we used non-structured Gaussian white

noise dendritic inputs (flat frequency spectrum). We found that

SBs (Figures 7G and 7H) exhibited stronger phase locking to

theta (�3–12 Hz) inputs than SSs, particularly for SBs with

more spikes. In contrast, SSs exhibited stronger phase locking

to broader gamma frequency inputs (�25–100 Hz).

Further exploration of SB and SS phase relationship to

different input rhythms using a more complex biophysical model

of CA1 pyramidal neurons that generates SBs through HCN den-

dritic currents48,51,52 yielded similar results (Figures S7A–S7C).

Finally, as N-methyl-D-aspartate (NMDA) receptor activation

contributes to the generation of CA1 complex SBs53 and den-

dritic spikes,53 we added NMDA current into the HCN burst

model. While increasing the NMDA synaptic current activation

rate enhanced SB probability and decreased SS probability,

we found no effect on theta versus gamma entrainment

(Figures S7D and S7E), consistent with the slow NMDA channel

kinetics.54

Based on the experimental observation of ramping Vm depo-

larization in CA1 neurons during place field traversals14 and

modeling studies13,55 showing that ramping dendritic input leads

to linear phase precession,55 we simulated place field inputs as

an asymmetric ramping dendritic input of 1 s in total duration

(700 ms ramping up and 300 ms ramping down). As expected,

we observed the precession of spike timing relative to theta

phase (Figure 7I), similar to that observed in our tetrode record-

ings in navigating rats. Furthermore, SBs carried more spatial in-

formation of the place field dendritic inputs (Figure 7J), also

consistent with our observations (Figure 2). SBs occurred prefer-

entially on the rising slope of the place field dendritic input as re-

flected in the shifted COM relative to SSs (Figure 7K), again

similar to our experimental findings of the preferred SB occur-

rencewhen animals first entered the place field (Figure 2). Finally,

when separating SB and SS during the calculation of spike

phase precession to theta-rhythmic place field dendritic inputs,

we found that SBs exhibited stronger phase precession quanti-

fied as circular-linear correlation (Figure 7I), as observed in our

navigating rats (Figure 2).

Together, the two minimal biophysical CA1 SB models

captured the key features of the experimentally observed SB

and SS phase-locking preferences, demonstrating that the

intrinsic biophysical properties underlying SB and SS generation

are sufficient to support the differential spiking response to theta

versus gamma rhythmic inputs. Further, the intrinsic membrane

properties underlying SB production can mediate distinct place

field coding of SBs and SSs during spatial navigation. Thus, both

our computational models and experimental observations sug-

gest that SBs and SSs represent two spiking output modes
Cell Reports 42, 112906, August 29, 2023 9
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Figure 6. Optogenetic 8- and 40-Hz pulsed depolarization inputs differentially entrain SB and SS outputs
(A) An example SomArchon trace before, during and after 1.5-s-long, 8-Hz pulsed optogenetic activation (blue light illumination pattern on the top). SBs and SSs

are marked with red and blue ticks, respectively. Left, Average SomArchon fluorescence at spike peak for the example neuron shown. Scale bar, 15 mm. Dashed

box indicates the zoom-in shown in (B).

(B) Zoom-in view of the example trace shown in (A).

(C) Optogenetic-induced firing rate changes for SBs (red) and SSs (blue), calculated as the rate during stimulation minus the rate during baseline (0.5 s before

stimulation onset). SBs are significantly enhanced by 8-Hz stimulation (one-sample t test, p = 0.014, df = 10), but not SSs (one-sample t test, p = 0.10, df = 10).

(D) Population Vm wavelet spectral power during 8-Hz stimulation. Power for each neuron was first normalized to the baseline for each trial, and then averaged

across trials.

(E) Quantification of spike PLVu2 to 8-Hz stimulation pulse patterns for SBs (red) and SSs (blue). PLVu2 for SBs is significantly higher than for SSs at theta

frequencies (one-sample t test, p = 3.23 3 10�4, df = 8), and no difference at gamma frequencies (one-sample t test, p = 0.59, df = 8).

(F and G) Same as (A) and (B) but for an example trial of the same neuron upon 40-Hz stimulation.

(H) Same as (C) but for 40-Hz stimulation. SS firing rate is significantly higher during the stimulation period than the baseline (one-sample t test, p = 0.022, df = 11),

but not SB firing rate (one-sample t test, p = 0.19, df = 11).

(I). Same as (D) but for 40-Hz stimulation.

(J) Quantification of spike-Vm PLVu2 to 40-Hz stimulation pulse pattern. SS PLVu2 is significantly stronger than SB at gamma frequencies (one-sample t test, SS,

p = 0.012, df = 6), but no difference at theta (one-sample t test, SB, p = 0.096, df = 6). Opto, optogenetic stimulation.

10 Cell Reports 42, 112906, August 29, 2023

Article
ll

OPEN ACCESS



A

D E

F G

I J K L

H

C

B

Figure 7. A biophysical CA1 neuron model recapitulates the distinct Vm rhythmicity preference and coding of SSs and SBs

(A) Schematic model of the two-compartment Hodgkin-Huxley bursting neuron model.

(B) Example output membrane voltage trace of the model neuron. SBs and SSs are marked by red and blue ticks, respectively.

(C) The subthreshold Vm response of the modeled non-bursting neuron (middle) and bursting neuron (bottom) in response to chirp inputs of increasing frequency

from 0.2 to 20 Hz (top).

(D) Normalized Vm amplitude over chirp input frequencies. Vm amplitude is normalized to the Vm amplitude at 1Hz.

(E) PLVu2 of spikes to dendritic inputs across frequencies. All SB spikes are used.

(F) Same as (E), but computing PLVu2 for SSs and SBs containing an increasing number of spikes (2, 3, and >3 spikes). Only the first SB spikes were used for

PLVu2 calculation.

(G and H) Same as (E) and (F), but with the dendritic compartment receiving only white noise input.

(I) The spike timing of a simulated neuron to input theta phase at different positions of the neuron’s place field. An asymmetric excitatory input (black line, top) is

used to model the place field input. The average firing rate for SBs (red line, top) or SSs (blue line, top) is overlaid over the input. Each dot indicates a spike. The

dashed black line indicates the center of the place field.

(legend continued on next page)
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that are differentially regulated by theta and gamma rhythmic in-

puts and thereby code different information during behavior.

DISCUSSION

Using the recently developed SomArchon-based single-cell

voltage imaging,31,34,35 optogenetics, and conventional extra-

cellular recordings, we studied the relationship of SBs and SSs

to network-level LFP rhythms and cellular-level membrane

voltage dynamics in CA1. We found that SBs and SSs co-exist

in most neurons analyzed in rats during spatial navigation and

in awake head-fixed mice in both our own voltage imaging data-

set and in the Allen Brain Institute dataset. SBs and SSs were

preferentially accompanied by network-level LFP and cellular-

level Vm theta versus gamma rhythms, and optogenetic Vm de-

polarization experiments revealed a causal link between Vm

theta and gamma rhythmicity in the preferential generation of

SBs versus SSs. Furthermore, the SB firing rate and phase cod-

ing carried different spatial information than SS during spatial

navigation. Finally, minimal biophysical models of CA1 spike

bursting neurons recapitulated our experimental findings, sug-

gesting that intrinsic cellular biophysical dynamics alone are suf-

ficient to support the observed coupling of SBs and SSs to Vm

theta and gamma rhythmicity and the place field coding proper-

ties during spatial navigation. These results provide direct evi-

dence that SBs and SSs are distinct spiking outputs of hippo-

campal CA1 neurons that differentially transmit theta versus

gamma circuit rhythmicity during behavior.

We observed consistent SB and SS coupling preference to

LFP theta and gamma across several datasets, including extra-

cellular tetrode recording data in navigating rats, extracellular

Neuropixels recording data in head-fixed mice provided by

the Allen Brain Institute, and single-cell voltage imaging data

in head-fixed, freely locomoting mice. Thus, SB- and SS-medi-

ated circuit rhythm coding is a robust and universal feature of

CA1. While CA1 neurons’ spikes are correlated with both Vm

and LFP theta, Vm theta can decorrelate from LFP theta during

place field traversals.14,21,24,25,56 For example, Harvey et al.

observed that while LFP theta power remained constant during

place field activation, cellular Vm theta power was modu-

lated.14 We found that SBs play a critical role in Vm theta dy-

namics, and Vm theta has a higher frequency than LFP theta,

supporting the notion that single neurons’ subthreshold theta

rhythm is less stationary than LFP theta. Further, we found

that SBs of one neuron were phase locked to the Vm theta of

other nearby neurons, suggesting that CA1 neurons are coordi-

nated locally at theta frequencies, and SBs transmit theta coor-

dinated circuit output. Since pyramidal neurons exhibit little

direct connectivity, such coordination is more likely mediated

by local interneurons or shared external theta rhythmic inputs

from CA3 or medial septum.
(J) The difference in SB and SS spatial information metrics calculated as bits per

(K) The difference in COM calculated using neurons’ SSs and SBs (df = 49, p < 1

(L) The difference in circular-linear correlation values between spike phase relativ

input shown in (I). SBs show stronger theta phase correlations with spatial positio

tests. ***p < 0.005.
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In contrast to the prominent theta frequency phase locking of

SBs, SSs exhibited stronger phase locking to Vm and LFP

gamma. This effect remains when considering only the first spike

within an SB, suggesting that SB onset is also less phase locked

than SS. The gamma range of SS phase locking occurred at slow

to middle gamma ranges (30–100 Hz).27,28 Since SB is associ-

atedwith strong dendritic and somaticmembrane depolarization

that leads to the ballistic generation of high-frequency spikes,

leading to multiple spikes per gamma cycle, the occurrence of

SB likely prevents reliable entrainment of SB by gamma-rhyth-

mic inputs.

The computational role of SB and SS in spatial memory
Hippocampal theta and gamma rhythms are thought to carry

behavioral information during spatial navigation andmemory,21–25

because of their distinct generation21,29 and propagation mecha-

nisms.26,40 Theta phase has been shown to carry information

about spatial position24,57 and to provide a temporal window for

cognitive state-dependent25,58 cross-area communication.28,40

In particular, spike-LFP theta phase precession over spatial posi-

tion has been intensively studied over the years.14,24,40 We found

that SBs exhibitedmoreprecise theta phase precession thanSSs.

Further, theta phase precession was particularly predictive of

spatial position in the first half of the place field, when SB occur-

rence was dominant, but less precise in the second half of the

place field when SS dominated. This is in line with the reported

reduced precision of phase precession in the late phase of place

field traversal.24 Additionally, SBs were strongly related to sub-

threshold membrane voltage theta rhythms, which is likely due

to the large ADPs associated with SBs. Hippocampal SBs, gov-

erned bymembrane ionic currents known to have theta frequency

resonance,45,50,55 thus seem to be optimal to support theta-rhyth-

mic computations during spatial navigation and memory.

Gamma rhythms are prominent in the hippocampus and asso-

ciated structures. Gamma power occurs at different frequency

bands across distinct brain areas that project to CA1.28,59 Slow

gamma (�30–40 Hz) dominates CA3-CA1 projection, whereas

mid gamma (�50–100 Hz) dominates entorhinal-CA1 projection.

High gamma (>100 Hz) seems to be locally generated within

CA1. The function of gamma rhythms in the hippocampus is

not well understood, but it is generally thought that gamma

rhythms enable efficient pathway-specific cross-area communi-

cation.26,60 Our observations illustrate that gamma frequencies

preferentially entrain SSs, suggesting that pathway-specific

gamma-band communication26,30,60 is primarily carried by

SSs. Further, we found that SSs occurred preferentially in the

late phase of place field traversals with prominent phase locking

at mid-gamma range, as shown previously.59

It has been shown that spikes can be misaligned61–63 relative

to the peak firing rate within the place field, for example, because

of an animal’s movement direction. Spikes that precede the
spike (df = 49, p = 1.50 3 10�5).

3 10�20).

e to input theta (8 Hz) and spatial position modeled by asymmetric excitatory

n than SSs (df = 49, p = 8.673 10�6). All statistics are two-sided one-sample t
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place field center are thought to provide prospective coding,

whereas spikes after the place field center provide retrospective

coding, and thus mediating encoding and retrieval processes,

respectively. Here, we found that SBs often preceded the peak

firing rate within the place field, whereas SSs often followed

the peak firing rate, suggesting that SBs and SSs could differen-

tially mediate prospective and retrospective coding. The distinct

circuit coding of SB versus SS is at least partially attributed to the

preferential production of SBs on the positive slope of incoming

input (hysteresis), whereas the firing rate of SSs scales linearly

with place field inputs as shown in computational models utilized

here and in previous studies.9

The biophysical mechanism underlying the frequency-
dependent generation of SBs and SSs
SB generation involves specific voltage-dependent membrane

currents15 and dendritic plateau potentials6,10,16 that require

conjunctive dendritic and somatic activation.16 While some

studies suggested that CA1 SBs can occur with somatic mem-

brane channel dynamics alone,15,64 including NaP currents and

KS currents (M currents), other studies have emphasized the

important of dendritic dynamics.6,12,13,16,42,65,66 Our minimal

biophysical conductance-based models, which are based on

established hippocampal pyramidal models12,15,43 comprising

somatic and dendritic compartments, were sufficient to repro-

duce most aspects of the experimental data. While the classical

sodium and potassium currents underlying action potential gen-

eration have a broadband frequency selectivity, the ion channel

currents (NaP, KS, or HCN) underlying SB generation exhibit

theta resonance. Thus, it is conceivable that inputs at theta fre-

quency, structured or unstructured, could be amplified by the

ionic currents underlying theta resonance as well as SBs, which

results in tight coupling between theta rhythmic input, Vm theta,

and SBs. In contrast, SSs generated predominately by channels

with fast kinetics are more sensitive to high-frequency

modulations.

In addition to intrinsic biophysical features, it is plausible

that rhythmic inputs at theta versus gamma frequencies

selectively recruit synaptic currents to further support the

rhythmic somatic Vm fluctuations responsible for the produc-

tion of these two distinct spike outputs. In particular, SBs

and SSs might critically rely on the timing of inhibitory synap-

tic currents that originate from an interplay between interneu-

rons that target the soma versus the dendrites.10,67 For

example, dendritic-targeting oriens-lacunosum moleculare

inhibitory cells have theta resonance46,67,68 and exhibit Vm

theta,5 and might contribute to theta-rhythmic pyramidal SB

generation.52,67 In contrast, soma-targeting parvalbumin

(PV) interneurons exhibit gamma resonance68,69 and might

contribute more to gamma-rhythmic SS generation. PV inter-

neurons might have contributed to our observation that

40-Hz optogenetic stimulation particularly enhanced SSs,

as fast spiking interneurons show resonance in the gamma

frequency range.69

It has been suggested that CA1 SB generation depends on

strong membrane depolarization after hyperpolarization,2 while

tonic excitation favors SS generation. Consistent with this idea,

we observed Vm hyperpolarization and decreased spike proba-
bility before SBs, and tonic optogenetic stimulation led to

enhanced SS probability. Further, SBs occurred during the initial

part of the place field characterized by ramping excitation,14

while SSs occurred at the later part of the place field. The SB

preference for non-tonic activation dynamics is consistent with

its theta-rhythmic preference. Theta rhythms are synchronized

across different structures of the hippocampus, including CA3

and EC pathways that activate CA1 neurons in a theta phase-

dependent manner.16,21 Coordinated dendritic and somatic acti-

vation of CA1 neurons have been found to support burst gener-

ation10,16,70 and might explain why bursts are strongly theta

locked. In contrast, gamma rhythms have been found to be

locally generated and occur at variable frequencies across

CA1 layers and throughout different structures of the hippocam-

pus,28 which might, therefore, favor SSs.
Limitations of the study
While separating SB from SS in extracellular studies has been

commonly done using ISI thresholding, ISI distribution for indi-

vidual neurons is often not bimodal, making it a methodological

challenge to separate SB and SS using ISI alone. Further devel-

opment of burst detection algorithms or using techniques

capable of resolving cellular membrane voltage, such as

patch-clamp or voltage imaging, will be important to distinguish

these distinct spike modes with high fidelity.

A previous patch-clamp study14 demonstrated that sub-

threshold theta rhythms and spikes in a small number of CA1

neurons both phase precess to LFP theta during spatial naviga-

tion. Our voltage imaging recordings were performed in mice

freely locomoting without defined spatial navigation task struc-

tures. It will be informative to evaluate how Vm-LFP relationship

relates to place field structures in mice navigating a virtual envi-

ronment using voltage imaging in the future.
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Deposited data

pAAV-syn-SomArchon-BFP-P2A-CoChR-Kv2.1 Vigene Biosciences, Inc RRID: Addgene_206006
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MATLAB Mathworks RRID:SCR_001622
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RESOURCE AVAILABILITY

Lead contact
Further information and requests for code and data should be directed to the lead contact Xue Han (xuehan@bu.edu).

Materials availability
This study generated a new DNA plasmid, pAAV-Syn-SomArchon-mTagBFP2-p2A-CoChR-Kv2.1 (GenBank: OR336299).

Data and code availability
d Data are available from lead contact upon request.

d Codes used for data analysis is available on Github repository: https://github.com/HanLabBU/Lowet-Cell-Reports-2023.

pAAV-Syn-SomArchon-mTagBFP2-p2A-CoChR-Kv2.1 DNA sequence is available at GenBank: OR336299.

d Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.
EXPERIMENTAL MODEL AND SUBJECT DETAILS

All animal experiments were performed in accordance with the National Institute of Health Guide for Laboratory Animals and

approved by the Boston University Institutional Animal Care and Use and Biosafety Committees. 4 male Long-Evans rats (Charles

River Laboratories, Inc.), 350-500g, were used for all extracellular recording experiments.14 adult female C57BL/6 mice (Charles

River Laboratories, Inc.), 8–12 weeks at the start of the study, were used for voltage imaging experiments. Since there were no com-

parisons between animal groups or behavioral tasks, no randomization of animals was implemented. Sample sizes for all experi-

ments were determined based on previously published work, and statistical significance was determined post hoc.

METHOD DETAILS

Rat preparation for tetrode recordings. The surgical procedure was as described previously in detail.71 Briefly, surgeries were per-

formed under 1.5–3% isoflurane anesthesia (Webster Veterina Supply). Animals were injected with Buprenex (buprenorphine hydro-

chloride, 0.03mg/kg, i.m.; Reckitt Benckiser Healthcare) andCefazolin (330mg/mL i.m.; West-Ward Pharmaceutical) preoperatively.

Animals were implanted with custom unilateral microdrives containing 18–24 independently drivable tetrodes in the dorsal CA1

(AP: �3.6mm, ML: +2.6mm, from bregma). Animals received postoperative Buprenex and Cefazolin two times a day for 3 days.

Extracellular tetrode recording. Extracellular recordings from custom tetrodes were recorded by a OmniPlex D Neural Acquisi-

tion System (Plexon). Each channel was amplified and bandpass filtered (154 Hz–8.8 kHz) to obtain both single-unit spike activity and

LFPs (1.5 Hz–400 Hz). Spike channels were locally referenced to remove both movement-related noise and potential electrical noise.
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Spikes were detected via threshold crossing and digitized at 40 kHz. To isolate single-units, waveform clusters from all four elec-

trodes within a tetrode were manually identified using the Offline Sorter v3 (Plexon). Cineplex Studio (Plexon) was used for capturing

animal location data via three infrared LEDs positioned atop the surgically implanted microdrive. Cineplex Editor (Plexon) was em-

ployed offline to enter event markers and to verify animal position data.

Extracellular spike burst (SB) detection. Given that we did not have access to membrane potentials for extracellular tetrode re-

cordings, we identify SBs as periods of high frequency spiking with ISI less than 10ms. We chose a more conservative (smaller ISI)

criterion for identifying SBs than for identifying SBs from voltage imaging recordings, because we did not have ADP-based criterion.

Spikes not considered being part of any SB events were defined as single spikes. We only included neurons with mean firing rates

below 20Hz estimated over the whole recording. There was a distinct subset of neurons, presumably fast-spiking interneurons, that

exhibited very high tonic firing rates (small ISI), whose spikes were difficult to classify with an ISI-based criterion alone.

Spatial information and sparsity index
The amount of information a neuron has about the animal’s position was defined as24,72:

Spatial information =
Xn

i = 1

pi

fi
f
log2

fi
f

where pi is the position bin probability defined as pi = ti/Sti (summed over i), ti being the amount of time spent for a given spatial po-

sition bin. f is the mean firing rate defined as f = Spifi.

Sparsity =

�Pn
i = 1pifi

�2
Pn

i = 1pifi
2

where fi is firing rate of the neuron at the ith position bin.

Center of mass (COM) calculation

COM =

Pn
i = 1xifiPn
i = 1fi

where xi is the ith position bin on the linear track and fi is firing rate of the neuron at the ith position bin.

Quantifying the relationship between Spike-LFP theta phase and position on linear track. For the place field theta spike

phase analysis, we filtered the LFP signal in the theta (3-12Hz) frequency range using a butterworth filter kernel and zero-phase filter

(built-in function butter and filtfilt, MATLAB). To obtain the instantaneous phase, we used the analytical signal of the Hilbert transform.

To quantify the relationship between a neuron’s preferred spike-LFP theta phase and animal’s position, we applied circular-linear

correlation73 (CircStat toolbox, MATLAB) that estimates a coefficient of multiple correlation (analogues to the coefficient of determi-

nation, which is the square of the correlation value) ranging from 0 to 1 with 1 meaning all the variance is shared and 0 meaning no

variation is shared.

Neuropixels mouse data. Freely accessible Neuropixels recording data from the Allen brain institute (Brain observatory 1.1) were

used. Data were imported using the Brain observatory toolbox74 and custom build MATLAB scripts. Only recording sessions with

wild-type mice were included. Analysis was restricted to time periods when visual stimulus gratings of different orientations were

shown to the animals (-1sec–3sec after stimulus onset). All neurons classified as CA1 neurons were included. For each recording

session, a randomly chosen LFP contact from the Neuropixels probe was used for phase-locking analysis. SBs and SSs were clas-

sified in the same manner as for the rat tetrode recordings.

Mouse preparation for voltage imaging.Mouse preparation was as described previously.31,75,76 Briefly, custom recording appa-

ratus consists of an imaging window attached to an infusion cannula and an LFP electrode. The imaging window consists of a stain-

less-steel cannula (OD: 3.17mm, ID: 2.36mm, 1.75mm height, AmazonSupply, B004TUE45E) with a circular coverslip (#0, OD: 3mm,

Deckgläser Cover Glasses, Warner Instruments Inc., 64–0726 (SB-3R-0)) adhered to the bottom using a UV curable adhesive

(Norland Products Inc., Norland Optical Adhesive 60, P/N 6001). We attached an infusion cannula (26G, PlasticsOne Inc.,

C135GS-4/SPC), and a stainless-steel steel wire electrode for local field potential (LFP) recordings (Diameter: 130mm,

PlasticsOne Inc., 005SW-30S, 7N003736501F) to the side of the imaging window using super glue (Henkel Corp., Loctite 414 and

Loctite 713). The LFP electrode protruded from the bottom of the imaging window by �200mm, whereas the drug infusion cannula

was level with the base of the imaging window.

Recording apparatus was surgically implanted under 1–3% isoflurane anesthesia. Analgesia was provided with sustained release

buprenorphine hydrochloride (0.03 mg/kg, i.m.; Reckitt Benckiser Healthcare) administered preoperatively that provided continued

analgesia for 72 h. A craniotomy of �3mm in diameter was made over the right dorsal CA1 (AP: -2mm, ML: +1.8mm). A small notch

was made on the posterior edge of the craniotomy to accommodate the infusion cannula and the LFP recording electrode. The over-

lying cortexwas gently aspirated using the corpus callosum as a landmark. The corpus callosumwas then carefully thinned to expose

the dorsal CA1. The imaging window was positioned in the craniotomy, and Kwik sil adhesive (World Precision Instruments LLC,
18 Cell Reports 42, 112906, August 29, 2023
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KWIK-SIL) was applied around the edges of the imaging window to hold it in place. A small ground pin was inserted into the posterior

part of the brain near the lambda suture as a ground reference for LFP recordings. Three small screws (J.I. Morris Co., F000CE094)

were anchored into the skull, and dental cement was then gently applied to affix the imaging window, the ground pin, and an

aluminum headbar posterior to the imaging window. See Figure 3A for a diagram of recording apparatus placement.

AAV virus was infused via an infusion cannula (33G, PlasticsOne Inc., C315IS-4/SPC) connected to a microinfusion pump (World

Precision Instruments LLC, UltraMicroPump3–4), through the implanted cannula. Infusion cannula terminated about 200mm below

the imaging window. 500nL or 1000nL of AAVswere infused at a rate of 50-100 nL/min, and then the infusion cannula was left in place

for another 10 min to facilitate AAV spread. AAVs used were AAV9-Syn-SomArchon-GFP (titer: 5.9e12 genome copies (GC)/mL, UNC

vector core), AAV9-Syn-SomArchon-GFP-p2A-CoChR-Kv2.1 (titer: 5.9e12 GC/ml, UNC vector core) and AAV9-Syn-SomArchon-

BFP-p2A-CoChR-Kv2.1 (titer: 1.53e13 GC/ml, Vigene Biosciences, Inc).

Single neuron SomArchon voltage imaging. Habituated mice were head-fixed on a custom air-pressured spherical Styrofoam

ball and free to run. Animals were recorded 3–4 weeks after surgery. All single cell SomArchon imaging was acquired via a custom

widefield fluorescencemicroscope equipped with either a Hamamatsu ORCA Fusion Digital sCMOS camera (Hamamatsu Photonics

K.K., C14440-20UP) for 828Hz voltage imaging, or an ultra-high-speed sCMOS camera (Kinetix, Teledyne) operating at 8bit mode for

5kHz and 10kHz voltage imaging. A 40x NA 0.8 water immersion objective (Nikon, CFI APO NIR) was used. A 140mW fiber-coupled

637 nm laser (Coherent Obis 637-140X) was coupled to a reverse 2x beam expander (ThorLabs Inc., GBE02-E) to obtain a small illu-

mination area of �30–40 mm in diameter to minimize background fluorescence. A mechanical shutter (Newport corp., model 76995)

was positioned in the laser path to control the timing of illumination via an NI DAQ board (USB-6259, National instruments). The laser

beamwas coupled through a 620/60nm excitation filter (Chroma technology corp.) and a 650nm dichroic mirror (Chroma technology

corp.), and SomArchon fluorescence emission was filtered with a 706/95nm filter (Chroma technology corp.).

GFP or BFP fused with SomArchon was used for localization of SomArchon expressing cells during each recording. GFP visual-

izationwaswith a 470 nmLED (ThorLabs Inc., M470L3), an excitation 470/25nm filter, a 495nmdichroicmirror and a 525/50nmband-

pass emission filter. BFP was visualized with a 395nm LED (ThorLabs Inc., M395L4), a 390/18nm excitation filter, a 416nm dichroic

mirror and a 460/60nm emission filter. SomArchon fluorescence was either acquired at 828 Hz (16 bits, 2x2 binning), 5kHz or 10kHz,

using HCImage Live (Hamamatsu Photonics). HC Image Live data were stored as DCAM image files (DCIMG) and analyzed offline

with MATLAB (Mathworks Inc.). We did not detect notable differences for spike shape estimation for recordings performed at 5kHz

versus 10kHz, and thus the imaging data were grouped together.

Multi-neuron SomArchon voltage imaging with patterned illumination. To record multiple CA1 neurons, a custom digital mi-

cromirror device based targeted illumination microscope was used as described previously.34 In short, the custom-built widefield

imaging scope includes a 6W 637 nm fiber-coupled multi-mode laser (Ushio America Inc., Necsel Red-HP-FC-63x), a digital micro-

mirror device (DMD, Vialux, V-7000 VIS) and a high-speed and large sensor sCMOS (Hamamatsu, ORCA-Lightning C14120-20P).

The laser output was collimated (Thorlabs, F950SMA-A), expanded (Thorlabs, BE02M-A), and directed onto the DMD. The DMD

was controlled using a custom MATLAB script based on Vialux ALP-4.2 API. SomArchon fluorescence was acquired at 500 Hz

(12bit) with 11523 576 pixels (2x2 binning), corresponding to a 3603 180 mm2 field of view. A subset of the CA1multi-neuron imaging

dataset was previously published34 and was re-analyzed here.

Optogenetics. To excite CoChR, we used a blue 470 nm LED (ThorLabs Inc., M470L3) coupled to the laser path via a 416nm

dichroic mirror, and controlled by T-Cube LED driver (ThorLabs Inc., LEDD18, lowest gain) controlled by MATLAB (Mathworks

Inc.) via an NI DAQ board (USB-6259, National instruments). A neutral density filter (ThorLabs Inc., ND13A, optical density 1) was

used to reduce LED illumination density. Further, we used a pinhole (Olympus BX3-URA8 fluorescence illuminator turret) to reduce

the illumination to a circular area of 55mm radius under the 40x objective. For SomArchon-GFP-p2A-CoChR recordings, we used a

LED intensity range of 0.22–1.3 mW/mm2. For SomArchon-BFP-p2A-CoChR recordings, we used a higher LED intensity range of

2.6–8.4mW/mm2, because neural CoChR response was less sensitive to blue light stimulation likely due to lower CoChR expression.

Simultaneous SomArchon and optogenetic recording trials consisted of 1 s period before blue light illumination, 1.5 s blue light illu-

mination period, followed by 0.5 s period without blue light illumination. The 1.5-second-long blue light illumination was either contin-

uous, or pulsed, at 40Hz (8.3ms per pulse) or 8Hz (8.3ms per pulse or 42ms per pulse). Inter-trial intervals were 5 s.

Local field potential (LFP) recording during voltage imaging. LFPs were recorded using the Open Ephys platform (http://

open-ephys.org) at a 10 kHz sampling rate, filtered between 1Hz and 7.5kHz and then downsampled offline to 1kHz. To synchronize

voltage imaging and LFP recordings during offline data analysis, the Open Ephys system also recorded the TTL pulses that were sent

by the sCMOS camera at the onset of voltage imaging data acquisition as well as a TTL pulse at the onset of each image frame. Addi-

tionally, to align optogenetic stimulation timing with recordings, we also used the Open Ephys system to record the voltage that was

used to control the blue LED driver during optogenetics.

Motion correction & neuron identification. SomArchon fluorescence images in DCMI format acquired by HCImage software

were imported into MATLAB. SomArchon fluorescence images were first motion corrected using a pairwise rigid motion correction

algorithm as described previously.77 In short, the displacement of each image is computed by identifying the max cross-correlation

coefficient between each image and the reference image. Our recordings consisted of multiple multi-second trials. For single-cell

voltage imaging, each video file corresponding to one trial was first concatenated into a multi-trial image data matrix, and then

we applied the motion correction algorithm. Since the illumination area is about 30-40mm in diameter, a rectangular window large

enough to cover the entire neuron across all frames was selected manually for motion correction for single cell voltage imaging.
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The window selection was chosen to avoid large regions of dark parts of image and to include regions that had distinguishable con-

trasts that facilitate comparison with reference image. For multi-cell voltage imaging, due to image file size, we did not concatenate

the data across trials. Each trial was first motion corrected individually. We then corrected motion offsets across trials by referencing

all trials to the first trial. The motion-corrected image sequences were then used for subsequent manual ROI neuron identification

using the drawPolygon function in MATLAB. SomArchon fluorescence traces for each ROI were then extracted from the motion-cor-

rected image sequences. Background fluorescence was estimated by averaging all pixels that are not part of the ROI. The traces

were then detrended to correct for photobleaching by subtracting a low-pass filtered version of the trace (1.5sec rectangular smooth-

ing kernel). The resulting fluorescence traces were then used for subsequent analysis.

Spike detection, subthreshold Vm trace extraction and spike signal-to-baseline ratio (SBR) calculation. Spike detection

was performed similar to that described previously in Xiao et al.34 To estimate the baseline, we first estimated baseline fluctuations

by averaging the fluorescence trace using a moving window of ±100 frames to obtain the ‘‘Smoothed Trace’’ (ST). We then removed

potential spike contributions to the baseline line by replacing fluorescence values above ST with the corresponding values of ST re-

sulting in a spike-removed trace corresponding to the ‘‘subthreshold baseline fluctuations’’. To identify spikes, SomArchon fluores-

cence traces were high-pass filtered (>120Hz), and then spikes were detected as a fluorescence change greater than 4 standard

deviations of the ‘‘subthreshold baseline fluctuations’’.

To extract subthreshold membrane voltage (Vm) fluctuations, we removed three data points centered at the peak of each detected

spike from non-filtered SomArchon dF/F trace and interpolated themissing data points with the surrounding data points. To calculate

spike signal-to-baseline ratio (SBR), we first obtained the spike amplitude by calculating the difference between the peak spike fluo-

rescence and the lowest fluorescence value within three data points prior to the spike. We then divided the spike amplitude by the

standard deviation of the Vm across the entire recording duration. To assure signal quality, only neurons with an averaged SBR of at

least 4 were included for analysis.

Intracellular complex spike burst and single spike detection. A common way to identify bursting in extracellularly recorded

single-unit data is to identify a cluster of spikes with short ISIs. However, ISI distributions for individual neurons are often continuous,

and thus it is difficult to determine a definitive ISI threshold, leading to variation in ISI threshold of �6-14ms across studies.2,3,40

Recent intracellular studies demonstrated that individual spikes with SB can have ISIs of more than 10ms.3 Thus, we used both

ISI and Vm after-depolarization potential (ADP) to classify SB and SS. SB were detected as follows: First, putative spike bursts

were detected based on ISI 14ms criterion and we classified each spike within a putative burst in terms of their order (1st spike,

2nd spike, etc.). ADP was calculated by the difference in the mean Vm during the 5-25ms period after the 1st burst spike and the

mean Vm during the 5-25ms before the 1st burst spike, normalized by the averaged spike amplitude across the entire recording dura-

tion. If a putative burst had an ADP ofmore than 15%, it was considered as SB and all spikes of the burst was classified as SB spikes.

Spikes that are not identified as SB were considered SS. SS could hence have ISI smaller than 14ms but are conceptualized here as

high firing rate but regular spiking events.

Spike number matching for SB and SS in individual neurons. Phase-locking or coherence analysis can be biased by low spike

number (<30) and lead to an inflation of values. As an additional control analysis, we matched the number of SBs and SSs for each

neuron. For each neuron, a random set of spikes was eliminated from the spike type with the higher spike number (usually SSs, as

there were typically more SSs than SBs), so that there are exactly the same number of SSs and SBs for further analysis.

Rank surprise-based SB detection algorithm. In addition to the ISI-based SB/SS classification approach, we also identified SB

based on a ‘surprise’-based algorithm41 that detects SB as deviations from a Poisson distribution for a given neuron. Specifically, we

chose a robust non-parametric rank-based approach (Gourévitch et al.,2007), in which the ‘surprise’ statistics is computed based on

the ranks of ISIs.

Spectral decomposition. Spectral decomposition of SomArchon Vm or LFP was performed with FieldTrip MATLAB toolbox78

(https://www.fieldtriptoolbox.org/), using wavelet morlets functions (5 cycles). The complex wavelets coefficients, fromwhich we ex-

tracted the phase or power, were used to compute spike-LFP or spike-Vm phase locking values, and to estimate of the spectral

power.

Spike phase-locking computation. To obtain a quantification of how consistent spikes occur relative to the phase of an oscilla-

tion we calculated the phase-locking value (PLV79) defined as:

PLVðfÞ =

����1N
����
X
N

ei4ðf;nÞ

where f is frequency and N is the total number of spikes. The phase 4 was obtained from the complex wavelet spectrum.

Since PLV is not independent of the number of spikes considered and tends to inflate with low spike numbers. We only included

neurons that had at least 10 spikes for spike-PLV analysis. Further, we adjusted the PLV value using the following equation80,81 (math-

ematically equivalent to pairwise phase consistency) to account for any potential difference in the number of SB and SS detected in a

neuron, which we term here as the unbiased squared phase locking value (PLVu2):

PLVu2ðfÞ =
1

N � 1

�
PLVðfÞ2 3 N � 1

�

where N is the number of spike occurrences and f is frequency. The unbiased PLVu2 corresponds, at larger N, to the default PLV2.
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Finally, to further reduce any residual spike influence on PLV estimates from spike-removed SomArchon Vm traces, we shifted the

spike train and the corresponding Vm trace by 8.2ms (7 frames at 828Hz sampling rate) to each other, which reduced the PLVu2 infla-

tion in the higher frequency range (>100Hz) due to spike number.

Simple biophysical bursting neuronmodel with four currents. The 2-compartment Hodgkin-Huxley model was constructed as

that described previously.9,12,13,42,43 In detail, the somatic membrane potential Vs. and dendritic membrane potential Vd are

described by the two following equations:

Cm

dVs

dt
= � Ileak � INa � IK � gcðVs � VdÞ

p
+ Isoma
Cm

dVd

dt
= � Ileak � INaP � IKS � gcðVd � VsÞ

1 � p
+ Idend

INa and IK are the somatic/axon hillock spike generation sodium and potassium currents following standard Hodgkin-Huxley equa-

tions. ILeak is the leak current. The dendritic persistent sodium current INaP and slowly activating potassium current IKS are responsible

for the burst generation. The INaP is described by following the equations:

INaP = gNaPr
3
NðV � ENaÞ
rNðVÞ = 1

��
1 +

�
�V+57:7

7:7

		

The IKS is described by the following equations:

IKS = gKSqðV � EKÞ
qNðVÞ = 1

��
1 + exp

�
�V+35

6:5

		
tqðVÞ = 200

��
exp

�
�V+55

30

	
+ exp

�
V+55

30

		

Further: Cm = 1 mF/cm2. The coupling between compartments had a gc = 1ms/cm2. The relative area between somatic and den-

dritic compartment was p = 0.15 (soma area/full membrane area). Conductance values were: gKS = 0.8, gNaP = 0.08; gLeak = 0.18,

gNA = 45 and gK = 20. The ionic reversal potentials were: E_Leak = �65mV, E_Na = +55mV, E_K = �90mV. Temperature scaling

factor were Փh = Փn = 3.3; Փm = 10. Numerical simulations were performed using Euler method with 0.01ms step size.

Non-bursting neuron model. The non-bursting neuron model was a classical 1-compartment Hodgkin-Huxley model with fast-

acting potassium and sodium currents with kinetics as described above. For the simulations we used the 2-comparment model and

set the compartment coupling to zero (gc = 0), which reduced the model a 1-compartment model (soma/axon) only.

Stimulus generation. The somatic compartment received a constant input. For Figure 7D, the dendritic input current consisted of

theta and gamma signals as well as white noise. Theta was a sinusoidal with 7Hz frequency. Gamma was generated using filtered

noise in the gamma range (70-80Hz). For Figure 7F, dendritic input consisted of white noise only.

Tomodel place fields, themodel neuron received an asymmetric dendritic input based on a previous theoretical study55 and exper-

imental evidences.14 The input was increased linearly for 700ms and then decreased linearly 300ms to its baseline value. The input

was further smoothed by averaging using a sliding window of 150ms. 40 trials were simulated with a theta rhythm of 8Hz with a vari-

ation of ±0.3Hz, and a gamma rhythmic input as described above.

Biophysical burstingmodel with a dendritic h-current. The two-compartment Hodgkin-Huxley15 model included a somatic and

a dendritic compartments. The first (somatic) compartment was taken from (Golomb et al., 200615). The model included the currents

that were known to exist in the soma and proximal dendrites of adult CA1 pyramidal cells: transient Na+ (INa), delayed rectifier K+ (IKdr),

muscarinic-sensitive K+ (IMor IKs), persistent sodium (INaP), A-type K+ (IA), high-threshold Ca2+ (ICa), and two Ca2+ -activated K+ cur-

rents, namely, the fast Ca2+ -activated K+ current (IC) and the slow Ca2+-activated K+ current (IsAHP). This model included, therefore,

the most important currents known in somata and proximal axons of CA1 cells including INap and IM, which are responsible for so-

matic subthreshold theta resonance in vitro. The current balance equation for somatic compartment is

C
dVs

dt
= � gLðVs � VLÞ � INa � INaP � IKdr � IA � IM
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� ICa � IC � IsAHP+ Iapp; s+ ISD

where Iapp; s is the applied current, ISD is the somato-dendritic coupling current.

The ionic voltage-dependent currents are described by: INaðV ; hÞ = gNam3NðVÞhðV � VNaÞ, INaPðVÞ = gNaPpNðVÞðV �
VNaÞ, IKdrðV ;nÞ = gKdrn4ðV � VKÞ, IAðV ;bÞ = gAa3NðVÞbðV � VKÞ, IMðV ;zÞ = gMzðV � VKÞ:
The ionic calcium-dependent currents are described by: ICaðV ; rÞ = gCar2ðV � VCaÞ, ICðV ; cÞ = gCdNð½Ca2+�iÞcðV � VKÞ,

IsAHPðV ;qÞ = gsAHPqðV � VKÞ.
We used sequential neural posterior estimation to adjust the model parameters with the experimental observations (Tejero-

Cantero et al., 202082). We have chosen 16 attributes from the observed signal to match with the model. This includes 4 moments

from the membrane voltage, spike-train and interval statistics from both single and complex spikes, phase-locking values with

respect to different frequency bands, and the resting potential mean and standard deviation which can be obtained outside of the

stimulation window. As a result, we used the following estimated parameter values: C = 1mF=cm2 and Iapp; s = 2:07 mA=Cm2.

The conductances and reversal potentials were: gL = 0.05 mS/cm2, gNa = 35 mS/cm2, gNaP = 0.92 mS/cm2, gKdr = 6.13 mS/cm2,

gA = 2.45 mS/cm2, gM = 2.49 mS/cm2, VL = �70mV, VK = �90mV and VNa = 55mV.

For calcium currents: gCa = 0.34 mS/cm2, gC = 14.47 mS/cm2, gsAHP = 11.52 mS/cm2, VCa = 120mV. The dynamic of the calcium

concentration inside the cell, ½Ca2+�i, was given by,

d
h
Ca2+

i
i

dt
= � vICa �

h
Ca2+

i
i

tCa

with v = 0.13cm2/(ms 3 mA) and tCa = 13ms.

For the complete list of activation and inactivation curves we refer the reader to the table below:
Activation and inactivation curves xN(V) of somatic compartment, model from Golomb et al., 2006

Current, variable Kinetics/Time constant, ms Parameters

INa;m m = mNðVÞ qm = �30, sm = 9.5

INa;h dh=dt = ðhNðVÞ � hÞ =thðVÞthðVÞ = 0:1+ 0:753 f1+exp½� ðV � qhtÞ=sht�g� 1 qh = �45, sh = �7

qht = �40.5, sht = �6.

INaP;p p = pNðVÞ qp = �47

IKdr;n dn=dt = ðnNðVÞ � nÞ =tnðVÞtnðVÞ = 0:1+ 0:53 f1+exp½� ðV � qntÞ=snt�g� 1 qn = �35, sn = 10,

qnt = �27, snt = �15

IKdr;a a = aNðVÞ qa = �50, sa = 20

IKdr;b db=dt = ½bNðVÞ � b�=tb;tb = 15 qb = �80, sb = �6

IM;z dz=dt = ½zNðVÞ � z�=tz;tz = 75 qz = �39, sz = 5.

Calcium currents

ICa; r dr

dt
=

rNðVÞ � r

tr
;tr = 1

rNðVÞ = f1+exp½� ðV � qrÞ=sr�g�1

qr = �20, sr = 10

IC;c;d dc

dt
=

cNðVÞ � v

tc
;tc = 2

d = dNð½Ca2+�iÞ
cNðVÞ = f1+exp½� ðV � qcÞ=sc�g� 1

dNð½Ca2+�iÞ = ð1+ac=½Ca2+�iÞ�1

qc = �30, sc = 7 ac = 6.

IsAHP;q dq=dt = ðqNð½Ca2+�iÞ � qÞ=tq;tq = 450

qNð½Ca2+�iÞ = ð1+a4q =½Ca2+�i
4Þ� 1

aq = 2.
The second (dendritic) compartment included an h-current. The current-balance equation was given by

C
dVd

dt
= � gLðVd � VLÞ � Ih+ Iapp;d + IDS;

where the leak conductance is gL = 0.43 mS/cm2 and the current parameters are the same as in the first compartment, IDS is the

dendritic-somatic coupling current, Iapp,d = 0.3 mA=Cm2 the applied current and Ih is an h-current given by Ih = ghhðVd �VhÞ:
The dynamic of the h variable is given by

dh

dt
=

hNðVdÞ � h

th ðVdÞ :
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We used gh = 4.4 mS/cm2, Vh = 32.9mV. Also,

hNðVÞ =



1+exp

�
V+84

10:2

	�� 1

and

thðVÞ = fexp ð� 17:9 � 0:116VÞ+exp ð� 1:84+0:09VÞg� 1 + 0:1

these values were taken from (Gloveli et al., 2005).

The electrical coupling between the somatic and dendritic compartments were given by,

ISD = gsdðVd � VsÞ and IDS = gdsðVs � VdÞ:
We used the same value for both conductances: gds = 0.2 and gsd = 0.2.

The model is also driven by a white Gaussian noise current with zero mean and standard deviation 6.74. In addition, we include

channel noise where the variable z also contains a white Gaussian noise in its formulation with zero mean and standard deviation

4:053 10� 6:

The code for this model is available at https://github.com/BioDatanamics-Lab/ca1_model.

NMDA current input incorporated into the h-current bursting model
According to a previous study by Grienberger et al. 2014,53 it was found that intracellular complex spikes (CS) can also originate from

the activation of NMDA receptors. For example, they showed that the 50ms current injection can induce CS (Fig S2. C1 of 53), but CS

disappeared after MK-801 addition (Fig S2. C2 of 53). While NMDAmediated intracellular calcium rise is important for CS generation,

the kinetics of NMDA is too slow to support theta and gamma frequencies. To test this hypothesis, we incorporated NMDA receptors

into the dendritic compartment of the simple bursting h-current neuron model. NMDA current was modeled as described in Ermen-

trout&Terman54 where the NMDA current was given by INMDA = gNMDA s BðVÞ ðV �VNMDAÞ with BðVÞ = �
1+exp

�� V �VT

16:13

��� 1
repre-

senting the magnesium block, and s the fraction of open channels given by,

ds

dt
= ar ½T �ð1 � sÞ � ads:

When a synaptic input is received, the value of [T] jumps to Tmax and then falls back to zero at the next time step. We used the

parameters: ar = 0:072 mM� 1ms� 1; ad = 0:0066;VNMDA = 0 mV;Tmax = 1; and gNMDA = 800: The INMDA input was only added in

the dendritic compartment.

To provide non-rhythmic input, we used Poisson-distributed synaptic arrivals with homogeneous rates. For each rate, we conduct-

ed 20 trials of 1000ms each to compute the probability of observing an SB or an SS, using the same method described above. Addi-

tionally, we computed theta and gamma power by taking themean value of the voltage power spectrum around 3-12Hz and 30-90Hz,

respectively. The results in Figures S7d andS7e indicate that the number of SB indeed increases with NMDA activation, as suggested

by Grienberger et al.53

QUANTIFICATION AND STATISTICAL ANALYSIS

All data analyses were performed using custom written MATLAB scripts (The Math Works). Paired and independent t-tests (all two-

sided) were performed using standard built-in MATLAB functions. Linear regression was performed using built-in MATLAB function

regress. For circular-linear correlation coefficient and significance, we used the algorithm from the MATLAB toolbox CircStat.73
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