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A B S T R A C T

Neural networks were recently introduced in the field of nanophotonics as an alternative and powerful way to
obtain the non-linear mapping between the geometry and composition of arbitrary nanophotonic structures on
one hand, and their associated properties and functions on the other. Taking into account the recent advances
in the application of the machine learning concept to the design of nanophotonic devices, we employ this tool
for the optimization of photonic materials with specific color properties. We train a deep neural network (DNN)
to solve the inverse problem, i.e., to obtain the geometrical parameters of the structure that best produce a
desired reflected color. The analyzed system is a single layer of core–shell spheres composed of melanin and
silica embedded in air, arranged in a hexagonal matrix. The network is trained using a dataset of the three CIE
1976 (L*a*b*) color coordinates obtained from the simulated reflectance spectra of a large set of structures.
The direct problem is solved using the Korringa–Kohn–Rostoker method (KKR), widely applied to calculate
the optical properties of sphere composites. The color optimization approach used in this work opens up new
alternatives for the design of artificial photonic structures with tunable color effects.
1. Introduction

Deep learning (DL) is a subfield of machine learning, which allows
computational models to make predictions and classifications. These
models are composed of multiple processing layers inspired by the
biological neural networks present in the brains of animals. DL is used
in computer vision, speech recognition, image classification and pattern
recognition, among other applications (LeCun et al., 2015; Goodfellow
et al., 2016). In addition, this data-driven technique can be applied to
problems in physics, chemistry, biology and medicine (Baldi, 2021).

Very recently, DL has emerged in the field of nanophotonics as a
new approach to obtain the relationship between the geometry and
composition of arbitrary nanophotonic structures, and their associated
properties and functions. An advantage of the design strategies based
on DNN is that, although they require a large amount of simulations to
build a database, once it is completed the developed DNN can be used
to optimize different structures. In contrast, conventional optimiza-
tion strategies are computationally expensive because they require the
iterative simulation of the response using an electromagnetic method.

Various DNN model architectures have been employed depending
on the photonic tasks. For instance, they have been used for the
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design of photonic structures (Ma et al., 2021), to obtain approxi-
mate solutions of electromagnetic problems, such as light scattering
by multilayered nanoparticles (Peurifoy et al., 2018), to characterize
plasmonic nanostructures (Malkiel et al., 2018) and also for inverse
design (Molesky et al., 2018; Pilozzi et al., 2018). In particular, DL
has attracted the attention of different research groups as a novel
alternative for inverse design of nanostructures exhibiting structural
colors (González-Alcalde et al., 2018; Huang et al., 2019; Baxter et al.,
2019; Sajedian et al., 2019; Dai et al., 2021).

Structural coloration involves the selective reflectance of incident
light by the physical characteristics of a structure. A large variety of
examples are found in nature. In particular, avian feathers exhibit a
high diversity of structural colors, many of those are produced by
arrays of melanosomes (solid or hollow melanin-containing organelles),
such as in birds of paradise and in common bronzewings (Stavenga
et al., 2015; Xiao et al., 2014). These examples inspired the design of
homogeneous (Xiao et al., 2015) and of core–shell synthetic melanin
nanoparticles for the production of bright structural colors (Xiao et al.,
2017). The control of the shell-to-core radius ratio and the spacing
between nanoparticles allows to obtain tunable colors across the entire
visible spectrum.
vailable online 15 December 2022
666-9501/© 2022 The Author(s). Published by Elsevier B.V. This is an open access ar
c-nd/4.0/).

https://doi.org/10.1016/j.rio.2022.100334
Received 15 July 2022; Received in revised form 3 November 2022; Accepted 4 De
ticle under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-

cember 2022

https://www.elsevier.com/locate/rio
http://www.elsevier.com/locate/rio
mailto:mei@df.uba.ar
https://doi.org/10.1016/j.rio.2022.100334
https://doi.org/10.1016/j.rio.2022.100334
http://crossmark.crossref.org/dialog/?doi=10.1016/j.rio.2022.100334&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Results in Optics 10 (2023) 100334G.M. Urquia et al.
Fig. 1. Scheme of a fully connected DNN of 𝐿 layers: an input layer, 𝐿 − 2 hidden
layers, and an output layer.

In this contribution we apply an inverse design strategy using DNNs
to obtain the geometrical parameters of a layer of spherical core–shell
nanoparticles that reproduce a desired color. We focus on core–shell
spheres comprising materials of high refractive index (RI) contrast. We
consider melanin nanospheres (high RI and broad absorption across the
visible spectrum) coated with silica (low RI) (Xiao et al., 2017).

The present paper has four sections. In Section 2 we describe the
inverse design strategy used to predict the geometrical parameters of a
structure that produces a given reflected color using a fully connected
deep neural network. The results obtained are shown in Section 3. First,
we present the color databases obtained by simulating the response of
the studied structures using the program MULTEM2, a numerical im-
plementation of the Korringa–Kohn–Rostoker method (KKR) (Stefanou
et al., 1998; Yannopapas et al., 1999; Stefanou et al., 2000). Then, we
describe the training, validation and testing stages of the DNN model
and we illustrate its prediction capability. Finally, concluding remarks
are given in Section 4.

2. Formulation of the problem: prediction of geometrical param-
eters

We aim to use a DNN to predict the geometrical parameters of a
single layer of core–shell melanin nanoparticles (CS-MNPs) that pro-
duces a given reflected color specified by its color coordinates. For
this purpose, the DNN is trained with the objective of minimizing the
difference between the target and the retrieved colors.

The DNN used in this work is fully connected. Within this model (see
Fig. 1), a network with 𝐿 layers of neurons is composed of an input
layer that receives the information provided by the input variables
(𝑥1, 𝑥2,… , 𝑥𝑛), 𝐿−2 layers (hidden layers) that perform transformations
to the input data, and an output layer that retrieves the output variables
(𝑦1, 𝑦2,… , 𝑦𝑝).

Each neuron in a hidden layer receives information from all neurons
in the previous layer, and performs a linear combination of two types
of parameters called weights and biases. If there is a nonlinear mapping
between the inputs and the outputs of the DNN, it is necessary to
apply a nonlinear activation function (Rasamoelina et al., 2020) in the
output of all neurons in each hidden layer. Thus, by incorporating non-
linearity into the DNN model, the network is able to learn complex
representations. The output of the 𝑗-th neuron in the 𝑚-th hidden layer
is obtained as (Ma et al., 2021):

𝑎𝑚𝑗 = 𝜎

(𝑁𝑚−1
∑

𝑘=1
𝑤𝑚

𝑗,𝑘 𝑎
𝑚−1
𝑘 + 𝑏𝑚𝑗

)

, (1)

where 𝑤𝑚
𝑗,𝑘 is the weight for the input 𝑎𝑚−1𝑘 (coming from the 𝑘-th

neuron in the (𝑚−1)-th hidden layer), 𝑏𝑚𝑗 is the bias of the neuron con-
sidered, 𝑁 is the number of neurons in the (𝑚 − 1)-th hidden layer,
2

𝑚−1
and 𝜎(𝑥) is the activation function. The output variables (predictions)
are obtained using the information that comes from the neurons of the
𝐿 − 1 hidden layer: 𝑦𝑗 =

∑𝑁𝐿−1
𝑘=1 𝑤𝐿

𝑗,𝑘 𝑎
𝐿−1
𝑘 + 𝑏𝐿𝑗 .

The weights and biases are learned by the DNN during the training
stage through an iterative process, with the aim of minimizing a loss
function that measures the differences between the target and the
output values predicted using an optimization algorithm. In the training
stage, the DNN is able to learn relationships between input and output
variables in order to improve the matching between the target and the
output data. At the beginning of this stage the values of the weights
and the biases are initialized (in this work the weights are arbitrarily
assigned and the biases are set to zero). Then, in each iteration of the
process the DNN is fed by a set of samples (batch size) of a given
database, the loss function is calculated, and the weights and biases
are updated. Once the DNN is fed with the entire data set, an epoch
is completed and the process can be repeated. Once the weights and
biases are learnt and established, a DNN model is built and it can be
used to make predictions.

3. Results

3.1. Color database

Our goal is to train the DNN to learn the nonlinear relationship
between the relevant geometrical parameters of the CS-MNPs layer, and
their corresponding three color coordinates in the CIE 1976 (L*a*b*)
(CIELAB) color space. The training process employs a database, and to
create it, the direct problem must be solved. In this work, this implies
to obtain the color coordinates from the simulated reflectance spectra
of many similar structures which share all the parameters except those
selected as target variables to be optimized. The reflectance response
of the system is calculated using the KKR method, which was exten-
sively used to compute the optical properties of multilayer structures
comprising homogeneous slabs and/or layers of regularly distributed
spheres (Stefanou et al., 1998).

In Fig. 2 we schematize the structure considered and the incidence
conditions: the CS-MNPs are located at the sites of a hexagonal Bravais
lattice with lattice constant 𝑎. The whole layer is embedded in air
and is normally illuminated by a linearly polarized (along the X or
Y direction) plane wave of wavelength 𝜆. Taking into account the
symmetry of the problem, for normal illumination the optical response
of the system is independent of the polarization mode (transverse
electric or transverse magnetic). Each nanosphere has a melanin core
of radius 𝑅1 surrounded by a silica shell of thickness 𝑅2−𝑅1, as shown
in the inset of Fig. 2. The refractive index of melanin 𝑛𝑚 = 𝜂𝑚 + 𝑖 𝑘𝑚
is complex and depends on the wavelength. To model the wavelength
dependency of its real part we used the Cauchy formula 𝜂𝑚 = 𝐴 + 𝐵

𝜆2
,

with 𝐴 = 1.648 and 𝐵 = 23700 nm2, and for the imaginary part we
considered 𝑘𝑚 = 𝐶𝑒−𝜆∕𝐷, with 𝐶 = 0.56 and 𝐷 = 270 nm (Stavenga
et al., 2015). The refraction index of silica is 1.45.

The relevant geometrical parameters responsible for the optical
response of the studied structure are 𝑅1, 𝑅2 and 𝑎. In this work we
aim at predicting the values of 𝑅1 and 𝑎, while 𝑅2 is kept fixed.
Therefore, to build the database, we obtain the reflectance spectra for
many structures which share the same value of 𝑅2 and differ in 𝑅1
and 𝑎. For each of these spectra we calculate the three CIELAB color
coordinates, and the whole set of these coordinates constitutes the
complete database.

Since the investigated structure is a 2D regular arrangement, diffrac-
tion orders other than the specular order can arise depending on the
values of 𝜆 and 𝑎. Given a Bravais lattice, a general reciprocal lattice
vector can be written as 𝐠 = 𝑝𝐛1+𝑞 𝐛2, where 𝐛1 and 𝐛2 are the primitive
vectors in the reciprocal space and 𝑝, 𝑞 are integers. For a hexagonal
Bravais lattice 𝐛1 = 4𝜋�̂�∕(

√

3𝑎) and 𝐛2 = 2𝜋(�̂�∕
√

3 − �̂�)∕𝑎. Then, taking
into account that the diffraction channels are open for 𝐠 < 2𝜋∕𝜆,
| |
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Fig. 2. Scheme of the studied structure: a single layer of spherical core–shell nanoparti-
cles arranged in a hexagonal Bravais lattice, embedded in air. In the inset we schematize
the cross section of each core–shell sphere. The relevant geometrical parameters are
indicated.

we have a diffraction cutoff whenever |𝐠| = 2𝜋∕𝜆, which in this case
reduces to (Dorado et al., 2008):

𝑎
𝜆
=

√

𝑝2 +
(2𝑞 + 𝑝)2

3
, (2)

where we assumed that the refraction index of the embedding medium
is 1. In this work, to optimize the reflected color we focus on the
specular reflectance, i.e., only the 0-th diffraction order is analyzed.

Once the specular reflectance of the whole set of structures is
obtained, the color coordinates can be computed. The three standard
tristimulus values 𝑋, 𝑌 and 𝑍 are calculated first (Gralak et al., 2001):

𝑋 = 1
𝑘 ∫ 𝐷(𝜆)𝑅(𝜆) 𝑥(𝜆) 𝑑𝜆 ,

𝑌 = 1
𝑘 ∫ 𝐷(𝜆)𝑅(𝜆) 𝑦(𝜆) 𝑑𝜆 , (3)

𝑍 = 1
𝑘 ∫ 𝐷(𝜆)𝑅(𝜆) 𝑧(𝜆) 𝑑𝜆 ,

where 𝑥, 𝑦 and 𝑧 are called color-matching functions and describe
the chromatic response of the observer, 𝑅(𝜆) is the reflectivity of the
structure under study, 𝐷(𝜆) is the energy distribution of the illuminant,
and 𝑘 is a normalization factor defined in such a way that an object
with a uniform reflectivity 𝑅(𝜆) = 1 gives a luminance value 𝑌 = 1. To
analyze the color observed by the human eye, it is sufficient to retain
only the wavelengths within the visible range (380–780 nm) in the
integrals of Eq. (3). We consider a standard illuminant D65 (Daylight
6500 K) that represents daylight, and a visual field of 2◦ (Lozano,
1978).

The tristimulus values 𝑋, 𝑌 , 𝑍 are a basis to obtain the color
coordinates in different spaces. In this work we use the CIELAB color
space, which was recommended in 1976 and has been extensively
employed in paint, plastic and textile industries. L*, a* and b* are
the color coordinates of a point in a three-dimensional color space, in
which the L* axis correlates with lightness and takes values in the range
0–100, the a* axis correlates with greenness (−a*) and redness (+a*),
and the b* axis represents blueness (−b*) and yellowness (+b*). These
coordinates are given by the following equations (McLaren, 1976):

L∗ = 116
(

𝑌
𝑌𝑜

)1∕3
− 16 ,

a∗ = 500

[

(

𝑋
)1∕3

−
(

𝑌
)1∕3

]

, (4)
3

𝑋𝑜 𝑌𝑜
b∗ = 200

[

(

𝑌
𝑌𝑜

)1∕3
−
(

𝑍
𝑍𝑜

)1∕3
]

,

where 𝑋𝑜, 𝑌𝑜, and 𝑍𝑜 are the corresponding tristimulus values of a
perfectly reflecting diffuser illuminated by the same light source used
to obtain 𝑋, 𝑌 and 𝑍. The values of the coordinates are normalized so
that 𝑌𝑜 = 100.

In Figs. 3(a)–(d), we present the specularly reflected color palette
obtained for regular structures formed by a layer of CS-MNPs, consid-
ering different values of 𝑅2: (a) 130 nm, (b) 150 nm, (c) 170 nm, and
(d) 190 nm. As stated above, in each case we consider regular structures
that differ in two parameters: 𝑅1 and 𝑎. 𝑎 is varied between 301 and
799 nm in steps of 2 nm, and 𝑅1 is varied between 0.4𝑅2 and 0.99𝑅2
in steps of 0.01𝑅2. Notice that for each value of 𝑅2, the range of 𝑎
has been restricted to fulfill the condition of non-overlapping spheres
(𝑎 ≥ 2𝑅2). Therefore, while the color maps in Figs. 3(a) and 3(b) cover
the colors obtained for 15000 structures, those in Figs. 3(c) and 3(d)
are obtained by simulating 13800 and 12600 structures, respectively.

As mentioned above, we analyze the specular reflectance. Notice
that, according to Eq. (2), for 𝑎∕𝜆 < 2∕

√

3 only the 0-th diffraction
order can propagate. This implies that for 𝑎 < (2∕

√

3) 380 nm ≈ 438 nm,
this condition is guaranteed for all the visible wavelengths, although
for 𝑎 > 438 nm higher diffraction orders appear.

It was shown experimentally that a self assembly of core–shell
nanoparticles comprising a melanin core and a silica shell, can produce
tunable colors by controlling the shell thickness (Xiao et al., 2017).
Here, we expand this idea and cover a wider range of variation of
the geometric parameters. As observed in Fig. 3, we show that when
light interacts with the layer of core–shell spheres, attractive and varied
reflected colors are generated. As 𝑎 increases, the color gamut ranges
from the blues to the reds, including a wide variety of hues. Notice that
there exist multiple structures in each color map which display similar
colors. This characteristic is of relevance for the retrieval process
because it implies that more than one solution (optimized structure)
could be retrieved for a given target color. On the other hand, it can
be noticed that for the largest values of 𝑅2 (Figs. 3(c)–(d)), the color
response seems to be more sensitive to the value of 𝑅1 for 𝑎 < 600 nm,
approximately. Moreover, different hues that do not appear for smaller
values of 𝑅2 are obtained, as the light purple tone observed in Fig. 3(d)
for 𝑅1∕𝑅2 > 0.8 and 𝑎 ≈ 500 nm.

It is useful to represent the color coordinates of the databases in
the 3D CIELAB color space. This representation of the color database
permits to identify the potential and limitations of the set of considered
structures to produce a desired color, prior to the optimization process.
In Fig. 4 we show these representations for the color coordinates of the
databases of Fig. 3. As observed, complex shapes of the color space
regions are identified in the four cases. These shapes are associated
with the range of colors that are achievable for each value of 𝑅2.
For instance, Fig. 4(a) reveals that although the color palette shown
in Fig. 3(a) seems to cover most of the visible spectrum colors, the
database colors are restricted to a well defined region in the color space,
meaning that only those hues contained in this region will be reachable
by the optimization process. It can be noticed that as 𝑅2 is increased,
the green and yellow regions become larger, while the blue zones are
reduced. In addition, the structures generated by varying the external
radius can exhibit colors with different shades. For example, the points
in the green region of the color space in Fig. 4(d) have higher values
of the coordinate L* than the points in the green region of Fig. 4(a),
which means that the displayed green colors are lighter.

In the next section we outline the procedure followed to train the
DNN model, to be able to predict the optimized values of 𝑅1 and 𝑎
that produce a desired specular color. To do so, we employ the built
databases represented in Figs. 3 and 4.
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Fig. 3. Specularly reflected color of a single layer of melanin nanospheres coated with silica under normal illumination, as a function of 𝑎 and 𝑅1∕𝑅2, for the following values
of 𝑅2: (a) 130 nm; (b) 150 nm; (c) 170 nm; (d) 190 nm.
Fig. 4. Color databases shown in Fig. 3 represented in the 3D CIELAB color space. Panels (a)–(d) correspond to Figs. 3(a)–(d), respectively.
3.2. Training, validation and testing of the model

In this section we illustrate the inverse problem solution process us-
ing a fully connected DNN. Before starting the optimization process, the
databases employed are split into three subsets: 80% of the available
data is used to train the DNN (training data), and the remaining 20%
is equally divided into validation and test data. We use the validation
data to evaluate the performance of the DNN model during the training
stage. This data allows us to establish how accurately a model is able to
identify relationships between input and output variables, before using
the DNN to make predictions. Validation data may be used to choose
the features of the DNN architecture and the critical model parameters,
such as the number of hidden layers and the number of neurons in each
layer, the batch size and the number of epochs, the activation function
and the optimization algorithm.
4

As usually employed in regression problems that require the predic-
tion of quantities, the loss function minimized to update the weights
and biases is the mean squared error (MSE), defined as the average of
the squared differences between the target values 𝑦𝑖 and the predictions
𝑦𝑖:

MSE = 1
𝑁

𝑁
∑

𝑖=1
(𝑦𝑖 − 𝑦𝑖)2, (5)

where 𝑁 is the number of elements in the employed data set.
The DNN model used in this work was implemented using Keras, a

Python library (Anon, 0000). It has the following characteristics: the
first layer has three units, which receive the information of the three
color coordinates L*, a* and b*. Then, there are four hidden layers, each
of which has 200 neurons. The activation function used in the output of
each neuron is the rectified linear unit (Relu) (Nair and Hinton, 2010),
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Fig. 5. MSE as a function of the number of epochs for the training and validation
data, considering the databases of Fig. 3: (a) 𝑅2 = 130 nm (Fig. 3(a)); (b) 𝑅2 = 190 nm
(Fig. 3(d)). The insets show the variation of the MSE for the first 10 epochs.

defined as 𝜎(𝑥) = max(0, 𝑥), which returns the value 0 for 𝑥 < 0, and
𝑥 for 𝑥 > 0. Finally, the DNN has an output layer with two units, the
values of 𝑅1 and 𝑎. The weights are initialized using the Glorot uniform
initialization (Glorot and Bengio, 2010) and the biases are set to zero,
which is the default initialization in the Keras library. The number
of epochs considered in the training and validation processes is 3000,
and the optimization algorithm used to minimize the MSE is the Adam
optimizer (Kingma and Ba, 2015).

In Fig. 5 we show the MSE as a function of the number of epochs for
the training and validation data, for the color databases of Figs. 3(a)
and 3(d). We divide the training and validation data into 24 and 3
subsets (batches), respectively. Since we consider 12000 training data
and 1500 validation data in Fig. 5(a), the batch size, i.e., the number of
elements in each subset, is 500. In Fig. 5(b) we consider 10080 training
data and 1260 validation data, so that the batch size in this case is
420. It can be observed that, in both cases, the MSE value decreases
as the number of epochs increases, which indicates that the DNN
model is learning relationships between input and output variables. The
training and validation processes are stopped in 3000 epochs because
it was verified that the performance of the DNN does not improve
further by increasing this number. After 3000 epochs, the training and
validation curves in Fig. 5(a) reach MSE values of 7.1 and 8, respec-
tively, whereas in the case of Fig. 5(b) the corresponding values are 30
and 23.
5

In the insets we show magnified versions of the leftmost parts of the
graphs. It can be observed that the training and validation curves start
with a very high MSE value, and both of them decrease rapidly in the
first 10 epochs. Also, when comparing Figs. 5(a) and 5(b), it becomes
evident that the learning process of the DNN is slower in this second
case, i.e., for the database corresponding to 𝑅2 = 190 nm. This behavior
could be related to the fact that this database occupies a larger region
in the color space.

The following step is the testing stage. It is important to remark
that we build and train a DNN model to be able to retrieve the two
geometrical parameters of the structure (𝑅1 and 𝑎) that can better
reproduce a desired color. In order to evaluate the performance of the
trained model, we calculate the difference between the target color and
the color reflected by the optimized structure having the geometrical
parameters predicted by the DNN. In the CIELAB color space, the
distance between two colors, 𝛥𝐸, whose color coordinates are (L1*, a1*,
b1*) and (L2*, a2*, b2*), is defined as (McLaren, 1976):

𝛥𝐸 =
√

(𝛥L)2 + (𝛥a)2 + (𝛥b)2, (6)

where 𝛥L = L1*−L2*, 𝛥a = a1*−a2* and 𝛥b = b1*−b2*. It is impor-
tant to mention that within the CIELAB color space, two colors are
indistinguishable by the human eye if 𝛥𝐸 ≤ 2.3 (Mahy et al., 1994).

To illustrate the testing process, we consider the test data for the
case 𝑅2 = 130 nm: 1500 sets of the three CIELAB color coordinates
and their associated geometrical parameters. In Fig. 6 we show the
histogram of the distribution of 𝛥𝐸 for the test data obtained from the
color database of Fig. 3(a). In the case under study, the condition 𝛥𝐸 ≤
2.3 is met in approximately 83.5% of the test data (1253 colors), which
means that these optimized colors are in very good agreement with the
target ones. Complementary, 𝛥𝐸 > 2.3 in 247 cases. To qualitatively
assess the accuracy of the trained DNN for color reproduction, in the
inset of Fig. 6 we include a comparison between the target and retrieved
colors for 14 arbitrarily selected elements from the test data. We also
indicate the retrieved values of 𝑅1 and 𝑎 and the value of 𝛥𝐸. As
observed, even for the highest value of 𝛥𝐸 (14.53), the target and the
retrieved colors look very similar.

It is important to remark that, as stated above, there exist multiple
structures in the database which display similar colors. Taking into
account that we consider a random initialization of weights at the
beginning of the training stage, different structures that produce the
desired color could be found within the explored ranges of geometrical
parameters. As a consequence, the present optimization model can find
different structures, i.e., different pairs of values (𝑅1, 𝑎), for the same
target color.

In the next section we illustrate the capability of the DNN model to
predict the geometrical parameters of a structure that displays a given
color determined by the three CIELAB color coordinates.

3.3. Prediction capability

To illustrate the prediction capability of the DNN model, we selected
10 arbitrary points in the CIELAB color space, which belong to the
regions delimited by the databases considered in the examples of
Fig. 4. Then, we applied the DNN model to retrieve the geometrical
parameters of the layer of CS-MNPs that better produce these colors in
reflection mode. In particular, in Figs. 7(a) and 7(b) we represent 10
points in the region occupied by the databases of Figs. 3(a) and 3(d),
respectively. In the inserted tables, we include a comparison between
the target and the retrieved colors for these selected points. For each
color given by the L*, a* and b* color coordinates, the retrieved values
of 𝑅1 and 𝑎 and the corresponding values of 𝛥𝐸 are also indicated. As
observed, the optimized colors are in very good agreement with the
target ones.
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Fig. 6. Histogram of the distance between the target and the predicted colors (𝛥𝐸). The inset shows a comparison between 14 target colors and their corresponding retrieved
ones. The retrieved values of 𝑅1 and 𝑎 and the value of 𝛥𝐸 are also indicated. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
Fig. 7. CIELAB color coordinates of 10 arbitrarily selected colors within the regions of Fig. 4: (a) 𝑅2 = 130 nm (Fig. 4(a)); (b) 𝑅2 = 190 nm (Fig. 4(d)). A comparison between the
target and retrieved colors, the retrieved values of 𝑅1 and 𝑎, and 𝛥𝐸 are included.
4. Conclusions

In this work, a fully connected DNN was used to predict the relevant
geometrical parameters of a layer of regularly arranged core–shell
nanospheres that produce a desired specularly reflected color. The
6

particles have a melanin core coated with silica, and the whole system
is embedded in air. In order to design the DNN model, its relevant
parameters and features were determined using a training and vali-
dation process, with the main objective of minimizing the difference
between the target and the retrieved colors. To train, validate and test



Results in Optics 10 (2023) 100334G.M. Urquia et al.
the DNN we used a database formed by the geometrical parameters of
the structure and the three CIELAB color coordinates, obtained from
the specular reflectance simulated with the KKR method.

To evaluate the performance of the DNN model, we compared the
distance, in the CIELAB color space, between the target color and the
color produced by the retrieved structure. The inverse design strategy
used in this work has proven to be successful in optimizing colors
that have not been used for the training stage. It was found that the
optimized colors are in very good agreement with the target ones, even
in the case of colors arbitrarily chosen from the database region of the
CIELAB color space.

Although we focused on a specific structure, the approach used in
this work could be applied for the design of other artificial structures,
such as 3D photonic crystals. The application of DNN models for color
optimization could be useful for the design of materials with specific
color properties.
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