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A B S T R A C T   

Large air conditioning systems, such as those used in shopping and health centers, typically de-
mand high amounts of energy. Several air conditioning technologies and energy management 
strategies seek to minimize consumption to reduce billing expenses and improve system effi-
ciency. This work proposes a demand response framework to plan the daily operation of an air 
conditioning system with the aim of minimizing the energy cost and guaranteeing thermal 
comfort. The framework includes an electrical-analogous thermal model, the formulation of the 
energy optimization problem with thermal and electrical constraints. The ISO 7730 standard is 
used to evaluate thermal comfort. The approach is applied to the air conditioning system of a 
radiotherapy and medical imaging center in Argentina. The optimization problem is solved 
through a genetic algorithm. To evaluate the strategy, two scenarios with different power de-
mands are proposed: Case 1 (with demands lower than 300 kW) and Case 2 (with a peak demand 
greater than 300 kW). The results are compared with those obtained from an on-off strategy 
control with hysteresis. Penalties for large demands are avoided in Case 2, and therefore an 
economic saving of ≅ 16.8% is achieved. The thermal comfort is improved in both cases, with 
thermal cost reduction of 40.6% and 29.2% for Cases 1 and 2, respectively.   

1. Introduction 

The global increase in energy consumption, as well as its generation mainly from non-renewable energy sources, poses undoubted 
challenges. While distributed generation based on renewable sources allow the reduction of gas emissions, demand side management 
(DSM) strategies aim to manage the reduction of energy consumption. DSM involves load control of an electrical system to improve 
supply and sustainability by reducing consumption and temporarily shifting loads [1]. Moreover, DSM includes demand response (DR) 
programs, based on tariff schemes that encourage users to change their consumption habits and to improve energy efficiency [2]. 

DSM strategies require knowledge about the consumption pattern of each user, disaggregating the loads based on their magnitude 
and nature, to determine the feasibility of modifying the consumptions. In this sense, HVAC (heating, ventilation, and air conditioning) 
systems are responsible for a large part of the energy consumed in households, industries, and companies [3]. The energy consumed by 
fans and air conditioning (AC) represents 20% of the electrical demand of buildings and 10% of the global energy demand [4]. Some 
strategies can be implemented to reduce the consumption of HVAC systems to reach a more efficient operation. It is important to 
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calculate the cooling and/or heating loads for the correct sizing, selection, and control of HVAC equipment. Any improvement in the 
calculation methods and in the real time prediction of the loads would imply a significant reduction in the energy consumed [5]. 

Several studies on DSM have considered HVAC systems as a controllable load and somehow included comfort in the objective 
function of the optimization problem. Heuristic optimization methods are often used due to the complexity of the problem. Most 
researchers focused on residential houses. A Mixed Integer Linear Programming (MILP) was used to improve cost while keeping the 
temperature within a given range [6]. The user can set the desired temperature, and the thermal discomfort level is quantified by the 
deviation of the indoor temperature with respect to the set-point value. This thermal discomfort was weighted in the objective function 
according to the user preferences. The authors of [7] proposed a two-stage stochastic programming to handle DR uncertainties in a 
commercial campus. The optimization objective function included the reduction of costs and the maximization of comfort. In a similar 
work [8], an evolutionary algorithm was used to minimize the cost and the difference between the desired and the measured tem-
peratures. In Ref. [9], a distributed algorithm integrated the optimal price with the demand schedule to optimize the cost while 
temperature was considered as a linear constraint. A single-objective MILP algorithm was used to optimize the cost when the room 
temperature was forced to follow a linear function [10]. 

The MATLAB’s YALMIP toolbox was used to solve a multi-objective optimization that considered cost and comfort, while the 
temperature was a linear function of the thermal resistance [11]. A three-layer control system was proposed to optimize the available 
energy and thermal comfort [12]. To this effect, a first-order differential equation was used to model the temperature; and the pre-
dicted mean vote (PMV) established in ISO 7730 allowed the calculation of the thermal comfort. In Ref. [13], a bee colony algorithm 
was used to minimize costs while preserving some user preferences as an acceptable range for the indoor temperature. The operation of 
air conditioners was planning through a particle swarm algorithm (PSO) that minimizes the energy consumption and improves the 
thermal comfort along a day [14]. A DSM strategy was implemented to control the thermal comfort of multiple rooms through an 
HVAC system [15]. In particular, the effect of adjoining rooms on temperature was considered. A MILP was first used to optimize the 
linear loads and then a PSO allowed the optimization of the HVAC system. Power consumption and user comfort were predicted 
through artificial intelligence together with surveys to the users, and a genetic algorithm was used to maximize comfort and minimize 
consumption in Ref. [16]. An optimal model predictive control was proposed to ensure the integrity of the art in a museum, the thermal 
comfort of the visitors, and the reduction in the consumption [17]. The work considered the predicted percentage of dissatisfied to 
evaluate comfort; and the thermal model included heat from people, adjoining rooms and convective heat transfer and thermal ra-
diation. The authors of [18] proposed a load shifting strategy planning model (LSH-SPM) applied to an HVAC system of a house. The 
planning was based on a rule-based control that considered building’s inside temperature and energy supplier’s hourly rate scheme. To 
ensure thermal comfort, the ASHRAE standard was used. Also, TRNSYS (a transient system building energy modeling software) was 
used for thermal modeling and simulation. However, the work did not consider: i) the strategy planning as an optimization problem, ii) 
the electrical constraints, and iii) the thermal model (because it used a dedicated software). Finally, the review article [19] considers 
many papers previous to 2020 on DR that include comfort. It also presents a classification according to economic aspects, building 
model and comfort indices, methodology used (control, optimization), and presence of DG. 

The reviewed literature show that research opportunities include applying the strategies to different buildings (especially for in-
dustry) and exploring strategies for decentralized HVAC systems. In general, most scientific publications use simplified thermal models 
and consider the deviation with respect to a desired temperature. In contrast, few researchers contemplate PMV, the state-space 
representation, and the effect of adjoining rooms. For HVAC control, most research manage the upper and lower temperatures 
limits of the thermostats, and some consider the use of inverters HVAC that model powers as a continuous variable. 

This article proposes a demand response framework that uses a perfect prediction of outdoor temperature, heat produced by indoor 
sources (people, lighting, equipment, etc.), and load usage to plan the coordinated operation of air conditioning equipment throughout 
a day considering power and thermal constraints. It is a multi-objective optimization problem that minimizes energy cost, while 
ensuring an acceptable thermal comfort. The developed framework is applied to a radiotherapy and medical imaging center (MIC) 
placed in the province of Entre Ríos (Argentina). The application of DR strategies in air conditioning systems in healthcare facilities is a 
subject of growing interest, due to the great demand for energy to meet thermal comfort requirements. This topic is briefly discussed in 
subsection 3.1. 

In contrast to the reviewed literature, the novelty of the paper relies on the management of the states (ON or OFF) of multiple units 
of air conditioners working in block, and on the proposed thermal model that includes effects of adjoining rooms and indoor heat 
sources, described through a discrete-time state-space representation. In addition, the PMV comfort formula is used in both the 
objective function and temperature constraints, and the optimization is carried out with a genetic algorithm. So, the main contribution 
of this paper is the development of a complete demand response scheme that includes: i) a multizone thermal model with discrete state- 
space representation, which considers the temperatures of adjoining rooms and indoor heat sources, ii) multizone thermal comfort 
management including a room priority scheme and power constraints, iii) evaluation of thermal cost using the ISO 7730 standard, and 
iv) the optimization control of multiple units of AC working in block. A genetic algorithm is developed to solve the optimization 
problem of the medical center case study. Two scenarios with different power demands are proposed and the strategy is compared with 
an on-off control for multiple AC units, with hysteresis. 

The article is organized as follows: in Section II, the DSM strategies and the thermal model are presented. Section III considers the 
specific case study. The optimization problem and the main simulation results are presented in Section IV. Finally, the conclusions are 
detailed in Section V. 
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2. The proposed method 

2.1. Demand side management 

There are several DSM methods to modify the load profile [20,21], among them: Peak Clipping, Load Shifting, Strategic Growth, 
Valley Filling, Strategic Conservation, and Flexible Load Shape (Fig. 1). Combining peak clipping and valley filling methods results in 
the load shifting that requires controllable loads on the demand side. This management causes a shift from peak consumption to other 
time windows, but without reducing the overall energy consumption. The remaining methods are more advanced and require planning 
and operation to increase or decrease loads [22]. 

2.2. Thermal model 

In the literature, there are several thermal models based on analog resistive-capacitive (RC) electric circuit. In this work, a simple 
RC model was used [24], with the addition of the interaction between adjoining rooms (multi-zone room interaction) and the effect of 
indoor heat sources (people, lighting, equipment, etc.). The analog model developed is shown in Fig. 2 (for cooling operation), where 
voltages correspond to temperatures and currents correspond to thermal powers. Resistances and capacities correspond to the thermal 
resistance and capacities, which depend on the building characteristics (size and materials) and can be determined by table or by test. 

The balance of the currents in the circuit for room 1 is given by: 

C1
dTi1

dt
= − Pth1 +Ps1 +

(Tout − Ti1)

R1
+
(Ti2 − Ti1)

R12
(1)  

where Tout is the outdoor temperature of the building, Ti1, Ti2 are the indoor temperatures of rooms 1 and 2, respectively. Pth1 is the 
thermal power of the AC (for heating the direction of the source is inverted) and Ps1 is the heat produced by indoor heat sources in room 
1. Parameters (R1, C1), (R2, C2) are the thermal resistances and capacities of rooms 1 and 2, respectively, and R12 is the thermal 
resistance of the shared wall. These parameters depend on the building characteristics. Equation (1) can be rewritten as: 

dTi1

dt
= α1Ti1 +

Ti2

R12C1
−

Pth1

C1
+ d1 (2)  

where: 

α1 = −
1

C1

(
1
R1

+
1

R12

)

and d1 =
1

C1

(

Ps1 +
Tout

R1

)

d1 can be considered as the disturbance produced by indoor heat sources and the outdoor temperature in the system. 
Similarly, the differential equation for room 2 is: 

dTi2

dt
= α2Ti2 +

Ti1

R12C2
−

Pth2

C2
+ d2 (3) 

Using the continuous state-space representation and considering that the thermal (Pth) and the electrical (Pac) powers of an AC are 
related by Pth = ηPac, where η is the coefficient of performance (CoP). The mathematical thermal model can be written as follows: 

Fig. 1. Classic strategies used for DSM [23].  
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[
dTi1
dTi2

]

= A
[

Ti1
Ti2

]

+ B
[

Pac1
Pac2

]

+ D
[

d1
d2

]

(4)  

where: 

A=

⎡

⎢
⎢
⎢
⎣

α1
1

R12C1

1
R12C2

α2

⎤

⎥
⎥
⎥
⎦
, B =

⎡

⎢
⎣

−
η

C1
0

0 −
η

C2

⎤

⎥
⎦  and D =

[
1 0
0 1

]

Considering a zero-order holder, Eq. (4) is discretized for a sampling time ts. 

Ti(k+ 1)=AdTi(k)+BdPac(k) + Ddd(k) (5) 

Ti(k) is the vector of the indoor temperatures at the instant k (state variables), Pac(k) is the vector of the air conditioner electrical 
power at each room (manipulated variables), and d(k) is the vector of the outdoor temperature and the heat produced by indoor 
sources (disturbances). Matrices Ad, Bd and Dd are the discrete versions of matrices A, B and D. 

2.3. Thermal comfort: ISO 7730 

The thermal comfort proposed in ISO 7730 standard considers the use of PMV (Predictive Mean Vote) as a metric of thermal 
sensation, based on the heat balance of the human body. Thus, PMV = 0 implies maximum comfort, while a negative value of PMV 
indicates that the person feels cold, and a positive value indicates a warm sensation (Table 1). 

The value of PMV is given by: 

PMV =
(
0.303e− 0.036M + 0.028

){
(M − W) − 3.05 ⋅ 10− 3[5733 − 6.99(M − W) − pa] − 0.42[(M − W) − 58.15]

− 1.7 ⋅ 10− 5M(5867 − pa) − 0.0014M(34 − ta) − 3.96 ⋅ 10− 8fcl
[
(tcl + 273)4

− (tr + 273)4]
− fclhc(tcl − ta)

}
(6)  

where M is the metabolism rate (W/m2), W is the effective mechanical power (W/m2), pa is the water vapor partial pressure (Pa), ta is 
the air temperature (◦C), tcl is the clothing surface temperature (◦C), tr is the mean radiant temperature (◦C), fcl is the clothing surface 
area factor and hc is the convective heat transfer coefficient [W/(m2K)]. fcl, tcl and hc are solved (iteratively for tcl and hc) according to 
Eqs. (7)–(9), respectively [25]: 

Fig. 2. Top: layout of two adjacent rooms. Bottom: RC model equivalent to a cooling system of room 1.  

Table 1 
Seven-point thermal sensation scale.  

PMV Thermal sensation 

+3 Hot 
+2 Warm 
+1 Slightly warm 
0 Neutral 
− 1 Slightly warm 
− 2 Cool 
− 3 Cold  
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fcl =

{
1.00 + 1.290Icl for Icl ≤ 0.078 m2K

/
W

1.05 + 0.645Icl for Icl > 0.078 m2K
/

W (7)  

tcl = 35.7 − 0.028(M − W) − Icl
{

3.96 ⋅ 10− 8fcl
[
(tcl + 273)4

− (tr + 273)4]
+ fclhc(tcl − ta)

}
(8)  

hc =

{
2.38|tcl − ta|

0.25 for 2.38|tcl − ta|
0.25

> 12.1
̅̅̅̅̅̅
var

√

12.1
̅̅̅̅̅̅
var

√
for 2.38|tcl − ta|

0.25
< 12.1

̅̅̅̅̅̅
var

√ (9)  

where Icl is the clothing insulation (m2K/m), and var is the relative air velocity (m/s). 
The mean radiant temperature is considered equal to the indoor temperature [26–28]. Finally, most variables of the room can be 

estimated except for air temperature which can vary and is equal to the indoor temperature, Ti = ta. So, PMV can be defined as a 
function of the indoor temperature. 

A criterion based on the absolute deviation of the PMV is proposed to evaluate the thermal discomfort of a building over a given 
period: 

Cth(Ti)=
∑n

k=1

∑m

j=1
cj
⃒
⃒PMVj

(
Ti j(k)

)⃒
⃒ (10)  

where n is the number of time intervals, m is the number of rooms and PMVj(Ti j(k)) is the PMV value of room j at instant k. The absolute 
deviation is used to capture the dispersion of the positive (hot) and negative (cold) PMV with respect to the maximum comfort value 
(PMV = 0). Through the vector cj (with dimension mx1) it is possible to weigh differently the thermal cost of each room (priority 
thermal scheme in the objective function). The maximum comfort value is given for Cth = 0; therefore, the higher the Cth, the lower the 
comfort. 

2.4. Planning objective function 

The objective function is composed of the electrical energy cost and the thermal cost (Cth(Ti)). The electrical energy cost (CEE) 
depends on the tariff scheme determined by the supplier, as well as on the total demand (vector Pl of n elements). The thermal cost is 
determined by Eq. (10) and depends on the temperature profiles of each room (matrix Ti of mxn). Hence, the objective function can be 
written as: 

fobj(Pl, Ti)=CEE(Pl)+w ⋅ Cth(Ti) (11)  

where w is a weight factor that represents a trade-off between comfort loss and money saving. 
The total demand at each instant k is made up of the prediction of uncontrollable loads Pul(k) (predicted base demand) and 

controllable loads (AC equipment). 

Pl(k) =Pul(k) +
∑m

j=1
Pacj(k) (12) 

The indoor temperatures can be calculated as a function of the electrical power of the AC equipment through the thermal model of 
Eq. (5), using predictions of the disturbance d(k) (prediction of heat produced by indoor sources and forecast of outdoor temperature). 
So, the thermal cost depends on Pac. 

fobj(Pac)=CEE(Pac) + w ⋅ Cth(Pac) (13) 

Eq. (13) is the objective function expressed as a function of Pac, which is the variable matrix to be optimized (mxn matrix). 

2.5. Energy optimization of air conditioning 

To plan the operation of the AC equipment, the heat produced by indoor sources in each room, the base demand and the outdoor 
temperature must be predicted. The planning aims at minimizing the electric bill while maximizing the thermal comfort, over a 
specified period (typically one day). The optimization problem consists of minimizing the objective function of Eq. (13) subject to both 
electrical constraints (demand or consumption restrictions) and thermal constraints (temperature or PMV restrictions). 

minfobj(Pac) (14)  

s.t. 

∑m

j=1
Pacj(k) − Pacmax(k) ≤ 0  

⃒
⃒PMVj(k)

⃒
⃒ − PMVmaxj ≤ 0  for  j= 1  to  m (15) 

The first restriction of Eq. (15) is an input electrical constraint and the second is a state thermal constraint. Pacmax is the maximum 
power allowed that ACs can demand, and PMVmax is the vector containing the allowed PMV value for each j-room (priority thermal 
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scheme in constraints). The absolute value of the thermal constraint is considered due to the symmetry of the PMV scale. 

3. Case study 

3.1. Thermal comfort in healthcare facilities 

Although the main needs of healthcare facilities are hygiene and safety conditions, in recent years the interest in thermal comfort, 
energy management and efficiency have increased [29–34]. Thermal comfort is considered an important parameter of Indoor Envi-
ronmental Quality (IEQ) [35]. Many works propose the evaluation of thermal comfort in health institutions using the PMV and the ISO 
7730 standard [36,37]. The thermal comfort requirements of each room depend on the activity. The rooms with the strictest re-
quirements are the operating rooms, considering the interval 0.5 <PMV <0.5 as acceptable [38]. 

On the other hand, higher thermal comfort requirements imply higher energy consumption. For this reason, healthcare institutions 
have interesting characteristics for the application of DR strategies in HVAC systems, since HVAC represent a large part of their energy 
consumption [39]. In addition, the operation of the medical electrical equipment responds to a patient appointment system, so load 
prediction is easy to perform with a certain degree of accuracy. In this sense [31,32] conduct literature reviews on energy efficiency in 
hospitals [40] compares different HVAC system technologies for operating rooms and [41] manages an HVAC to decrease the cost 
when the operating room is not being used. No articles were found that perform cost and comfort optimization of HVAC system in 
healthcare facilities. 

In this work, the case of a radiotherapy and medical imaging center (MIC) placed in the province of Entre Ríos (Argentina) is 
analyzed. In this MIC, computed tomography scans, X-rays, and magnetic resonance imaging are performed, as well as radiotherapy 
treatments. Due to the building size (~3000 m2), infrastructure and surroundings, the energy requirements for air conditioning are 
high, especially in summer. Thermal comfort is required for people and to perform certain medical studies. The MIC consists of 8 rooms 
(excluding offices), as shown in Fig. 3, in which rooms with the highest comfort requirements are those for treatments and diagnoses. 

The analysis performed in this work is based on monthly data (average power per minute) recorded in the MIC along the year 2018. 

3.2. Problem identification 

According to the provincial regulations, the users whose demanded power exceeds 300 kW are individually analyzed. The pro-
vincial supplier has two tariff blocks for large demands (category T3, powers greater than 30 kW), where users are classified depending 
on whether their peak consumption (averaged each fifteen consecutive minutes) is less or greater than 300 kW. Users with peaks 
greater than 300 kW have a higher energy cost than the rest (≈40%; see Table 3). Furthermore, when a demand exceeds the contracted 
power (with a tolerance of 5%), then the contract is automatically updated for the next four months [42]. This situation is clearly of 
high risk for those users who register peaks close to 300 kW. Finally, National Law No. 27191 establishes that large users and large 
demands that exceed 300 kW must meet the percentage requirements of renewable energy consumed, through self-generation, or 
through a renewable energy purchase contract [43]. 

3.3. Air conditioning system and consumption 

The MIC has 38 AC units (hot/cold, three-phase, 5.94 kW); 24 ACs are manageable and feed a set of ducts arranged transversely to 
the building line that impact on every room. The total installed power in air conditioning is ≈ 225 kW. 

The operation of an AC changes according to the season of the year, due to the difference between the cooling/heating operations. 
Moreover, the largest cooling demand occurs during the afternoon, while heating is more necessary at night and in the early morning. 
For these reasons, the consumption profile fluctuates from month to month (Fig. 4). 

Fig. 5 shows the annual variability of the demanded power. It is observed that the maxima occur in the summer months, while the 
average powers in summer and winter are similar. The maximum consumption detected is close to 330 kW, while demand rarely 
exceeds 300 kW. 

Fig. 3. Layout of the MIC.  
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3.4. The proposed DR strategy 

In this work, we propose a combination of “Load Shifting” and “Strategic Conservation” (Fig. 1), in which loads can be shifted over 
time and/or reduced in power according to a given scheduling strategy. The ACs can be turned on/off to keep the thermal comfort of 
every room within a predefined range. According to the temperature prediction and base demand, the planning strategy consists of 
manipulating the ACs with the aim of maintaining the comfort within the established band, while simultaneously evaluating whether 
the limit of 300 kW is exceeded. In such a case, the optimization procedure pursues the objective of keeping the 15 min-averaged power 
below the established upper-limit of 300 kW, but also considering the PMV constraint and the inclusion of worker/patient comfort in 
the objective function. 

3.4.1. Thermal model of the medical center 
The thermal model for the MIC is obtained by developing the equivalent RC circuits for each room (Fig. 2). For simplicity, this case 

Table 2 
MIC parameters RC.  

Room WSA (m2) Room volume (m3) R (◦C/kW) C (kWh/◦C) 

1 219 1170 0.45 2.96 
2 180 1170 0.55 2.96 
3 180 1170 0.55 2.96 
4 150 975 0.67 2.44 
5 150 975 0.67 2.44 
6 204 1170 0.46 2.96 
7 120 780 0.83 2 
8 291 1440 0.34 3.62  

Table 3 
Electricity tariff applied to the MIC [47].  

Cost/Electricity rates Time bands Unit Value 

For power <300 kW For power ≥300 kW 

Fixed cost (CF) – $/month 8786.41 8786.41 
Power rates Peak (Rpp) 18h–23h $/kW-month 677.29 677.29 

Off peak 23h–18h $/kW-month 576.95 576.95 
Acquired – $/kW-month 78.32 78.32 

Energy rates Peak 18h–23h $/kWh 2.9901 4.1576 
Valley 23h–5h $/kWh 2.7440 3.8239 
Remaining 5h–18h $/kWh 2.8671 3.9914  

Fig. 4. MIC’s average power demands in a year.  
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study only considers the people inside the rooms as the indoor heat source. The continuous state-space model is given by Eq. (4). 
Considering η = 3 (usual CoP value in AC equipment, obtained by dividing the delivered cooling by the consumed electricity), the 

(diagonal) matrix B is: 

B= diag
(
− 3
C1

,
− 3
C2

,
− 3
C3

,
− 3
C4

,
− 3
C5

,
− 3
C6

,
− 3
C7

,
− 3
C8

)

Matrix D is the identity matrix (8 × 8 matrix), and matrix A is: 

A=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

α1
1

C1R12
0 0 0 0 0 0

1
C2R12

α2
1

C2R23
0 0 0 0 0

0
1

C3R23
α3

1
C3R34

0 0 0 0

0 0
1

C4R34
α4

1
C4R45

0 0 0

0 0 0
1

C5R45
α5

1
C5R56

1
C5R57

0

0 0 0 0
1

C6R56
α6 0 0

0 0 0 0
1

C7R57
0 α7

1
C7R78

0 0 0 0 0 0
1

C7R78
α8

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

For a sampling time ts, the discrete state-space model (Eq. (5)) is obtained, where Ti(k), Pac(k) and d(k), are (8 × 1) vectors 
containing the indoor temperatures, the AC electrical powers, and the disturbances (outdoor temperature and human thermal power), 
corresponding to each of the 8 rooms, respectively. The human thermal power is calculated on the basis of the occupancy of each room, 
with each person producing 120 W (M = 60 W/m2 for light work, sitting) [44,45]. The R and C parameters are calculated through 
tables that consider the size of each room and the objects in them, the materials of the walls, floors and ceilings, the thickness of each 
layer that constitutes them, and the number and size of doors and windows. The methodology used to determine these parameters is 
described in Ref. [46]. Table 2 shows the R and C parameters, where WSA is Wall Surface Area. The thermal transmittance of the 
external walls is 1.022 W/m2 ◦C and this was used to get the resistance of each wall. 

The resistance between the walls of adjoining rooms is considered in all cases equal and its value is 8.24 ◦C/kW. To check the 
model, the resulting demand profile was compared with the actual demand profile. 

Fig. 5. Annual variability of the demanded power.  
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3.4.2. Energy cost 
For high demands (T3), the supplier establishes two hourly power bands (peak and off-peak) and three energy bands (peak, valley, 

and remaining). For a T3 low-voltage consumer, the costs are shown in Table 3 (current tariff of February 2022) [47]. 
The total monthly electricity bill (CEE) is given by the sum of the fixed cost (CF), the cost due to the demanded power (CP) and the 

cost due to the consumed energy (CE) [42], according to (16). Table 3 shows that power rates ($/kW-month) and the fixed cost 
($/month) are independent of the power demanded, regardless of whether the power is less or greater than 300 kW. On the contrary, 
the energy rates ($/kWh) increase 40% when the power demand exceeds 300 kW, so in that case CE represents an important percentage 
of CEE. 

CEE = CF + CP + CE (16) 

CP is the sum of the power costs incurred during peak and off-peak hours, plus the cost of the acquired power. The acquired power 
(Pad) is evaluated according to: 

Pad =
max(PMRP,PCP) + max(PMROP,PCOP)

2
(17) 

In which PMRP and PCP are the maximum powers registered and contracted, in peak hours; and PMROP and PCOP the powers cor-
responding to off-peak. 

If the demanded power is lesser than the contracted power, then the power costs during peak and off-peak hours are calculated with 
the contracted powers. In contrast, if the demanded power is greater than the contracted power, then a penalty is applied so that the 
power cost at peak hours is (CPP): 

CPP =

(

PMRP +
PMRP − PCP

2

)

⋅ RPP (18)  

where RPP is the peak hour power rate. The calculation for the off-peak power cost is similar. 

3.4.3. Energy optimization of the medical center 
The total power demand of the MIC is composed of the AC power and the base demand (medical equipment, non-manageable ACs, 

lighting, computer systems, etc.). The demand for the medical equipment is estimated through a matrix that includes the powers, 
working hours and usage factors, according to data provided by the MIC. For this case study, the priority scheme was implemented only 
in the constraints, therefore the comfort cost of each room was assumed to be equal and unitary: cj = [1,1,1,1,1,1,1,1]′ (Eq. (10)). In 
addition, w = 1700 (Eq. (11)) was selected after several simulations. Then, the optimization problem is formulated as follows: 

minfobj(Pac) (19)  

s.t. 

Co1(k)=
∑m

j=1
Pacj(k) − Pav(k) ≤ 0  

Co2(k)=
⃒
⃒PMVj(k)

⃒
⃒ − PMVmaxj ≤ 0  for  j= 1  to  8 (20) 

Equation (20) represents the optimization problem constraints. Co1 establishes the maximum power that the AC can demand. Pav is 
the power available for air conditioning at instant k, which is obtained by subtracting the base demand predicted power from the 
established power limit (300 kW). Co2 represent the thermal restriction with the two-level priority scheme of Fig. 3, where PMVmax =

[1,0.75,0.75,1,1,1,1,1,1]’. This scheme makes it possible to maintain comfort in the higher priority rooms (− 0.75 ≤ PMV ≤ 0.75) at 
the expense of comfort in the lower priority rooms (− 1≤PMV≤1), on days with high outdoor temperatures and base demand. Co2 
defines the maximum PMV range in the rooms which implies the maximum tolerated discomfort. PMV values are calculated as in 
subsection 2.3 with M = 60 W/m2 (considering seated and quiet people), W = 0 W/m2, Icl = 0.2 m2K/W (for summer clothes) and var =

0.1 m/s pa is calculated from computing the saturation pressure of water and assuming the relative humidity equal to 50% [12,45]. The 
same parameterization is used for low and high priority rooms, so that PMV values are controlled only by indoor temperatures. 
Otherwise, thermal comfort could be controlled by considering some parameters as variables, according to Eqs. (6)–(9). For example, 
PMV can be decreased by reducing activity (lower values of M), wearing light clothing (lower values of Icl), increasing effective 
mechanical power (higher values of W), or, in this case, increasing the relative air velocity (higher values of var). Increasing relative air 
velocity can increase or decrease the PMV value, depending on the values of other parameters. 

As the supplier establishes daily tariff blocks, the strategy is a daily minimization of the monthly minimization of the billing cost, 
therefore the number of intervals is n = 24

ts (ts in hours). 

3.5. Evaluation of the case study strategy 

The proposed strategy is compared against a non-optimized strategy, based on two different daily cases. The non-optimized 
strategy maintains the indoor room temperature in the range [20 ◦C - 25 ◦C], regardless of energy consumption and using an 
improved and coordinated on-off control for several AC units with hysteresis. Case 1 considers a daily demand profile where the total 
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power is always lesser than 300 kW for both strategies, while Case 2 considers that the demand is greater than 300 kW for non- 
optimized strategies. Both cases use the same base demand, the same outdoor temperature profile (typical for a hot summer day, 
when the MIC usually has the highest power demand), and the same occupancy of people/patients per room. 

Fig. 5 shows that power peaks exceeding 300 kW occur rarely during the year. For this reason, to calculate the economic cost 
(monthly) it is assumed that the demand and daily temperature described in the previous cases are repeated over 5 days in January. 
The remaining days respond to a real mean MIC profile, taken from Fig. 4. 

4. Simulation tests 

4.1. Simulation parameters 

The simulation was performed in MATLAB through a proprietary code. A sampling time ts = 15 min (equal to the measurement time 
used by the supplier) was considered, thus n = 96 intervals. 

The number of optimization variables is determined by the number of rooms, the times that ACs can be switched on/off in an hour 
(four times since ts = 15 min), and the working hours of the MIC (typically, 18 h a day, from 6:00 a.m. to 12:00 p.m.). Thus, the number 
of variables is 8 × 4 × 18 = 576. Additionally, every room has three ACs of 5.94 kW each. Then, depending on the number of 
simultaneously operative ACs, the power per room can take four values: {0, 5.94, 11.88, 17.82} kW, which respectively correspond to 
{0%, 33%, 66%, 100%} of the nominal capacity per room. Under these conditions, the number of combinations is 4576, which implies a 
huge search space. 

The optimization is done using a genetic algorithm (GA) that includes PMV constraints and available power. The GA toolbox of 
MATLAB was used, and the parameters of the GA were obtained by simulation: number of iterations: 4000, initial population: 300, 
crossover: 0.8 and number of best individuals: 25. 

4.2. Simulation results and discussion 

In simulations without optimization, the coordinated on-off control generates a vector indicating how many ACs should be turned 
on/off for each room, along the day. Since both cases without optimization have the same control and output temperature, then they 
have similar temperature profiles. In simulations with optimization, this vector is adopted as a member of the initial GA population. 

Figs. 6–12 show optimized and non-optimized power demand and indoor temperature and PMV for each case. Fig. 6 shows the 
power profiles of both cases, with and without optimization. In Case 1, the power profiles of both strategies are lower than the 
constraint (300 kW). There is no reduction in power demand of the optimized strategy versus the non-optimized strategy due to the 
high weighting of thermal cost in the objective function (w = 1700). In the non-optimized Case 2, the power exceeds 300 kW because 
the power base demand is 43 kW higher than in Case 1. Consequently, the GA (optimized strategy) considers the electrical power 
constraint and generates a better demand profile. Fig. 7 shows the temperature profiles obtained in Case 1. The optimized AC strategy 
improves internal temperature profiles over the non-optimized one maintaining room temperatures close to 22.6 ◦C (equivalent to 
PMV = 0), without increasing power demand. Fig. 8 shows the thermal comfort of rooms with low priority and Fig. 9 shows the thermal 
comfort of rooms with high priority during a day. In all rooms, the comfort constraints are met for the case with optimization. 

Fig. 10 shows the temperature profiles of Case 2 indicating that the temperature range of the rooms increases under the optimi-
zation strategy, particularly at peak demand times, but does not exceed the imposed constraints. The different thermal dynamics of 
each room observed in Figs. 7 and 10 are due to the different dimensions and construction characteristics of the rooms. Figs. 11 and 12 
show the thermal comfort and its constraint. Every room also fulfills the comfort requirement in this case. 

For the optimized strategy of Case 2, the analysis of Figs. 6 and 10 shows a smoother consume keeping the power slightly below 
300 kW, and a small increase in energy consumption in the periods preceding the peak that allows cutting power peaks by turning off 
the air conditioners. Furthermore, the temperature increases during the peak and is close to the upper constraint. 

The results of the comparison of both cases with the non-optimized strategy are summarized in Table 4. Under the conditions 
mentioned above, in Case 1 there are slight differences in energy consumption and electrical cost between both strategies, but there is a 
substantial improvement in the total thermal comfort (reduction of 40.6% for optimized strategy). In Case 2, the application of the 
optimization strategy would produce a monthly savings of $142681, which is equivalent to a bill reduction of 16.8%. This saving 
occurred because in the situation with optimization the power demand never exceeds 300 kW while in the situation without opti-
mization, the demand exceeds 300 kW, and the energy tariff becomes more expensive increasing the billing costs. The overall energy 
consumption for both strategies, in Case 2, is similar, but the reduction of the total thermal cost when applying the optimized strategy 
is 29.2%. 

In economic terms, the benefits obtained from the implementation of the strategy depend on the outdoor temperature and the base 
demand profile. If the total demand exceeds 300 kW at least once in the month the tariff applied to the MIC is the maximum due to the 
power peak, and the supplier automatically set this tariff for the next three months. The ACs management allows peak shaving when 
demand exceeds 300 kW. 

The optimized strategy in Case 2 reduced the electrical cost through peak shaving, limiting the power demand to less than 300 kW, 
so the tariff applied by the energy supplier is the cheapest (Table 3). The energy consumed with this strategy is not necessarily less than 
the non-optimized, as it is shown in Fig. 6. In the non-optimized scenario, when the demand exceeds 300 kW, the tariff of energy is 40% 
higher and this produces the savings of 16.8% (Table 4). This important saving was obtained while thermal comfort was improved, and 
energy consumption was maintained. Note that the optimization objectives are to improve thermal comfort and reduce electrical cost, 
while energy consumption will not necessarily be reduced. In this sense, the optimization performs a trade-off between the two 
conflicting objectives, weighted by w. 
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In both cases, the optimizations achieve a win-win strategy, due to the reduction of the electrical cost and the improvement of 
thermal comfort with respect to the improved and coordinated AC on-off control. 

5. Conclusions 

In this paper, a low computational and economic cost solution was proposed for planning and managing air conditioning systems. 
The application of this DR approach in HVAC systems is a useful methodology to reduce billing costs and improve comfort, since it only 
requires a computer center and remote-control devices for the equipment to be managed. Furthermore, HVAC systems are ideal for the 
implementation of DR strategies due to their high-power demand and high consumption, and for the possibility to their operation 

Fig. 6. Optimized and non-optimized power demand for each case.  

Fig. 7. Case 1: profiles of daily indoor temperatures.  
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control based on a thermal model and the prediction of weather variables. 
The developed framework can be used in different applications: i) single or multizone air conditioning planning, ii) single or multi- 

unit operation working in block, iii) optimization problems of different natures (constrained and unconstrained, continuous, or 
discrete) solved with metaheuristic algorithms, iv) different optimization objectives such as minimizing billing cost, energy con-
sumption, power demand or thermal discomfort (defining the constraints and the objective function of the problem properly), and v) 
multi-level room priority schemes. 

The framework was applied to the case study of a radiotherapy and medical imaging center located in Argentina. The savings that 
the strategy can provide to the MIC depends on the base demand and the outdoor temperature due to the formulation of the 

Fig. 8. Case 1: daily evolution of the PMV of rooms 1, 4, 5, 6, 7 and 8 (low priority rooms).  

Fig. 9. Case 1: daily evolution of the PMV of rooms 2 and 3 (high priority rooms).  
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optimization problem. In this sense, the simulations show that the optimized strategy produces, in the two cases analyzed (Case 1 with 
a low base demand, and Case 2 with a high base demand, both cases with high temperature), a noticeable improvement in thermal 
comfort. For Case 1, the improvement in comfort was 40.6%, without increasing the electrical cost (due to the value of w used, that 
balances thermal comfort with cost savings). For Case 2, the comfort improvement was 29.2% and the electrical cost decreased 16.8%. 
This saving is due to the power constraint of 300 kW, so that the application of the expensive tariff of the energy supplier is avoided. In 
addition, the energy consumption for each case was the same for both the optimized and non-optimized strategies. This is because the 
goal of the optimization was to achieve economic savings, not to minimize energy consumption. 

Finally, the case study and the framework have a strong regional impact and demonstrate that is an interesting solution for large 

Fig. 10. Case 2: profiles of daily indoor temperatures.  

Fig. 11. Case 2: daily evolution of the PMV of rooms 1, 4, 5, 6, 7 and 8 (low priority rooms).  
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energy users with demands over 300 kW. The approach can easily be extended to other cases with multizone thermal models, PMV 
constraint and power constraint. Future research may consider disturbance prediction, real-time control application, other indoor heat 
sources (besides people), and radiant temperature asymmetry. 
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Fig. 12. Case 2: daily evolution of the PMV of rooms 2 and 3 (high priority rooms).  

Table 4 
Economic results of the two planning strategies for Cases 1 and 2.  

Case Peak power 
(kW) 

Energy 
(kWh) 

Cost 

Electrical CEE ($) Thermal Cth 

1 Optimized 275.0 104973 669542 110.7 
Non optimized 281.0 104928 669990 186.3 

2 Optimized 299.7 109474 704911 136.3 
Non optimized 324.0 109451 847592 192.7  
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