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For many programming tasks, state-of-the-art machine learning tech-

niques treat programs as sequences of tokens and encode only local syntactic

information. While this approach has achieved impressive results on tasks

such as code autocompletion and program synthesis, many other tasks require

analyzing programs at the project level. In this thesis, we propose techniques

that combine lightweight static analysis and code transformations with ma-

chine learning to tackle two challenging problems from this category.

We first focus on probabilistic type inference, where the goal is to pre-

dict missing type annotations for programs written in a gradually typed lan-

guage like JavaScript and Python. Global information is essential for this task

as the model needs to consider how a function is used throughout the project

and be aware of the new types defined elsewhere. Our first approach, Lamb-

daNet, uses lightweight static analysis to generate a program abstraction called
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a type dependency graph, which is then processed by a graph neural network

to make type predictions. Our more recent work, TypeT5, models type infer-

ence as a code-infilling task and fine-tunes a pre-trained code-infilling model on

type annotation labels. To best utilize the transformer model’s limited recep-

tive field, TypeT5 uses static analysis to construct a dynamic context for each

code element. During inference time, we also propose a sequential decoding

scheme to incorporate previously predicted types into the dynamic context,

allowing information exchange between distant but related code elements.

We then focus on contextual code change prediction, where the goal is

to predict how to edit a piece of code based on other relevant changes made

elsewhere in the same project. We introduce Coeditor, a fine-tuned CodeT5

model specifically designed for code editing tasks. We again model this task as

code infilling using a line-diff-based code change encoding scheme and employ

static analysis to form large customized model contexts, ensuring appropri-

ate information for prediction. Coeditor significantly outperforms the best

code completion approach in a simplified single-round, single-edit task. In the

proposed multi-round, multi-edit setting, Coeditor demonstrates substantial

gains by iteratively conditioning on additional user edits. To encourage future

research, we open-source our code, data, and model weights, and release a

VSCode extension powered by our model for interactive usage.
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Chapter 1

Introduction

In recent years, machine learning (ML) has played a significant role in

various programming-related tasks such as code autocompletion (Chen et al.,

2021, Raychev et al., 2014) and program synthesis (Li et al., 2022). These tasks

often involve modeling programs as a sequence of tokens and using only local

syntactical information. This approach has achieved impressive results. e.g.,

Copilot, the code completion system developed by GitHub, has helped millions

of developers with their everyday tasks, and AlphaCode, the program synthesis

system developed by DeepMind, has been able to match the programming skills

of average coders in online programming competitions. Despite these successes,

there are many other programming tasks that require a more holistic analysis

of the entire program.

This thesis presents techniques that combine static analysis, code trans-

formations, and machine learning to tackle two challenging problems that fall

into this category, namely, probabilistic type inference and code auto-editing.
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1.1 A Brief History of Probabilistic Type Inference

As gradual typing (Siek and Taha, 2007a) becomes increasingly popular

in languages like TypeScript1 and Python2, there is a growing need to infer

type annotations automatically: while type annotations benefit tasks like code

completion and analysis, these annotations cannot be fully determined by

compilers and are tedious to annotate by hand. Probabilistic type inference

techniques aim to automatically predict these missing type annotations using

ML-based techniques.

The first probabilistic type inference system we are aware of is JS-

Nice (Raychev et al., 2015a), which uses probabilistic graphical models such

as conditional random fields to infer JavaScript program properties like vari-

able names and type annotations. Similarly, Xu et al. (2016) developed a

system for inferring Python type annotations by modeling programs as a fac-

tor graph and applying the sum-product belief propagation algorithm. More

recently, DeepTyper (Hellendoorn et al., 2018a) introduced the use of deep

learning for type inference, using an LSTM to process program tokens and

training the model on open-source TypeScript programs.

To address the challenge of predicting types from an open vocabulary

and make use of more global information, we proposed LambdaNet (Wei et al.,

1TypeScript is a programming language that is a strict syntactical superset of JavaScript,
with additional features such as optional static typing and object-oriented programming
constructs.

2Type annotations were introduced in Python 3.5 as a way to provide hints about the
expected type of a variable or expression to static type checkers and IDEs.
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2020), a system that combines lightweight static analysis with a graph neural

network and a pointer network layer to predict JavaScript types. We describe

LambdaNet in detail in chapter 2. Typilus (Allamanis et al., 2020) is a similar

system that uses graph neural networks to predict Python type annotations,

but instead of using a pointer network, it uses nearest neighbor search in the

type embedding space to predict user-defined types. Both LambdaNet and

Typilus are able to predict user-defined types that were not seen during train-

ing and achieved new state-of-the-art performance on JavaScript and Python

type inference tasks, respectively.

In addition to using source code, other forms of information have been

utilized to improve probabilistic type inference. OptTyper (Pandi et al., 2020)

explicitly models type constraints as a relaxed continuous optimization objec-

tive. TypeWriter (Pradel et al., 2020) and HiTyper (Peng et al., 2022) both

combine rule-based type checking with inference-time search to prevent gen-

erating type errors. These approaches have shown to be effective in improving

the accuracy and reliability of type prediction systems.

Meanwhile, with the advent of large-scale pretraining and the explo-

sion of transformer architectures, in TypeBert (Jesse et al., 2021), the authors

proposed the first type inference method based on a pre-trained transformer

model and demonstrated significant improvement over LambdaNet in predict-

ing common JavaScript types. Jesse et al. (2022) later improved TypeBert

by using deep similarity learning (Allamanis et al., 2020, Mir et al., 2022) to

better support user-defined types. These approaches showcase the potential

17



of using pre-training and modern transformer architectures for type inference.

Lastly, in our latest work, TypeT5 (Wei et al., 2023), we view type

inference as a masked span infilling task and leverage a pre-trained seq2seq

code completion model for the task. One particularly attractive feature of

using such models is that, due to the use of subword tokenization (Gage, 1994,

Schuster and Nakajima, 2012, Sennrich et al., 2016), they can generate arbi-

trary code expressions—including novel identifier names and AST structures—

at test time, providing a simple and flexible solution to predict user-defined

types and parametric types.3 To optimize the use of the transformer model’s

limited receptive field, TypeT5 uses static analysis to construct a dynamic con-

text for each code element. During inference time, we also propose a sequential

decoding scheme to incorporate previously predicted types into the dynamic

context, allowing information exchange between distant but related code ele-

ments. Our evaluation shows that TypeT5 outperforms prior approaches by a

large margin and drastically improves the accuracy on rare and complex types.

We provide a detailed description of TypeT5 in chapter 3.

1.2 From Type Inference to Code Auto-Editing

Code editing and refactoring are crucial aspects of software develop-

ment, enabling programmers to continuously enhance and maintain their code.

3It is worth noting that none of the aforementioned approaches can handle the unbounded
prediction space induced by parametric types, so complex parametric types have to be
projected into simpler types as a preprocessing step.
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However, there is a lack of tools available to assist with these tasks. Code com-

pletion and generation techniques may be helpful for writing new code, but

they are not ideal for editing and refactoring existing code. These techniques

cannot predict where or how to make changes and do not account for changes

made by the programmer elsewhere in the project.

In this thesis, we address this gap by developing a technique for code

auto-editing. We propose Coeditor, a Copilot-style tool that functions as fol-

lows: as the programmer makes changes to a function, the tool automatically

suggests additional changes to the remaining code based on partial changes

made to the function thus far and other relevant changes made elsewhere in

the same project. This problem also requires a global view of the program, as

the model must be aware of all relevant changes, such as a signature change

to a used function, even if they are far away. The model must also understand

what APIs are available and how to use them to produce correct code rewrites.

We model this task as a masked span infilling task using a line-diff-based code

change encoding scheme and employ lightweight static analysis to form large

customized model contexts, ensuring appropriate information for prediction.

Our Coeditor model, fine-tuned from CodeT5, significantly outperforms the

best code completion approach in a simplified single-round, single-edit task,

nearly doubling its exact-match accuracy, despite using a much smaller model.

In a multi-round, multi-edit setting, we also observe substantial gains by iter-

atively prompting the model with additional user edits. We present Coeditor

in detail in chapter 4.
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Chapter 2

LambdaNet: Probabilistic Type Inference

using Graph Neural Networks

2.1 Introduction

Dynamically typed languages like Python, Ruby, and Javascript have

gained enormous popularity over the last decade, yet their lack of a static type

system comes with certain disadvantages in terms of maintainability (Hanen-

berg et al., 2013), the ability to catch errors at compile time, and code com-

pletion support (Gao et al., 2017). Gradual typing can address these short-

comings: program variables have optional type annotations so that the type

system can perform static type checking whenever possible (Chung et al.,

2018, Siek and Taha, 2007b). Support for gradual typing now exists in many

popular programming languages (Bierman et al., 2014, Vitousek et al., 2014),

but due to their heavy use of dynamic language constructs and the absence

of principal types (Ancona and Zucca, 2004), compilers cannot perform type

inference using standard algorithms from the programming languages com-

munity (Bierman et al., 2014, Pierce and Turner, 2000, Traytel et al., 2011),

0An early version of this chapter appeared in Wei et al. (2020). Jiayi Wei is the first
author of the paper, and with the help from other authors, he developed the research idea,
wrote the code, performed the experiments and analysis, and wrote the paper.
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and manually adding type annotations to existing codebases is a tedious and

error-prone task. As a result, legacy programs in these languages do not reap

all the benefits of gradual typing.

To reduce the human effort involved in transitioning from untyped to

statically typed code, this work focuses on a learning-based approach to au-

tomatically inferring likely type annotations for untyped (or partially typed)

codebases. Specifically, we target TypeScript, a gradually-typed variant of

Javascript for which plenty of training data is available in terms of type-

annotated programs. While there has been some prior work on inferring type

annotations for TypeScript using machine learning (Hellendoorn et al., 2018a,

Raychev et al., 2015a), prior work in this space has several shortcomings. First,

inference is restricted to a finite dictionary of types that have been observed

during training time—i.e., they cannot predict any user-defined data types.

Second, even without considering user-defined types, the accuracy of these

systems is relatively low, with the current state-of-the-art achieving 56.9% ac-

curacy for primitive/library types (Hellendoorn et al., 2018a). Finally, these

techniques can produce inconsistent results in that they may predict different

types for different token-level occurrences of the same variable.

In this work, we propose a new probabilistic type inference algorithm

for TypeScript to address these shortcomings using a graph neural network

architecture (GNN) (Li et al., 2016, Mou et al., 2016, Veličković et al., 2018).

Our method uses lightweight source code analysis to transform the program

into a new representation called a type dependency graph, where nodes repre-
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sent type variables and labeled hyperedges encode relationships between them.

In addition to expressing logical constraints (e.g., subtyping relations) as in

traditional type inference, a type dependency graph also incorporates contex-

tual hints involving naming and variable usage.

Given such a type dependency graph, our approach uses a GNN to

compute a vector embedding for each type variable and then performs type

prediction using a pointer-network-like architecture (Vinyals et al., 2015). The

graph neural network itself requires handling a variety of hyperedge types—

some with variable numbers of arguments—for which we define appropriate

graph propagation operators. Our prediction layer compares the vector em-

bedding of a type variable with vector representations of candidate types,

allowing us to flexibly handle user-defined types that have not been observed

during training. Moreover, our model predicts consistent type assignments

by construction because it makes variable-level rather than token-level predic-

tions.

We implemented our new architecture as a tool called LambdaNet

and evaluated its performance on real-world TypeScript projects from Github.

When only predicting library types, LambdaNet has a top1 accuracy of

75.6%, achieving a significant improvement over DeepTyper (61.5%). In terms

of overall accuracy (including user-defined types), LambdaNet achieves a

top1 accuracy of around 64.2%, which is 55.2% (absolute) higher than the

TypeScript compiler.

Contributions. This work makes the following contributions: (1) We pro-
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Figure 2.1: A motivating example: Given an unannotated version of this
TypeScript program, a traditional rule-based type inference algorithm cannot
soundly deduce the true type annotations (shown in green).

pose a probabilistic type inference algorithm for TypeScript that uses deep

learning to make predictions from the type dependency graph representation

of the program. (2) We describe a technique for computing vector embeddings

of type variables using GNNs and propose a pointer-network-like method to

predict user-defined types. (3) We experimentally evaluate our approach on

hundreds of real-world TypeScript projects and show that our method signif-

icantly improves upon prior work.

2.2 Motivating Example and Problem Setting

Figure 2.1 shows a (type-annotated) TypeScript program. Our goal

in this work is to infer the types shown in the figure, given an unannotated

version of this code. We now justify various aspects of our solution using this

example.

Typing constraints. The use of certain functions/operators in Figure 2.1
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imposes hard constraints on the types that can be assigned to program vari-

ables. For example, in the forward function, variables x, y must be assigned

a type that supports a concat operation; hence, x, y could have types like

string, array, or Tensor, but not, for example, boolean. This observation

motivates us to incorporate typing constraints into our model.

Contextual hints. Typing constraints are not always sufficient for deter-

mining the intended type of a variable. For example, for variable network

in function restore, the typing constraints require network’s type to be a

class with a field called time, but there can be many classes that have such

an attribute (e.g., Date). However, the similarity between the variable name

network and the class name MyNetwork hints that network might have type

MyNetwork. Based on this belief, we can further propagate the return type of

the library function readNumber (assuming we know it is number) to infer that

the type of the time field in MyNetwork is likely to be number.

Need for type dependency graph. There are many ways to view pro-

grams, e.g., as token sequences, abstract syntax trees, control flow graphs, etc.

However, none of these representations is particularly helpful for inferring the

most likely type annotations. Thus, our method uses static analysis to infer a

set of predicates that are relevant to the type inference problem and represents

these predicates using a program abstraction called the type dependency graph.

Handling user-defined types. As mentioned in Section 2.1, prior tech-

niques can only predict types seen during training. However, the code from

Figure 2.1 defines its own class called MyNetwork and later uses a variables
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of type MyNetwork in the restore method. A successful model for this task

therefore must dynamically make inferences about user-defined types based on

their definitions.

2.2.1 Problem Setting

Our goal is to train a type inference model that can take as input an

entirely (or partially) unannotated TypeScript project g and output a proba-

bility distribution of types for each missing annotation. The prediction space

is Y(g) = Ylib ∪ Yuser(g), where Yuser(g) is the set of all user-defined types

(classes/interfaces) declared within g, and Ylib is a fixed set of commonly-used

library types.

Following prior work in this space (Hellendoorn et al., 2018a, Ray-

chev et al., 2015a, Xu et al., 2016), we limit the scope of our prediction to

non-polymorphic and non-function types. That is, we do not distinguish be-

tween types such as List<T>, List<number>, List<string> etc., and consider

them all to be of type List. Similarly, we also collapse function types like

number → string and string → string into a single type called Function. We

leave the extension of predicting structured types as future work.

2.3 Type Dependency Graph

A type dependency graph G = (N,E) is a hypergraph where nodes N

represent type variables and labeled hyperedges E encode relationships be-

tween them. We extract the type dependency graph of a given TypeScript
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Figure 2.2: An intermediate representation of the (unannotated version)
program from Figure 2.1. The τi represent type variables, among which τ8–τ16
are newly introduced for intermediate expressions.

Table 2.1: Different types of hyperedges used in a type dependency graph.

Type Edge Description

Logical

Fixed Bool(α) α is used as boolean
Fixed Subtype(α, β) α is a subtype of β
Fixed Assign(α, β)† β is assigned to α
NAry Function(α, β1, . . . , βk, β

∗) α = (β1, . . . , βk) → β∗

NAry Call(α, β∗, β1, . . . , βk) α = β∗(β1, . . . , βk)
NAry Objectl1,...,lk(α, β1, . . . , βk) α = {l1 : β1, . . . , lk : βk}
Fixed Accessl(α, β) α = β.l

Contextual

Fixed Namel(α) α has name l
Fixed NameSimilar(α, β) α, β have similar names
NPairs Usagel((α

∗, β∗), (α1, β1), . . . , (αk, βk)) usages involving name l

† Although assignment is a special case of a subtype constraint, we
differentiate them because these edges appear in different contexts
and having uncoupled parameters for these two edge types is ben-
eficial.

program by performing static analysis on an intermediate representation of

its source code, which allows us to associate a unique variable with each pro-

gram sub-expression. As an illustration, Figure 2.2 shows the intermediate
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Figure 2.3: Example hyperedges for Figure 2.2. Edge labels in gray (resp.
red) are positional arguments (resp. identifiers). (A) The return statement
at line 6 induces a subtype relationship between τ13 and τ5. (B) MyNetwork

τ8 declares attributes name τ1 and time τ2 and method forward τ9. (C) τ14 is
associated with a variable whose named is restore. (D) Usage hyperedge for
line 10 connects τ6 and τ15 to all classes with a time attribute.

representation of the code from Figure 2.1.

Intuitively, a type dependency graph encodes properties of type vari-

ables as well as relationships between them. Each hyperedge corresponds to

one of the predicates shown in Table 2.1. We partition our predicates (i.e., hy-

peredges) into two classes, namely Logical and Contextual, where the former

category can be viewed as imposing hard constraints on type variables and

the latter category encodes useful hints extracted from names of variables,

functions, and classes.

Figure 2.3 shows some of the hyperedges in the type dependency graph

G extracted from the intermediate representation in Figure 2.2. As shown in

Figure 2.3(A), our analysis extracts a predicate Subtype(τ13, τ5) from this code

because the type variable associated with the returned expression v4 must be

a subtype of the enclosing function’s return type. Similarly, as shown in Fig-

ure 2.3(B), our analysis extracts a predicate Objectname,time,forward(τ8, τ1, τ2, τ9)
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because τ8 is an object type whose name, time, and forward members are as-

sociated with type variables τ1, τ2, τ9, respectively.

In contrast to the Subtype and Object predicates that impose hard

constraints on type variables, the next two hyperedges shown in Figure 2.3

encode contextual clues obtained from variable names. Figure 2.3(C) indicates

that type variable τ14 is associated with an expression named restore. While

this kind of naming information is invisible to TypeScript’s structural type

system (Bierman et al., 2014), it serves as a useful input feature for our GNN

architecture described in Section 2.4.

In addition to storing the unique variable name associated with each

type variable, the type dependency graph also encodes similarity between vari-

able and class names. The names of many program variables mimic their

types: for example, instances of a class called MyNetwork might often be

called network or network1. To capture this correspondence, our type de-

pendency graph also contains a hyperedge called NameSimilar that connects

type variables α and β if their corresponding tokenized names have a non-

empty intersection.1

As shown in Table 2.1, there is a final type of hyperedge called Usage

that facilitates type inference of object types. In particular, if there is an object

access y = x.l, we extract the predicate Usagel((τx, τy), (α1, β1), . . . , (αk, βk))

1During tokenization, we split identifier names into tokens based on underscores and
camel case naming. More complex schemes are possible, but we found this simple method
to be effective.
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to connect x and y’s type variables with all classes αi that contain an at-

tribute/method βi whose name is l. Figure 2.3 shows a Usage hyperedge

extracted from the code in Figure 2.2. As we will see in the next section, our

GNN architecture utilizes a special attention mechanism to pass information

along these usage edges.

2.4 Neural Architecture

Our neural architecture for making type predictions consists of two

main parts. First, a graph neural network passes information along the type

dependency graph to produce a vector-valued embedding for each type variable

based on its neighbors. Second, a pointer network compares each variable’s

type embedding to the embedding vectors of candidate types (both computed

from the previous phase) to place a distribution over possible type assignments.

Given a type dependency graph G = (N,E), we first to compute a

vector embedding vn for each n ∈ N such that these vectors implicitly en-

code type information. Because our program abstraction is a graph, a natural

choice is to use a graph neural network architecture. From a high level, this

architecture takes in initial vectors v0
n for each node n, performs K rounds of

message-passing in the graph neural network, and returns the final represen-

tation for each type variable.

In more detail, let vt
n denote the vector representation of node n at the

tth step, where each round consists of a message passing and an aggregation

step. The message passing step computes a vector-valued update to send to
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the jth argument of each hyper-edge e ∈ E connecting nodes p1, . . . , pa. Then,

once all the messages have been computed, the aggregation step computes a

new embedding vt
n for each n by combining all messages sent to n:

mt
e,pj

= Msge,j(v
t−1
p1

, . . . ,vt−1
pa ) vt

n = Aggr(vt−1
n , {mt

e,n|e ∈ N (n)})

Here, N is the neighborhood function, and Msge denotes a particular neural

operation that depends on the type of the edge (Fixed, NAry, or NPairs),

which we will describe later.

Initialization. In our GNN, nodes correspond to type variables and each

type variable is associated either with a program variable or a constant. We

refer to nodes representing constants (resp. variables) as constant (resp. vari-

able) nodes, and our initialization procedure works differently depending on

whether or not n is a constant node. Since the types of each constant are

known, we set the initial embedding for each constant node of type τ (e.g.,

string) to be a trainable vector cτ and do not update it during GNN itera-

tions (i.e., ∀t,vt
n = cτ ). On the other hand, if n is a variable node, then we

have no information about its type during initialization; hence, we initialize all

variable nodes using a generic trainable initial vector (i.e., they are initialized

to the same vector but updated to different values during GNN iterations).

Message passing. Our Msg operator depends on the category of edge it

corresponds to (see Table 2.1); however, weights are shared between all in-

stances of the same hyperedge type. In what follows, we describe the neural

layer that is used to compute messages for each type of hyperedge:
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• Fixed: Since these edges correspond to fixed arity predicates (and the

position of each argument matters), we compute the message of the jth

argument by first concatenating the embedding vector of all arguments and

then feed the result vector to a 2-layer MLP for the jth argument. In

addition, since hyperedges of type Access have an identifier, we also embed

the identifier as a vector and treat it as an extra argument. (We describe

the details of identifier embedding later in this section.)

• NAry: Since NAry edges connect a variable number of nodes, we need

an architecture that can deal with this challenge. In our current implemen-

tation of LambdaNet, we use a simple architecture that is amenable to

batching. Specifically, given an NAry edge El1,...,lk(α, β1, . . . , βk) (for Func-

tion and Call, the labels lj are argument positions), the set of messages for

α is computed as {MLPα(vlj ∥ vβj
) | j = 1 . . . k}, and the message for each

βj is computed as MLPβ(vlj ∥ vα). Observe that we compute k different

messages for α, and the message for each βj only depends on the vector

embedding of α and its position j, but not the vector embeddings of other

βj’s.
2

• NPairs: This is a special category associated with the usage relation

Usagel((α
∗, β∗), (α1, β1), . . . , (αk, βk)). Recall that this kind of edge arises

from expressions of the form b = a.l and is used to connect a and b’s type

2In our current implementation, this is reducible to multiple Fixed edges. However,
NAry edges could generally use more complex pooling over their arguments to send more
sophisticated messages.
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variables with all classes αi that contain an attribute/method βi with label

l. Intuitively, if a’s type embedding is very similar to a type C, then b’s type

will likely be the same as C.l’s type. Following this reasoning, we use dot-

product based attention to compute the messages for α∗ and β∗. Specifically,

we use α∗ and αj’s as attention keys and βj’s as attention values to compute

the message for β∗ (and switch the key-value roles to compute the message

for α∗):

mt
e,β∗ =

∑
j

wjv
t−1
βj

w = softmax(a) aj = vαj
· vα∗

Aggregation. Recall that the aggregation step combines all messages sent

to node n to compute the new embedding vtn. To achieve this goal, we use a

variant of the attention-based aggregation operator proposed in graph atten-

tion networks (Veličković et al., 2018).

vtn = Aggr(vt−1
n , {mt

e,n|e ∈ N (n)}) = vt−1
n +

∑
e∈N (n)

weM1m
t
e,n (2.1)

where we is the attention weight for the message coming from edge e. Specifi-

cally, the weights we are computed as softmax(a), where ae = LeakyReLu(vt−1
n ·

M2m
t
e,n) , and M1 and M2 are trainable matrices. Similar to the original

GAT architecture, we set the slope of the LeakyReLu to be 0.2, but we use

dot-product to compute the attention weights instead of a linear model.

Identifier embedding. Like in Allamanis et al. (2017), we break variable

names into word tokens according to camel case and underscore rules and

assign a trainable vector for all word tokens that appear more than once in
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the training set. For all other tokens, unlike Allamanis et al. (2017), which

maps them all into one single <Unknown> token, we randomly mapped them

into one of the <Unknown-i> tokens, where i ranges from 0 to 50 in our current

implementation. This mapping is randomly constructed every time we run the

GNN and hence helps our neural networks to distinguish different tokens even

if they are rare tokens. We train these identifier embeddings end-to-end along

with the rest of our architecture.

Prediction Layer. For each type variable n and each candidate type c ∈

Y(g), we use a MLP to compute a compatibility score sn,c = MLP(vn,uc),

where uc is the embedding vector for c. If c ∈ Ylib, vc is a trainable vector

for each library type c; if c ∈ Yuser(g), then it corresponds to a node nc in the

type dependency graph of g, so we just use the embedding vector for nc and

set uc = vnc . Formally, this approach looks like a pointer network (Vinyals

et al., 2015), where we use the embeddings computed during the forward pass

to predict “pointers” to those types.

Given these compatibility scores, we apply a softmax layer to turn them

into a probability distribution. i.e., Pn(c|g) = exp(sn,c)/
∑

c′ exp(sn,c′). During

test time, we max over the probabilities to compute the most likely (or top-N)

type assignments.

2.5 Evaluation

In this section, we describe the results of our experimental evaluation,

which is designed to answer the following questions: (1) How does our approach
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compare to previous work? (2) How well can our model predict user-defined

types? (3) How useful is each of our model’s components?

Dataset. Similar to Hellendoorn et al. (2018a), we train and evaluate our

model on popular open-source TypeScript projects taken from Github. Specif-

ically, we collect 300 popular TypeScript projects from Github that contain

between 500 to 10, 000 lines of code and where at least 10% of type annotations

are user-defined types. Note that each project typically contains hundreds to

thousands of type variables to predict, and these projects in total contain

about 1.2 million lines of TypeScript code. Among these 300 projects, we use

60 for testing, 40 for validation, and the remainder for training.

Code Duplication. We ran jscpd3 on our entire data set and found that

only 2.7% of the code is duplicated. Furthermore, most of these duplicates are

intra-project. Thus, we believe that code duplication is not a severe problem

in our dataset.

Preprocessing. Because some of the projects in our benchmark suite are

only sparsely type annotated, we augment our labeled training data by using

the forward type inference functionality provided by the TypeScript compiler.4

3A popular code duplication detection tool, available at
https://github.com/kucherenko/jscpd.

4Like in many modern programming languages with forward type inference (e.g., Scala,
C#, Swift), a TypeScript programmer does not need to annotate every definition in order to
fully specify the types of a program. Instead, they only need to annotate some “key places”
(e.g., function parameters and return types, class members) and let the forward inference
algorithm to figure out the rest of the types. Therefore, in our training set, we can keep the
user annotations on these key places and run the TS compiler to recover these implicitly
specified types as additional labels.
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The compiler cannot infer the type of every variable and leaves many labeled

as any during failed inference; thus, we exclude any labels in our data set.

Furthermore, at test time, we evaluate our technique only on annotations that

are manually added by developers. This is the same methodology used by

Hellendoorn et al. (2018a), and, since developers often add annotations where

code is most unclear, this constitutes a challenging setting for type prediction.

Prediction Space. As mentioned in Section 2.2.1, our approach takes an

entire TypeScript project g as its input, and the corresponding type prediction

space is Y(g) = Ylib ∪ Yuser(g). In our experiments, we set Yuser(g) to be all

classes/interfaces defined in g (except when comparing with DeepTyper, where

we set Yuser(g) to be empty), and for Ylib, we select the top-100 most common

types in our training set. Note that this covers 98% (resp. 97.5%) of the

non-any annotations for the training (resp. test) set.

Hyperparameters We selected hyperparameters by tuning on a validation

set as we were developing our model. We use 32-dimensional type embedding

vectors, and all MLP transformations in our model use one hidden layer of

32 units, except the MLP for computing scores in the prediction layer, which

uses three hidden layers of sizes 32,16, and 8 (and size 1 for output). GNN

message-passing layers from different time steps have independent weights.

We train our model using Adam (Kingma and Ba, 2014) with default

parameters (α = 0.9, β = 0.999) and set the learning rate to be 10−3 initially

but linearly decrease it to 10−4 until the 30th epoch. We use a weight decay

of 10−4 for regularization and stop the training once the loss on validation set
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starts to increase (which usually happens around 30 epochs). We use the type

annotations from a single project as a minibatch and limit the maximal batch

size (via downsampling) to be the median of our training set to prevent any

single project from having too much influence.

Implementation Details. We implemented LambdaNet in Scala, build-

ing on top of the Java high-performance Tensor library Nd4j (K.K.), and used

a custom automatic differentiation library to implement our GNN. Our GNN

implementation does not use an adjacency matrix to represent GNN layers; in-

stead, we build the hyperedge connections directly from our type dependency

graph and perform batching when computing the messages for all hyperedges

of the same type.

Code Repository. We have made our code publicly available on Github.5

2.5.1 Comparison with DeepTyper

In this experiment, we compare LambdaNet’s performance with Deep-

Typer (Hellendoorn et al., 2018a), which treats programs as sequences of to-

kens and uses a bidirectional RNN to make type predictions. Since DeepTyper

can only predict types from a fixed vocabulary, we fix both LambdaNet and

DeepTyper’s prediction space to Ylib and measure their corresponding top-1

accuracy.

The original DeepTyper model makes predictions for each variable oc-

5https://github.com/MrVPlusOne/LambdaNet.
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Table 2.2: Comparing LambdaNet with DeepTyper on library types.

Model Top1 Accuracy (%)
Declaration Occurrence

DeepTyper 61.5 67.4
LambdaNetlib (K=6) 75.6 77.0

currence rather than declaration. In order to conduct a meaningful comparison

between DeepTyper and LambdaNet, we implemented a variant of Deep-

Typer that makes a single prediction for each variable (by averaging over the

RNN internal states of all occurrences of the same variable before making the

prediction). Moreover, for a fair comparison, we made sure both DeepTyper

and LambdaNet are using the same improved naming feature that splits

words into tokens.

Our main results are summarized in Table 2.2, where the Declaration

(resp. Occurrence) column shows accuracy per variable declaration (resp.

token-level occurrence). Note that we obtain occurrence-level accuracy from

declaration-level accuracy by weighting each variable by its number of occur-

rences.

As we can see from the table, LambdaNet achieves significantly bet-

ter results compared to DeepTyper. In particular, LambdaNet outperforms

DeepTyper by 14.1% (absolute) for declaration-level accuracy and by 9.6% for

occurrence-level accuracy.

Note that the accuracy we report for DeepTyper (67.4%) is not directly

comparable to the original accuracy reported in Hellendoorn et al. (2018a)
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Table 2.3: Accuracy when predicting all types.

Model Top1 Accuracy (%) Top5 Accuracy (%)
Yuser Ylib Overall Yuser Ylib Overall

TS Compiler 2.66 14.39 8.98 - - -
SimilarName 24.1 0.78 15.7 42.5 3.19 28.4
LambdaNet (K=6) 53.4 66.9 64.2 77.7 86.2 84.5

(56.9%) for the following reasons. While we perform static analysis and have

a strict distinction of library vs. user-defined types and only evaluate both

tools on library type annotations in this experiment, their implementation

treat types as tokens and does not have this distinctions. Hence, their model

also considers a much larger prediction space consisting of many user-defined

types—most of which are never used outside of the project in which they are

defined—and is also evaluated on a different set of annotations than ours.

2.5.2 Predicting User-Defined Types

As mentioned earlier, our approach differs from prior work in that it

is capable of predicting user-defined types; thus, in our second experiment,

we extend LambdaNet’s prediction space to also include user-defined types.

However, since such types are not in the prediction space of prior work (Hel-

lendoorn et al., 2018a), we implemented two simpler baselines that can be used

to calibrate our model’s performance. Our first baseline is the type inference

performed by the TypeScript compiler, which is sound but incomplete (i.e., if

it infers a type, it is guaranteed to be correct, but it infers type any for most
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variables).6 Our second baseline, called SimilarName, is inspired by the sim-

ilarity between variable names and their corresponding types; it predicts the

type of each variable v to be the type whose name shares the most number of

common word tokens with v.

The results of this experiment are shown in Table 2.3, which shows

the top-1 and top-5 accuracy for both user-defined and library types indi-

vidually as well as overall accuracy. In terms of overall prediction accuracy,

LambdaNet achieves 64.2% for top-1 and 84.5% for top-5, significantly out-

performing both baselines. Our results suggest that our fusion of logical and

contextual information to predict types is far more effective than rule-based

incorporation of these in isolation.

2.5.3 Ablation Study

Table 2.4 shows the results of an ablation study in which (a) we vary

the number of message-passing iterations (left) and (b) disable various features

of our architecture design (right). As we can see from the left table, accuracy

continues to improve as we increase the number of message passing iterations

as high as 6; this gain indicates that our network learns to perform inference

over long distances. The right table shows the impact of several of our design

choices on the overall result. For example, if we do not use Contextual edges

(resp. Logical edges), overall accuracy drops by 14.5% (resp. 25.8%). These

6For inferring types from the TypeScript compiler, we use the code provided by Hellen-
doorn et al. (2018a). We found this method had a slightly lower accuracy than reported in
their work.
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Table 2.4: Performance of different GNN iterations (left) and ablations (right).

K Top1 Accuracy (%)
Yuser Ylib Overall

6 53.4 66.9 64.2
4 48.4 65.5 62.0
2 47.3 61.7 58.8
1 16.8 48.2 41.9
0 0.0 17.0 13.6

Ablation Top1 Accuracy (%)
(K = 4) Yuser Ylib Overall

LambdaNet 48.4 65.5 62.0
No NPair Attention 44.1 57.6 54.9
No Contextual 27.2 52.6 47.5
No Logical∗ 24.7 39.2 36.2
Simple Aggregation 40.2 66.9 61.5

∗ Training was unstable and experienced gradient explosion.

drops indicate that both kinds of predicates are crucial for achieving good

accuracy. We also see that the attention layer for NPair makes a significant

difference for both library and user-defined types. Finally, Simple Aggregation

is a variant of LambdaNet that uses a simpler aggregation operation which

replaces the attention-based weighed sum in Eq 2.1 with a simple average.

As indicated by the last row of Table 2.4 (right), attention-based aggregation

makes a substantial difference for user-defined types.

2.5.4 Comparison with JSNice

Since JSNice (Raychev et al., 2015a) cannot properly handle class def-

initions and user-defined types, for a meaningful comparison, we compared

both tools’ performance on top-level functions randomly sampled from our

test set. We filtered out functions whose parameters are not library types and

manually ensured that all all the dependency definitions are also included. In

this way, we constructed a small benchmark suite consisting of 41 functions.
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Among the 107 function parameter and return type annotations, LambdaNet

correctly predicted 77 of them, while JSNice only got 48 of them right. These

results suggest that LambdaNet outperforms JSNice, even when evaluated

only on the places where JSNice is applicable.

2.6 Related Work

Type Inference using Statistical Methods. There are several previous

works on predicting likely type annotations for dynamically typed languages:

Raychev et al. (2015a) and Xu et al. (2016) use structured inference models for

Javascript and Python, but their approaches do not take advantage of deep

learning and are limited to a very restricted prediction space. Hellendoorn

et al. (2018a) and Jangda and Anand (2019) model programs as sequences

and AST trees and apply deep learning models (RRNs and Tree-RNNs) for

TypeScript and Python programs. Malik et al. (2019) make use of a different

source of information and take documentation strings as part of their input.

However, all these previous works are limited to predicting types from a fixed

vocabulary.

Graph Embedding of Programs. Allamanis et al. (2017) are the first

to use GNNs to obtain deep embedding of programs, but they focus on pre-

dicting variable names and misuses for C♯ and rely on static type information

to construct the program graph. Wang et al. (2017) use GNNs to encode

mathematical formulas for premise selection in automated theorem proving.

The way we encode types has some similarity to how they encode quantified
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formulas, but while their focus is on higher-order formulas, our problem re-

quires encoding object types. Veličković et al. (2018) are the first to use an

attention mechanism in GNNs. While they use attention to compute node em-

beddings from messages, we use attention to compute certain messages from

node embeddings.

Predicting from an Open Vocabulary. Predicting unseen labels at test

time poses a challenge for traditional machine learning methods. For com-

puter vision applications, solutions might involve looking at object attributes

(Farhadi et al., 2017) or label similarity Wang et al. (2018); for natural lan-

guage, similar techniques are applied to generalize across semantic properties

of utterances (Dauphin et al., 2013), entities (Eshel et al., 2017), or labels (Ren

et al., 2016). Formally, most of these approaches compare an embedding of

an input to some embedding of the label; what makes our approach a pointer

network (Vinyals et al., 2015) is that our type encodings are derived during the

forward pass on the input, similar to unknown words for machine translation

(Gulcehre et al., 2016).
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Chapter 3

TypeT5: Seq2seq Type Inference

using Static Analysis

As seen in the previous chapter, LambdaNet addresses the challenges of

type inference in TypeScript by leveraging graph neural networks and a novel

program representation called type dependency graph. While this approach

provides significant improvements over prior work, it still exhibits some critical

limitations, such as the inability to predict parametric types and the lack of

large-scale pre-training. In this chapter, we aim to overcome these limitations

by presenting a new approach, TypeT5, which integrates static analysis tech-

niques with the powerful seq2seq transformer model, CodeT5, to predict type

annotations in Python code.

3.1 Introduction

In languages like Python and JavaScript, the lack of a static type sys-

tem makes it harder to maintain and analyze codebases. To address this issue,

gradual typing (Siek and Taha, 2007a) was proposed to allow type annotations

0An early version of this chapter appeared in Wei et al. (2023). Jiayi Wei is the first
author of the paper, and with the help from other authors, he developed the research idea,
wrote the code, performed the experiments and analysis, and wrote the paper.
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to be incrementally added to untyped codebases, thereby marrying the ben-

efits of static typing with the convenience of easy prototyping. As a result,

many mainstream programming languages, including Python and JavaScript,

have already adopted this idea, and researchers have also developed learning-

based techniques to predict missing type annotations (Allamanis et al., 2020,

Hellendoorn et al., 2018b, Jesse et al., 2021, 2022, Mir et al., 2022, Pandi et al.,

2020, Peng et al., 2022, Pradel et al., 2020, Raychev et al., 2015b, Wei et al.,

2020).

Meanwhile, with the advent of large-scale pretraining and the explosion

of transformer architectures, seq2seq models have proven to be very effective

for programming tasks like code comments generation (Panthaplackel et al.,

2020b), completion (Ahmad et al., 2021, Wang et al., 2021), and synthesis (Li

et al., 2022). One particularly attractive feature of such models is that, due

to the use of subword tokenization (Gage, 1994, Schuster and Nakajima, 2012,

Sennrich et al., 2016), they can generate arbitrary code expressions—including

novel identifier names and AST structures—at test time. However, unlike

code completion tasks that can often work well with just the surrounding code

as context, effective type inference generally requires non-local information,

including code fragments that may belong to an entirely different file. For

instance, consider a function f that passes a generically named parameter x

directly into another function g. It can be hard to figure out the type of

x by just looking at f ’s body. When programmers find themselves in such

a situation, they often inspect the callers and callees of f , sometimes even
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transitively, in order to figure out the intended type of x. Thus, in many

cases, looking at the immediate context of a given variable may be insufficient

for accurately predicting its type.

Our approach, TypeT5, solves this challenge by using static analysis

to identify which parts of the codebase are useful for each prediction. In

particular, we construct a so-called usage graph, where nodes correspond to

code elements (i.e., functions or variables whose types we want to predict)

and edges denote a potential user-usee relation between them. Given such

a graph, we then encode the users and usees of a given code element in a

form that resembles normal code and feeds them as additional contexts to the

transformer model. To take full advantage of the seq2seq paradigm, we also

propose an iterative decoding scheme that pass in previous type predictions

using the contexts, allowing information to be propagated between distant

code elements across the entire codebase.

We have implemented TypeT5 on top of the popular CodeT5 model and

use it to synthesize type annotations for untyped Python code. Our evaluation

compares TypeT5 with three state-of-the-art type inference tools (Allamanis

et al., 2020, Mir et al., 2022, Peng et al., 2022) and a CodeT5 baseline that

does not leverage static analysis. The results show that TypeT5 outperforms

all baselines by a large margin, while drastically improving the accuracy on

rare and complex types. Our ablation studies confirm the benefits of the

various modifications we made to the CodeT5 baseline, while an additional

type checking experiment shows that the proposed iterative decoding scheme
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also improves the coherence of the produced type assignments, resulting in

fewer type constraint violations. Finally, we explore an alternative use case

of our model, where the user interactively inspects the model’s predictions

and makes necessary corrections. The result demonstrates the usefulness of

our approach as a developer tool to annotate entirely untyped projects—on

average, the user only needs to to correct one in every five model predictions.

To summarize, this work makes the following contributions:

• We apply CodeT5 to infer Python type annotations and show significant

improvement over prior approaches. To our knowledge, this is the first

ML-based technique capable of predicting both parametric and user-defined

types.

• We improve the vanilla CodeT5 model by applying static analysis techniques

to help the model reason about information beyond local contexts, further

boosting its performance.

• We propose an iterative decoding scheme that particularly helps with coher-

ence, as measured by the number of type errors reported by the type checker.

We additionally propose the novel setting that combines the seq2seq decod-

ing scheme with user intervention.

3.2 Overview

In this section, we motivate the design of TypeT5 using the exam-

ple shown in Figure 3.1. This example features a method predict and two
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functions eval on dataset and chuck srcs, each of which is implemented in

a different file. Given an untyped version of this code, our goal is to auto-

matically infer the type annotations (highlighted in green). This example is

challenging for existing type inference techniques due to the heavy use of user-

defined types (such as ChunkedDataset, PythonType, and ModelWrapper) and

complex parametric type like dict[int,list[PythonType]].

Type inference as code infilling In this work, we advocate a new ap-

proach that views type inference as an instance of code infilling. Because

type annotations can be viewed as missing code fragments, we fine-tune a

state-of-the-art code infilling model, namely CodeT5, as our starting point.

Since CodeT5 produces sequences of subword tokens using Byte Pair Encod-

Figure 3.1: Simplified code snippets taken from our own codebase. The
eval on dataset function first calls the chunk srcs function to convert the
given textual data into equally sized chunks, and it then feed them into the
ModelWrapper.predict method.
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Figure 3.2: How CodeT5 encodes and decodes
source code using BPE. Marker tokens (high-
lighted in blue) indicate gaps (input) and their
corresponding fillers (output).

Figure 3.3: The two-pass it-
erative decoding process.

ing (Gage, 1994, Radford et al.) (see Figure 3.2), it can, in principle, predict

arbitrary code snippets to fill masked gaps—including type annotations with

complex parametric types and user-defined classes.

Incorporating context through static analysis By using surrounding

code as the prediction context, our fine-tuned version of CodeT5 can rela-

tively easily predict the correct type annotations of some of the variables. For

example, based on the names and default values of n seqs (model.py, line 7)

or window size (eval.py, line 4), CodeT5 can figure out the correct types of

these parameters. However, for other parameters such as model in line 2 of

eval.py, the surrounding context does not contain enough information to make

a reasonable prediction. To see why, observe that ModelWrapper is a new class

defined in a separate file, so, (1) it has never been seen during training, and
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(2) its definition is not available as part of the context. Similarly, it is also

very difficult to predict the return type of eval on dataset since it directly

returns the result of model.predict, whose definition is also not available to

the model.

To address this issue, our approach enhances the prediction context of

CodeT5 using static analysis. The details of how we construct the context

from static analysis will be described in subsection 3.3.3, but, in a nutshell,

our approach analyzes the user-usee relations among code elements and pulls

in the relevant definitions into the context. For example, when the model is

making a prediction for eval on dataset, the context includes the definitions

of DefaultWindow and predict, which are defined in ModelWrapper and invoked

at line 6 and line 12 of eval.py, respectively.

TypeT5 architecture As there are many dependencies between different

code elements, making independent type predictions for each code element is

not ideal. For example, to infer the return type of eval on dataset, we would

need to know the return type of ModelWrapper.predict, which depends on

the return type of the self.predict on batch (model.py, line 12). However,

since there is limited context that can be fed to the model, it is not feasible

to include all transitive users and usees. To deal with this problem, TypeT5

utilizes an iterative decoding scheme that allows conditioning on previous type

predictions. In more detail, our decoding scheme first sorts the user-usee

graph topologically and then performs two sequential prediction passes, first
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from usee to users and then going in the reverse direction, as illustrated in

Figure 3.3. To see why both of these directions are useful, observe that the

return type of eval on dataset depends on predict, which in turn depends

on predict on batch. Thus, propagating information from callees to callers

is clearly useful. Conversely, consider predicting the type of data, the first

parameter of predict. Since the return value of chunk srcs is passed as the

first argument of predict, propagating information in the reverse direction

can also be helpful.

3.3 Methods

3.3.1 Using CodeT5 for type prediction

We formulate type prediction as a sequence-to-sequence (seq2seq) task.

Let u = (u1, . . . , un) represent a sequence of code tokens, where each token is a

single untyped code element e (function or variable). We insert into u indexed

marker tokens (<extra id i>) at each point where we wish to predict types

and let the model predict t = (t1, . . . , tm), the token sequence that encodes

types for the marked locations in u. Note that t only contains the types, no

other code tokens, in the format <extra id 1> [type 1 tokens] <extra id 2>

[type 2 tokens], etc. We use the same tokenizer as CodeT5, which allows

encoding any Python expression as a (typically short) sequence of subword

tokens.

Our baseline CodeT5 model is a Transformer seq2seq model P (t | u, ū)

placing a distribution over type sequences t given the raw code sequence u and
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Figure 3.4: The usage graph corresponding to the code snippets in Figure 3.1.
WindowArgs and ChunkedDataset are assumed to be defined elsewhere in the
same project.

its surrounding code ū. This process is shown in Figure 3.2, and ū is omitted

for clarity.

Our improved model, TypeT5, replaces the surrounding code ū with

a context constructed from static analysis, which we denote as s. Thus, we

can write the model as P (t | u, s). Note that, in both models, we remove

all comments and Python docstrings as a pre-processing step, as was done in

prior work. We now show how s is constructed from static analysis.

3.3.2 Building the Usage Graph

To overcome the limitations of using only the surrounding code as con-

text, our approach relies on static analysis to extract relevant global informa-

tion about the codebase. In particular, our analysis constructs a usage graph,

whose nodes correspond to code elements and edges represent a direct usage.

For example, if x and y are both functions, an edge from x to y means that x

calls y. Similarly, for variables, an edge from x to y means that the value of x
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depends on y.

The usage graph for our previous example is shown in Figure 3.4. We

show two types of usages: a certain usage, shown as solid arrows, and a po-

tential usage, shown as dotted arrows. A certain usage is one that can be

statically determined without knowing the types of the involved variables. For

example, the global function chunk srcs is directly used by eval on dataset,

and we also know that predict on batch is called by predict (self method

call on line 12). For other cases like a non-self attribute access or method

call, the target depends on the type of the receiver, so we first collect all at-

tributes and methods with a matching name from the current project and then

generate a potential usage for each of them. We give the details of how we

construct usage graphs for Python programs below.

Analyzing Python usage graphs To resolve the user-usee relations at

the project level (used in subsection 3.3.2), we built a custom static analysis

pipeline on top of the libcst library. We use libcst to parse Python files and

also rely on its utilities to resolve symbol references within the same file (i.e.,

it tells us whether a local name refers to a function defined in the current file

or comes from an import statement, etc.) We then implement custom import

resolution logic (following Python’s module rules) and combine it with libcst

to resolve all certain usages within the current project. For unresolved usages

with a syntactic form matching a class attribute/method usage, we generate

a potential usage to each class members with a matching name. Since the
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involved static analysis operations are fairly lightweight and we parallelize the

construction of different graphs on CPUs, the time spent on constructing the

usage graphs only makes up a tiny fraction of the total training or inference

time. For example, using 28 Python processes, it only takes about 8 min-

utes to process the entire BetterTypes4Py training set, including the time

spent on other tasks such as parsing, code transformation, and tokenization.

While our implementation limits the analysis scope to the current project, it is

straight-forward to extend the analysis to also include usages involving library

definitions, which may help the model see type signatures of uncommon library

APIs. We did not do this in our experiments mainly due to the manual effort

it would require to install the correct library dependencies for all the projects

in our datasets.

3.3.3 Constructing Model Inputs

TypeT5 leverages the usage graph G to construct the inputs to our

model. In particular, we define the model input for a code element e to be

a concatenation of four parts: the preamble spre, usees susee, main code u,

and users suser, which are constructed as follows (see section 3.6 for a concrete

example).

• Preamble: The main purpose of spre is to help the model map each local

name to the definition that it is referring to, so the preamble includes all

import statements. Additionally, to help the model see which types are

available in the current scope, the preamble also includes the headers of all
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class definitions as well as all the type variable declarations from the current

file.

• Main code: For the code element e of interest, we use its definition to

construct u. If e is a function, u is just its source code, and if e is a variable,

u includes all top-level assignment statements in which e appears as the left

hand side. Additionally, if e is a method or attribute of a class C, we also

indent u and prepend it with the header of C, as shown in Figure 3.7.

• Users: Given the usage graph G, we construct suser by including the source

tokens of all elements from users(G, e). Since these elements can come from

different source files, we also prepend each element with a special comment

denoting the Python module it comes from. Note that these elements can

optionally contain the types predicted by our TypeT5 model, as described

later in subsection 3.3.4.

• Usees: susee contains not just the direct users of e, but also anything that

is used in the user context suser. i.e., susee contains the elements from

usees(G, e) ∪
⋃

e′∈users(G,e) usees(G, e′). Since this generally contains many

more elements than suser, we only use the (typed or untyped) signatures of

the elements to construct susee.

We limit the total input size to be at most 4096 subword tokens and cut

off any exceeding tokens from both left and right, centered around the main

code. Context elements involving certain usages are arranged to be closer to

the center so that they are always prioritized over potential usages.
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3.3.4 Iterative Decoding Inference

We now describe how to conduct inference in our base model as well as

our context-augmented model using an iterative decoding scheme.

CodeT5 decoding: Given our trained model P (t | u, ū), we can infer

a most likely set of types t for u (with surrounding context ū) using beam

search. Our implementation performs joint prediction of the output types for a

single code block u, since later types in the block condition on the predictions

of earlier types. However, note that both u and ū are always completely

untyped code: while we condition on previous types as we predict, these are

not inserted into the prediction context for the next element.1

TypeT5 iterative decoding: Part of our motivation for including the con-

text s is to exploit its type information at inference time. Crucially, this

requires s to be typed. However, the contexts that are drawn from the orig-

inal codebase are not typed, so TypeT5 iteratively adds type signatures to

these contexts using its own predictions. Let M be the type assignment pro-

duced by the model, which maps each code element e to its predicted type

te, and denote M(s) as the context obtained by annotating the elements in

s according to M. Starting with an empty M (which leaves any context s

unchanged), TypeT5 then iteratively updates M using an iterative decoding

scheme that traverses the usage graph G twice, as shown in Figure 3.3. The

1In our experiments, including predicted types actually hurts the performance due to
exposure bias.
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first prediction pass follows the usee-to-user order,2 while the second pass goes

in the reverse direction to allow for bidirectional information flow. At any

given time step, we can denote the model’s prediction for element e as drawn

from P (te | ue,M(se)), and the predicted types t′e are then used to update

M such that M(e) = t′e.

3.3.5 Training

To save computation and improve parallelism during training, we use

the available human annotations as a gold type assignment M∗ instead of let-

ting the model condition on its own prediction. Note that this type assignment

is generally incomplete and may not contain a label for every missing type.

We train the model to maximize the log likelihood of predicting the ground

truth, i.e., logP (t∗e | ue,M∗(se)), for every element e where t∗e is available,

using teacher-forcing. We train the CodeT5 baseline model similarly on the

same dataset.3

3.4 Experiments

We implement TypeT5 in Python, whose the source code and model

weights can be found on GitHub4. Below, we first describe our evaluation setup

and list the hyperparameters and hardware details. We then compare TypeT5

2This requires performing a topological sort over G. When G is not a DAG, we break the
cycles arbitrarily.

3Note that without this training (fine-tuning) step, the original CodeT5 model performs
very poorly as it tends to predict arbitrary Python expressions that are not types.

4Available at https://github.com/utopia-group/TypeT5.
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against three state-of-the-art type inference systems for Python, namely Typ-

ilus (Allamanis et al., 2020), Type4Py (Mir et al., 2022), and HiTyper (Peng

et al., 2022). Finally, we present ablation studies to evaluate different factors

contributing to the model’s performance.

3.4.1 Evaluation Setup

Datasets In our evaluation, we predict the type annotations for top-level

code elements of each Python project. These include all class attributes, meth-

ods, top-level functions, and global variables. We treat any existing user-added

type annotations as the ground truth, and we use per type accuracy as the

main performance metric. Following a setting similar to that of Allamanis

et al. (2020) and Wei et al. (2020), we split our dataset per Python project.

This way, types newly defined in the test projects will not have been seen

during training. Such a setting is more challenging than splitting the dataset

per file, as is done in Type4Py and other work (Mir et al., 2022, Pradel et al.,

2020), but more closely reflects the model’s real-world performance (Gruner

et al., 2022).

Our main dataset, BetterTypes4Py, is constructed by selecting a

high-quality subset from the ManyTypes4Py dataset (Mir et al., 2021), which

was used to train Type4Py. We describe the selection criteria in the next

paragraph. Since our model is fine-tuned from the CodeT5 model (which

may have already been pre-trained on some of the test repositories in the

aforementioned dataset), we additionally construct InferTypes4Py, a test
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set derived from the source code of Typilus, Type4Py, and our own tool, none

of which were used as CodeT5’s (pre-)training data.

Constructing the BetterTypes4Py dataset Our dataset is constructed

from the ManyTypes4Py dataset as follows: we first filter out the GitHub

repositories that are no longer accessible or that fail to download within 10

seconds. This leaves us with 4890 out of the 5996 original projects. Then, we

discard projects that have not been updated for more than one year (to avoid

outdated library APIs), reducing the number of repositories to 1218. To limit

the influence of any particular project, we also filter out the 37 projects with

more than 50K lines of code. Finally, to exclude those projects that have very

few type annotations, we compare the number of type annotations nt of each

project with its lines of code nc and filter out those with a nt-to-nc ratio less

than 1:20. This gives us our final set of 663 projects. We then randomly select

50 test and 40 validation projects and use the rest for training.

Code Duplication Code duplication (Allamanis, 2019) has been shown

to have adverse effects on the performance of ML models and can blur the

evaluation results. Hence, prior work like Type4Py applies file-level dedupli-

cation to remove duplicated source files. However, this is hard to do in our

project-based setting since we need all files to be present during inference. To

address this, we have manually verified that our InferTypes4Py dataset does

not contain files that are copy-pasted from elsewhere. We also run the popular
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code duplication tool jscpd5 on our test set to detect duplicated code blocks.

The analysis shows that there is relatively little duplication in the dataset

(only around 4% of duplicated lines), and the majority of these duplications

came from the same project rather than across projects, so we believe code

duplication is not a major issue under our by-project evaluation.

Label Quality In our evaluation, developer-provided type annotations are

used as the ground truth, which are not always accurate or coherent (Ore et al.,

2018). This partially motivated us to construct the InferTypes4Py dataset,

which consists of high-quality type annotations with a relatively low error rate.

In particular, our own codebase (which are included in InferTypes4Py) makes

heavy use of type annotations throughout the development process and is

continuously type-checked by VSCode. As a very rough metric to approximate

label quality, we report the coherence error (defined in section 3.4.3) of the

human labels on both datasets: On BetterTypes4Py and InferTypes4Py, the

average coherence error per human annotation is 0.019 and 0.045, respectively.

We summarize key properties of both datasets in Table 3.1. We define

the size of a type as the number of type constructors in its body6 and categorize

a type as simple if its size is 1, and complex otherwise. We also categorize

a type as rare or common depending on whether it contains a rare type

5https://github.com/kucherenko/jscpd
6e.g., both int and foo.Bar has a size of 1, whereas dict[str, foo.Bar] has a size

of 3.
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Table 3.1: Basic statistics of our two datasets.
BetterTypes4Py InferTypes4Py
train valid test test

Projects 573 40 50 3
Nonempty files 16.5K 1098 949 99
Lines of code 2.4M 174K 139K 21K
Top-level type slots 541K 38.2K 28.4K 4.6K
Top-level user-added types 275K 19.3K 15.8K 2.7k
Rare type ratio 25.7% 23.3% 35.0% 33.8%
Complex type ratio 20.4% 16.6% 20.8% 33.4%
Average type size 1.42 1.33 1.43 1.72

constructor that is not from the top-100 most frequent type constructors in

our training set.

Accuracy metrics. Since Python allows the same type to be written in

different syntactic forms,7 we first perform type normalization to convert both

the predicted and ground-truth types into a canonical form. The details of this

normalization step can be found in the next paragraph. and we use the term

full accuracy to refer to the accuracy against all human annotations after

normalization. To better compare with prior work, we also define adjusted

accuracy (our main metric), which (1) filters out all None and Any labels (as

in prior work); (2) converts fully qualified names to simple names (e.g., Tensor

instead of torch.Tensor) since some prior approach does not output correctly

qualified types; (3) rewrites any outermost Optional[T] and Final[T] into

7e.g., both Union[int,None] and Optional[int] refer to an integer that can also be
None, and both list and List[Any] refer to a python list with untyped elements
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T since they tend not to be used consistently across programmers.8 Finally,

we also define a base accuracy metric that is the same as adjusted accuracy

except that it only checks the outermost type (e.g., Dict[str,List] will match

any Dict but, for example, not Mapping.)

Type Normalization To compute the accuracy metrics in subsection 3.4.1,

we recursively apply the following steps to normalize a Python type:

1. Rewrite any Optional[T] to Union[T,None].

2. Sort the arguments of Union types and flatten any nested Unions.

e.g., rewrite Union[B,Union[C,A]] into Union[A,B,C].

3. If all type arguments are Any, drop them all. e.g., rewrite List[Any] to

List.

4. Capitalize the names of basic types. e.g., rewrite list to List.

Hyperparameters and Running times We initialize our model’s weights

from the CodeT5 model provided by Huggingface Transformers library (Wolf

et al., 2020) and train our model for exactly one epoch using the library’s

default optimizer configuration (AdamW with a base learning rate of 2e-5 and

a weight decay of 0.01.) During inference, we use beam search with a beam

width of 16 and diversity penalty of 1.0. We adaptively set the maximal output

8e.g., the type checker mypy has an option to enable implicit Optional types, so it
would not be possible for the model to know if it should output Optional[T] or T just
from the untyped code.
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sequence length to be 16n+10, where n is the number of types to be predicted

in the input. We set the size limit of preamble, usee Context, main code, and

user Context to 1000, 2048, 512, 1536, respectively, both during training and

test time. Note that preamble uses the space within usee context, so the

total maximal input size is 4096. Training the model took about 11 hours on

a single Quadro RTX 8000 GPU with 48GB memory. Performing the two-

pass inference on the BetterTypes4Py test set takes about 4 hours, whereas

performing a single-pass inference (e.g., UseeToUser) takes about half the time.

For comparison, training CodeT5 model on the same machine takes about 3.7

hours, and the corresponding evaluation takes about 0.5 hour.

3.4.2 Comparing TypeT5 with other approaches

We compare TypeT5 with the basic CodeT5 model described in sub-

section 3.3.4 as well as the released versions of three other state-of-the-art

approaches from prior work.9 Typilus (Allamanis et al., 2020) models the pro-

gram as a graph and applies a graph neural network to compute the types of

variables. The original Typilus model can predict from a set of common types

as well as (nonparametric) user-defined types, but their released model can

only predict common types, so we only evaluate its performance on common

types. Type4Py (Mir et al., 2022) uses variable names and the surrounding

code to compute an embedding and performs type prediction via a nearest-

9Since our approach benefits from CodeT5’s large-scale pre-training across 8 different
programming languages, we use a smaller training set than prior work and do not retrain
these prior approaches on our dataset.
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Table 3.2: Accuracy comparison on common types.

BetterTypes4Py
full adjusted base
all all simple complex all

Typilus n/a 54.05 55.12 33.23 60.37
Type4Py n/a 50.34 51.91 32.14 47.51
HiTyper 59.20 54.28 57.70 26.44 59.01
CodeT5 76.74 78.04 82.43 53.03 82.44
TypeT5 79.24 81.43 85.69 56.75 84.82

InferTypes4Py
full adjusted base
all all simple complex all

Typilus n/a 52.33 52.19 53.91 64.67
Type4Py n/a 32.08 33.47 16.54 29.83
HiTyper 45.67 43.54 46.00 19.27 47.99
CodeT5 77.83 78.06 85.31 63.41 81.87
TypeT5 81.75 82.95 87.62 72.78 84.17

Table 3.3: Accuracy comparison on rare types.

BetterTypes4Py
full adjusted base
all all simple complex all

Type4Py n/a 12.37 13.17 4.05 14.15
HiTyper 10.30 25.51 27.59 9.79 29.33
CodeT5 49.47 52.95 57.28 34.26 57.65
TypeT5 58.56 61.47 65.21 40.22 68.44

InferTypes4Py
full adjusted base
all all simple complex all

Type4Py n/a 0.25 0.14 0.98 0.17
HiTyper 9.36 9.36 10.79 1.19 12.33
CodeT5 51.64 53.28 59.97 30.62 66.47
TypeT5 53.44 56.27 61.50 36.92 69.23
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neighbor search in the type embedding space. We run the released Type4Py

model via its web interface. HiTyper (Peng et al., 2022) combines the strengths

of a rule-based type inference algorithm with ML type inference models by only

invoking the ML model on places where the inference algorithm gets stuck and

deducing the types elsewhere using typing constraints. Its implementation uses

Type4Py as the default ML backend, which we use to run HiTyper.

We show each tool’s accuracy in Table 3.2 (on common types) and

Table 3.3 (on rare types). Since HiTyper was only able to make a predition

for about 67% of all labels, we report its performance on this subset. From

Table 3.2, we can make the following observations. (1) Our CodeT5 baseline

model already outperforms all prior approaches by a large margin, demon-

strating the advantage of using a seq2seq pre-trained language model. (2)

TypeT5 further improves the adjusted accuracy by 3.4% and 4.9% on the two

datasets. (3) Type4Py’s performance on InferTypes4Py dataset is significantly

lower than on BetterTypes4Py, likely because Type4Py was originally trained

on some of the test files in BetterTypes4Py. Looking at ??, we see that both

CodeT5 and TypeT5 dramatically outperform the other approaches on rare

types. Moreover, TypeT5 achieves the largest improvements on types that

are both rare and complex, improving upon CodeT5 by about 6% on both

datasets, suggesting that that global information is especially important in

these cases. For a qualitative analysis, we also show TypeT5’s outputs on a

real-world example in section 3.6.
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Why Type4Py has much lower performance on our dataset The ac-

curacies reported in the original Type4Py paper are much higher than we mea-

sured here. We have discussed our experiments with the authors of Type4Py

and believe that the discrepancy we observe is likely due to the combination

of two reasons: First, while our evaluation only counts the type annotations

on all top-level APIs, Mir et al. (2022) includes all local variables in their eval-

uation as well. Second, while we only evaluate on human annotations, they

also include machine-inferred type annotations (via the type checker Pyre) as

ground-truth labels. As a result, the distributions of labels reported by the

two papers are significantly different: in our setting, function annotations (pa-

rameters + return types) constitute the majority (87%) of the labels, whereas

in Mir et al. (2022), their portion is significantly smaller, merely 18%. This

suggests that their label set is likely inflated by simple labels inferrable from

the type checker, which explain the performance drop when evaluated on our

datasets.

3.4.3 Ablations on TypeT5

We next present a series of ablations that evaluate how various factors

contribute to TypeT5’s performance. In addition to accuracy (on all types),

we also report the type error count as a way to estimate how coherent the

model’s predictions are.10

10Accuracy does not always correlate with coherency. e.g., when we have x = y, and x
and y are equally likely to be a str or an int, a coherent type assignment needs to ensure
that x and y always have the same type, even if this requirement does not lead to a higher
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Measuring Type Coherence using Type Errors To estimate the type

coherence (subsection 3.4.3), we call the type checker MyPy11 on codebases

annotated with the types predicted by the model. Since not all errors reported

by MyPy are type errors or are related to type coherence, we only count the

errors with the following 5 error codes, whose meaning according to MyPy’s

documentation are:

• attr-defined checks that an attribute is defined in the target class or module

when using the dot operator.

• arg-type checks that argument types in a call match the declared argument

types in the signature of the called function.

• return-value checks that the returned value is compatible with the type

signature of the function.

• assignment checks that the assigned expression is compatible with the as-

signment target.

• name-defined checks that a name is defined in the current scope.

Note that this metric does have its limitations. One undesired property we

found is that it can favor predicting a non-existing type over an incorrect type.

For instance, when the model predicts an incorrect type on a function, the type

accuracy in expectation.
11http://mypy-lang.org/.
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Table 3.4: Performance of different model modifications. All models are
retrained with the corresponding inputs.

Modification Accuracy Type Error

No Preamble 64.20 6067
No Users 71.20 7053
No Usees 67.25 7332
Nonincremental 72.52 5720
Original (TypeT5) 73.02 5087

checker will check all the usages of that function against this declared type and

will thus likely report multiple errors. However, if the model predicts a non-

existing type, the type checker will only report a single name-defined error at

the declaration site and will skip checking its usages. This effect has caused

the No Preamble variant in Table 3.4 to have a lower error count than other

two other variants since it tends to predict a lot more non-existing types. But

we have verified that it was not the cause of the type error count improvement

by our two-pass sequential decoding model.

How do different components contribute to the model’s performance?

To evaluate the impact of each context element, we remove one component at

a time and retrain the model accordingly. In particular, the No Preamble,

No Users, and No Usees ablations correspond to removing the spre, suser,

and susee context elements (introduced in subsection 3.3.3) from the model’s

input, respectively. The Noniterative model does not perform iterative de-

coding and is trained to condition on an untyped context. We use the same

input size limit (4096 subword tokens) for all models, so a model that does
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Table 3.5: Performance of different decoding strategies. The same TypeT5
model weights are used for different decoding strategies.

Strategy Accuracy Type Error

Independent 71.68 6876
Random 71.66 6215
UserToUsee 70.67 7415
UseeToUser 72.65 6402
TwoPass (TypeT5) 73.02 5087

not utilize one kind of information have more space for other kinds. We show

both the adjusted accuracy on all types and type error count in Table 3.4. We

can see that (1) all components improve the overall accuracy, with the pream-

ble having the largest impact, and (2) while the iterative decoding scheme

only improves overall accuracy slightly, it significantly improves the model’s

coherence, resulting in 12% fewer type errors.

How do different decoding strategies compare? In addition to the two-

pass iterative decoding strategy introduced in subsection 3.3.4, we also test

four other decoding strategies: (1) Independent, which independently pre-

dicts the type signature for each element without conditioning on the model’s

own prediction (same as the Noniterative model except not retrained); (2)

Random, which visits each element once following a random order; (3) User-

ToUsee, which visits the users before the usees; (4) UseeToUser, which vis-

its the usees before the users. The results are shown in Table 3.5. We can

see that our proposed TwoPass decoding scheme yields the largest accuracy

and type error improvement over Independent; whereas UserToUsee performs
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worse than Independent, suggesting that bad decoding ordering can have ad-

verse effects on the model’s performance.

3.4.4 User-Guided Interactive Decoding

Compared to prior work, our approach has a unique strength: because

the model can condition on previous types, it allows easy user intervention by

conditioning on any corrections made by the user. We thus explore an alter-

native use case of our model where the user interactively inspects each type

signature predicted by the model and makes any necessary corrections before

the model moves on to the next prediction. We emulate this interactive process

using the ground-truth human annotations M∗, and we modify the usee-to-

user decoding process to let the model predict the types of each element e

(as before), but then override the predicted types te with the corresponding

human annotations M∗(e) if e ∈ M∗. On the BetterTypes4Py dataset, this

interactive decoding process achieves a full accuracy of 78.04% and an ad-

justed accuracy of 79.37%—meaning that on average, it only requires the user

to correct one in every five model-predicted types to fully annotate an entirely

untyped project from scratch. Note that only 59% of the test set contains a

user type annotation, so some incorrect type annotations may not be corrected

immediately and can get propagated to other places. Thus, in an interactive

real-world setting, we can expect the actual accuracy to be even higher.
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3.5 Related Work

Deep Learning Type Inference Most prior approaches predict user-defined

types via some form of type embedding matching. e.g., LambdaNet (Wei

et al., 2020) tackles this challenge by combining graph neural networks with a

pointer network. Typilus (Allamanis et al., 2020) performs nearest-neighbor

search in the type embedding space. However, neither approach can handle the

unbounded type space induced by parametric types. TypeBert (Jesse et al.,

2021) is the first type inference method based on pre-trained transformer mod-

els and has demonstrated superior performance in predicting common types.

Jesse et al. (2022) later improved TypeBert using deep similarity learning to

better support user-defined types. Different from our work, TypeBert does

not use a seq2seq model or construct context from static analaysis. Apart

from just using the source code, other forms of information have also been

utilized for type prediction. Both TypeWriter (Pradel et al., 2020) and Hi-

Typer (Peng et al., 2022) combines type checking with inference-time search

to avoid generating type errors. OptTyper (Pandi et al., 2020) explicitly mod-

els type constraints by turning them into a continuous optimization objective.

NL2Type (Malik et al., 2019) focuses on predicting types from natural lan-

guage information such as code comments and documentation.

Retrieval-based models in NLP Similar to our context augmentation

with static analysis, a number of methods have been developed to augment

pre-trained models with context in natural language processing (NLP). For
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open-domain question answering (Chen et al., 2017), approaches like REALM

Guu et al. (2020) and DPR (Karpukhin et al., 2020) can retrieve knowledge

relevant to a query, and retrieval-augmented generation (Lewis et al., 2020)

and its extensions (e.g., Fusion-in-Decoder (Izacard and Grave, 2020)) have

shown that it is possible to generate longer outputs using this information.

RETRO (Borgeaud et al., 2021) and WebGPT (Nakano et al., 2021) take this

to a web-scale extreme. However, we are also able to leverage static analysis

based on the usage graph, which has no analogue for text.

Linking with T5 While our use of CodeT5 for type prediction is novel to

our knowledge, T5 (Raffel et al., 2019) has been applied to a range of NLP

tasks like summarization. Most similar to ours is its use for entity linking

(Petroni et al., 2021): Systems in this vein generate names of entities token

by token (De Cao et al., 2020) and are able to generalize to new entities like

TypeT5. However, the presence of ad hoc types for each new context and the

types of context clues needed are very different in the code setting than in

natural language.

Structured Prediction Our iterative decoding process can be viewed as

applying a learned policy to perform structured prediction (BakIr et al., 2007,

Daumé et al., 2009). In this work, our training scheme can be viewed as

behavior cloning since the model directly conditions on ground-truth human

annotations, which can lead to distributional mismatch between training and
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inference time. Applying more advanced training schemes such as Scheduled

Sampling (Bengio et al., 2015), DAgger (Ross et al., 2011), or reinforcement

learning (Sutton and Barto, 2018) may help further boost the performance of

iterative decoding.

3.6 Real Examples Produced by TypeT5

We run TypeT5 on the actual code corresponding to the example shown

in Figure 3.1 and show the obtained preamble (Figure 3.5), usee context

(Figure 3.6), main code (Figure 3.7), and user context (Figure 3.8) for the

ModelWrapper.predict element. For each type predicted by the model, we in-

dicate whether it is correct with a green or red marker, and if not, also show

the ground truth type in red. Note that these outputs were generated by the

model in the second pass of the sequential decoding process (described in sub-

section 3.3.4), so all the elements have already been annotated at least once

(but some may have not been annotate the second time).
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Figure 3.5: The preamble gathers all the important statements and class head-
ers from the current file. This helps the model see which types are available
and where each symbol comes from.
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Figure 3.6: The usee context shows the signature of the elements that are
used by the main code or by elements from the user context. By seeing their
predicted type signatures, the model can understand the type-level behavior
of these definitions without having to dive into their implementation.
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Figure 3.7: The main code is the element that is being annotated by the model
at the current decoding step. The model has made two errors in this example,
both of which can be directly attributed to the previous two errors made in
the usee context (line 102 and line 97). This shows that the model is making
coherent predictions according to the context, and such errors can be avoided
if the user has corrected the previous errors (as described in subsection 3.4.4).
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Figure 3.8: The user context shows two callers of the predict method from the
main code. We see that the model successfully predicts all user-defined types,
despite the fact that these are all new classes defined in the current project.
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Chapter 4

Coeditor: Leveraging Contextual Changes for

Multi-round Code Auto-editing

Building on our previous work on probabilistic type inference, we now

shift our focus to a more general and important problem: contextual code

editing prediction. While both tasks require analyzing programs at the project

level and leveraging global information, the latter aims to predict how to edit

a piece of code based on other relevant changes made elsewhere in the same

project—in some sense, type inference can be viewed as predicting a special

type of code edits. To address this challenge, we reuse some of the ideas from

our type inference work, such as using lightweight static analysis to construct

dynamic contexts and modeling our problem as masked span infilling.

4.1 Introduction

In recent years, there has been enormous interest in applying trans-

former models for code generation (Ahmad et al., 2021, Allal et al., 2023,

Chen et al., 2021, Feng et al., 2020, Fried et al., 2022, Wang et al., 2021),

0An early version of this chapter was submitted to NeurIPS 2023. Jiayi Wei is the first
author of the paper, and with the help from other authors, he developed the research idea,
wrote the code, performed the experiments and analysis, and wrote the paper.
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Figure 4.1: The multi-round auto-editing task. The user inspects the model
output in each editing round and can optionally perform manual editing.

which has led to impressive performance on tasks such as program synthe-

sis (Li et al., 2022, Nijkamp et al., 2022), program translation (Lachaux et al.,

2020, Szafraniec et al., 2022), type inference (Jesse et al., 2022, Wei et al.,

2023), and code auto-completion (Guo et al., 2021, Nguyen and Nadi, 2022,

Svyatkovskiy et al., 2021, Zhang et al., 2023).

While these approaches effectively help programmers creating new code,

they are not as adept at assisting with revising existing code. Code comple-

tion tools like GitHub Copilot do not track programmers’ changes and cannot

predict where and how to make additional modifications. However, during a

software project’s development cycle, developers often spend significant time

editing code—changes made to one part of the codebase typically affect many

others, and manually propagating these changes can be tedious and time-

consuming.

In this work, we introduce a task that we call (multi-round) auto-editing

where the goal is to predict edits to code conditioned on the user’s previous
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edits. In particular, given an original codebase U and a set of code changes

∆1, . . . ,∆k that are semantically related (like those forming part of a commit),

the auto-editing problem is to predict how to modify a specified region of code

u ∈ U by learning the following distribution:

P (∆u | ∆k . . .∆1, U) . (4.1)

Importantly, we allow the target region region u to overlap with any previous

modifications ∆1, . . . ,∆k to support repeated editing to the same region. This

formulation enables the workflow illustrated in Figure 4.1, where a user can

work alongside the model in multiple editing rounds, accepting suggestions

matching the user’s intent and making additional edits manually if necessary.

To solve this problem, we propose a new model called Coeditor that

builds on top of the established CodeT5 (Wang et al., 2021) model architecture

and pre-trained checkpoint. Coeditor is based on two key ideas. First, it

encodes all prior code edits ∆1, . . . ,∆k using a line-based diffing scheme and

decodes ∆u using masked span infilling; and, second, it uses lightweight static

analysis to pull in relevant parts of the codebase U . To effectively handle

large contexts with numerous code changes, we also replace CodeT5’s dense

attention with a block-sparse attention pattern, allowing us to reduce the

computation cost while maintaining the ability to attend to all relevant code

changes.

Another challenge in developing Coeditor is the lack of suitable training

data for multi-round auto-editing. We address this issue by collecting a new
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dataset, PyCommits, from the commit histories of 1650 open-source Python

projects on GitHub. We compute tree-differences between adjacent codebase

versions to identify modifications to the same Python function and randomly

split some changes into the model input for training in repeated editing sce-

narios. During testing, we use ground truth code changes to simulate user

decisions regarding when to accept partial changes suggested by the model

and when to manually perform edits missed by the model.

We compare our approach against existing code infilling models and

show that, even in a simplified setting that requires predicting a single edited

line in isolation, they severely lag behind our change-aware model: our method

achieves 60.4% exact match accuracy, almost twice that of the best performing

code infilling model despite using a model that is 30x smaller. In the full multi-

round setting, we found that Coeditor automates editing 46.7% of the changed

lines, saving the user 28.6% of keystrokes measured by an edit distance metric

that accounts for cursor movement.

In summary, this work presents the following main contributions:

• We introduce the multi-round code editing suggestion task, along with

the corresponding PyCommits dataset and evaluation framework.

• We introduce a new code editing model derived from CodeT5, using a line

diff-based encoding scheme and enhancements that enable the model to

condition on long contexts and appropriate other parts of the codebase,

addressing key challenges in this setting.
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• We release our source code, dataset, model, as well as a VSCode exten-

sion that supports interactive usage to foster future research.

4.2 Motivating Example

In this section, we illustrate our technique using the example in Fig-

ure 4.2, showcasing a two-round interaction between the user and our Coeditor

model. Subfigures (a) and (b) display two initial user changes, while subfigures

(c) and (d) illustrate two sequential Coeditor invocations with inlined model

suggestions. We further analyze this example in detail below.

First, the user modifies the pack batch function in subfigure (a) to read

a new dictionary key, ‘‘cost’’, from each row in the input. The extracted

values are used to compute the total cost of the batch and added to the output.

Next, the user removes three lines at the top of the group to batches function

in subfigure (b). By removing these three lines, the user wants to avoid creating

these lists beforehand and instead plans to call the process edit function

inside the for loop below.

The user then scrolls down and invokes Coeditor at the bottom half

of the same function (subfigure c). Here, the modified pack batch function is

called at lines 225 and 228 in subfigure (c), and its argument current batch

is iteratively constructed from row, which is a dictionary defined at line 215.

Hence, the model correctly infers that row should be updated to include a

‘‘cost’’ key. Examining the surrounding context, the model also identifies

that the ex cost variable (defined at line 209) should be used as the inserted
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Figure 4.2: An example usage of Coeditor. (a) The user first edits the
pack batch function to read an additional dictionary key, ‘‘cost’’, from
each row in the input. (b) The user then removes 3 lines at the top of the
group to batches function. (c) The user now invokes Coeditor at the bottom
half of the same function. Coeditor correctly suggests adding a ‘‘cost’’ key to
the dictionary variable row, but it fails to address the now undefined variables
underlined in red. (d) However, if the user accepts the suggested change and
manually introduces two new variables at line 209, Coeditor can then suggest
the correct changes accordingly.
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dictionary value.1

While Coeditor makes some useful editing suggestions so far, it does not

address the now-undefined variables underlined in red by the IDE in subfigure

(c). In particular, as there are no obvious alternatives nearby to replace these

variables, Coeditor is unable to automatically fix these errors. Such a situa-

tion is common when the surrounding changes alone do not provide sufficient

information to derive a complete solution. Therefore, the user can accept the

partial changes suggested by the model and then manually introduce two new

variables at line 209, as shown in subfigure (d). Coeditor can then leverage

these new variables to suggest the correct changes needed to fix the errors.

This iterative approach enables Coeditor to adapt and refine its sug-

gestions based on additional user edits, providing a more efficient and flexible

code editing experience compared to existing code completion techniques. By

incorporating the editing history into the prediction context, Coeditor demon-

strates its potential to assist developers in a wide range of code editing tasks,

from simple modifications and refactoring to more complex codebase-wide up-

dates.

1TypeT5 would produce the same result even if pack batch were defined far away or
in a different file, as Coeditor tracks all changes ∆i the user has made since the last commit
and incorporates them into the prediction context.
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4.3 Methods

Recall from the introduction that we wish to model the distribution

P (∆u | ∆k . . .∆1, U). To this end, we first describe how to encode the target

change ∆u and contextual changes ∆1 . . .∆k (subsection 4.3.1). We then

describe how to form the context from the codebase U using function signatures

(subsection 4.3.2). These choices naturally lead to a model compatible with

fine-tuning CodeT5, which was pre-trained on the masked span infilling task

(subsection 4.3.3). Finally, we describe our new dataset that is used to fine-

tune this model (subsection 4.3.5).

4.3.1 Representing Code Changes

A suitable format is required to map code changes into token sequences

that can be processed by a seq2seq transformer language model. In our setting,

we want to select a format that encodes and decodes code changes in a uniform

manner while minimizing the number of tokens the model needs to produce.

Hence, we adopt a line-diff-based format, enabling us to convert auto-editing

into a masked span infilling problem (Wang et al., 2021).2

Consider a block of code u to be made up of lines l1, . . . , lm and a user-

specified edit region that spans between line a and a+n, where 1 ≤ a ≤ a+n ≤

m. Moreover, each line is associated with a status variable si indicating what

2Prior work has proposed various methods to produce code changes. e.g., Zhang et al.
(2022) learns the distribution P (u′ | u) and Reid and Neubig (2022) tags each input token
with a label indicating deletion, insertion, or replacement. However, these methods require
more copying or tagging, resulting in longer output sequences compared to our approach.
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type of change (if any) has already been made; si ∈ {(empty), <add>, <del>}.3

We represent the input code by a function EncInput that (optionally) prepends

status tokens s1 . . . sm and placeholder tokens <1> . . . <n> at the start of each

line:

EncInput(u) = s1l1s2l2 . . . <1>sala<2>sa+1la+1 . . . <n>sa+nla+n . . . smlm .

For contextual changes ∆1 . . .∆k, we can represent them using the same format

but with an empty edit region. When the target change ∆u contains line

additions, denoting the jth line to be inserted before line i as l′ij, we can

represent ∆u using the following expression,

EncOutput(∆u) = <1>IaDa<2>Ia+1Da+1 . . . <n>Ia+nDa+n ,

where Ii = <add> l′i1<add> l′i2 . . . <add> l′i|Ii| ,

Di = if li is to be deleted then <del> else (empty) .

Note that we add a further restriction that forbids Di from being <del> if

si is <add> in order to prevent the model from modifying a line that has

just been added; we discuss this in more detail in ??. Figure 4.3 illustrates

this line-diff-based encoding scheme using the example from Figure 4.2. This

format ensures that if we replace the placeholder tokens in the input with the

corresponding changes specified in the output sequence, we obtain the total

change that combines u and ∆u.

3We represent edits as line diffs output by Differ.compare using the standard
difflib library.
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Figure 4.3: Coeditor encoding format. (Left) the input sequence adds place-
holder tokens to indicate code region to edit. (Top right) the output sequence
specifies further changes at each placeholder token. (Bottom right) relevant
signatures are retrieved from the codebase and added to the context. (In this
example, the Python module is called motivating).
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4.3.2 Analyzing Relevant Signatures

Having described how we represent code changes, we must also estab-

lish a method for feeding U , the remaining codebase, to the model. Simply

inputting the entire codebase as is would result in an excessive number of

tokens, overwhelming the context. Instead, inspired by the ideas proposed

in previous type inference work (Pradel et al., 2020, Wei et al., 2020, 2023),

we employ lightweight static analysis to extract the most relevant information

into the context, as outlined below.

For each target code region u, we analyze its pre-edit code and generate

a list of its usages.4 In the case of a function usage, we retrieve its function

signature; for a variable or class member usage, we retrieve the first statement

in which it was assigned. We then concatenate all these usages into a single

“document”, as shown at the bottom right of Figure 4.3, which serves as

additional input context. This approach allows the model to access the most

pertinent information about the current code region and significantly improves

model performance (Table 4.5), while generating only a small number of extra

tokens in the context (Table 4.2).

4.3.3 Adapting CodeT5

Our model is based on the architecture and pre-trained weights of

CodeT5 (Wang et al., 2021). CodeT5 was pre-trained on a large corpus of code

4We use the Jedi package for this purpose: https://github.com/davidhalter/jedi.
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Figure 4.4: Coeditor encoder sparse attention pattern. All attention between
the reference blocks are skipped to avoid the quadratic cost of dense attention.

data using the masked span infilling objective, making it a suitable choice for

our problem. We employ the CodeT5-base model, containing 220M parame-

ters, and fine-tune it for our code auto-editing setting. Although the original

CodeT5 model was pre-trained with a small sequence length of 512, its relative

positional encoding scheme allows us to fine-tune it on much longer sequences

for our problem.

Considering that a single commit may contain numerous code changes,

concatenating all changes into a single input can lead to long token sequences

that are difficult for the CodeT5 model to process with dense attention. To

mitigate this issue, we replace the full attention in its encoder with a block-

sparse attention pattern, illustrated in Figure 4.4. This pattern divides the

input sequences into multiple reference blocks and a query block. The query

block contains the code to be edited, whereas each reference block encodes a

contextual unit change ∆uj or a chunk of the signature document. We limit

the sequence length of each block to 512 tokens for references and 1024 for the
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query, dividing longer blocks into multiple ones if necessary. The self-attention

within each block is performed as usual, but the attention between different

reference blocks is skipped to save computation, similar to other retrieval-

augmented models (Izacard and Grave, 2021). However, we still allow the

query block to attend to and be attended by all reference blocks (a global

attention block (Beltagy et al., 2020, Zaheer et al., 2020)). We also set the

relative distance between each reference and the query to be infinite when

computing the relative positional encoding, making the model is insensitive to

the ordering of the references. We are able to use a total of 16.4K reference

tokens at test time, which is sufficient to cover 88.8% of problem instances in

our test set without truncating the context (Table 4.2).

4.3.4 Discussion of Sparse Attention Mechanisms

The block-sparse attention pattern we described in subsection 4.3.3

follows past work on retrieve-and-read models for natural language question

answering. Specifically, it resembles Fusion-in-Decoder (Izacard and Grave,

2021) with three changes. First, we have no notion of a question that is

jointly encoded with each retrieved snippet. Second, our target code block u

is given special status in the encoder and can globally attend to each retrieved

snippet. Third, we modify the relative positional encoding to make each query

“infinitely” far from the reference.

Our approach also resembles Longformer (Beltagy et al., 2020) or Big-

Bird (Zaheer et al., 2020), most notably in how our query block’s cross-
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attention with the references can be viewed as an instance of global attention.

However, our segments do not come from a coherent context, so our local

attention component is a block-diagonal sparse matrix rather than a sliding

window as in those methods. Our modification to relative position encod-

ing also makes our model invariant to the ordering of references, helping it

generalize to different editing orders at inference time.

4.3.5 The PyCommits Dataset

To train our model, we gather real-world code changes from the commit

histories of open-source Python projects, a dataset we call PyCommits. For

each commit, we first identify which changes are made to the same code unit (a

unit can be either a function, a region of a class, or a region of a module) and

subsequently separate the commit into a list of unit additions, unit deletions,

or unit modifications. As our work primarily focuses on code editing, only unit

modifications are used as training labels, while the other two types of changes

remain visible to the model as context.

For each unit modification, we create a training problem instance that

instructs the model to predict the code change based on all prior (but not

future) changes from the same commit. Git does not record the editing order

of changes within the same commit, so we employ a simple heuristic that sorts

unit changes according to their source code locations and the import order

between modules. Specifically, we assume that units within the same file are

modified from top to bottom, and if a module imports another module, changes
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Table 4.1: General statistics of the PyCommits dataset.

train valid test

projects 1550 50 50
used commits 217K 5006 5854
modified files 501K 10.1K 11.1K
modified functions 958K 20.1K 22.5K
modified lines 7.10M 143K 169K

Table 4.2: Additional statistics specific to our technique, computed over the
test set.

definition median mean max ≥ max

query tokens EncInput(u) 258 361.9 1024 7.8%
output tokens EncOutput(∆u) 60 89.7 512 1.3%
prev change tokens EncInput(∆1 . . .∆k) 1625 4.14K 16.4K 11.2%
signature tokens {signature(v)}v∈usages(u) 313 515.5 15.9K 0.0%

in the imported module occur before those in the importing module.5 To train

our model for the proposed multi-round editing setting, we generate synthetic

data demonstrating repeated editing to the same code unit as follows: for

those code change involving least two changed lines, we randomly sample a

subset of the changes as the prediction target and line the remaining changes

into the input. For example, the problem instance shown in Figure 4.3 can be

generated by inlining 2 of the 6 changed lines in the input.

We construct a new code editing dataset using the commit history

of 1,650 Python projects with permissive licenses (MIT, Apache, and BSD)

sourced from GitHub. We use 50 of the projects for testing and 50 for val-

5Note that this ordering mainly affects how we generate the training and testing data.
At test time, our model can condition on changes both above and below the edit region.
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idation and use the remaining 1,550 projects for training. We use at most

1000 commits per project per project to ensure that the model is trained on

a diverse set of code changes. We show the general statistics in Table 4.1 and

the statictics that are specific to our technique in Table 4.2. Tokenization is

performed using the CodeT5 tokenizer.

4.4 Evaluation

In this section, we first compare Coeditor with prior code completion

approaches on a simplified version of the editing task. We then report Coedi-

tor’s performance on the proposed multi-round editing task and conduct abla-

tion studies. Example model outputs are included in the end of this chapter.

Training Setup We initialize Coeditor with the CodeT5-base checkpoint

(220M parameters) and train the model on our training set for 1.75 epoch,

gradually increasing the model reference context size from 2048 tokens to

4096 tokens (at epoch 1) and then to 8192 tokens (at epoch 1.5). We use

Huggingface’s Trainer implementation and the AdamW optimizer, with a lin-

ear learning rate schedule with a starting learning rate of 2e-5 and 0.01 weight

decay. We train the model with a fixed batch size of 1 and a total of 1.34 mil-

lion training steps. Training took about 5 days on a single NVIDIA Quadro

RTX 8000 GPU with 48 GB memory.
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4.4.1 Comparison with Code Completion Approaches

Baselines We compare Coeditor with 3 open-source code generation models:

InCoder-1B, InCoder-6B (Fried et al., 2022), and SantaCoder (Allal et al.,

2023). All three code generation models are trained with the Fill-in-the-middle

pre-training objective (Aghajanyan et al., 2022) and use a context size of 2048

tokens.

Creating test instances We generate code completion problem instances

from real commits as follows. For each code change in PyCommits, we take

the last changed line as the completion target. If the last change is a modifica-

tion, we delete the modified line and let the model fill in the new version of the

line. If the last change is a deletion, we simply discard the change. We then

inline all changes before the target into the prediction context. This inlining

process is implemented differently for each model: for our Coeditor model,

the inlined changes are visible to our model following the encoding scheme

described in subsection 4.3.1; for the code completion models, we simply ap-

ply the inlined changes to the original code and use the resulting state as the

model input. Also note that while our model constructs its prediction context

using relevant changes and static analysis (as described in subsection 4.3.2),

the code completion models (which are unaware of code changes) only use the

code surrounding the completion target as the prediction context. We call this

test dataset, derived from our PyCommits test set, PyCommits-OneLine.

93



Table 4.3: Performance on 5000 code completion instances extracted from
edits (PyCommits-OneLine). Add EM and Replace EM are the (enhanced)
exact-match accuracies on addition and replacement change, respectively.

Model Parameters Add EM (%) Replace EM (%) Overall EM (%)

InCoder1B 1.3B 29.0 25.2 26.2
InCoder6B 6.7B 34.0 30.4 31.3
SantaCoder 1.1B 31.0 28.1 28.8
Coeditor 220M 47.1 64.9 60.4

Results We report the performance (without fine-tuning on this task) of all

approaches in Table 4.3. We use an enhanced exact-match (EM) accuracy

metric that performs semantic-preserving code normalization before checking

for string equivalence.6 The results are measured on 5000 code completion

problems sampled from our test set. We see that Coeditor significantly out-

performs the other code generation models for both addition and replacement

changes. Coeditor achieves an overall EM of 60.4%, which is almost twice as

high as the best performing code completion model (31.3%), despite using a 30

times smaller model, demonstrating the significant benefits of incorporating

editing history for code completion. We also include 3 example model outputs

on this task in section 4.6.

6We normalize Python code by (1) parsing the code into a syntax tree using the ast
library, (2) removing any comments and docstrings, (3) sorting all keyword arguments in
function calls, and (4) un-parsing the syntax tree.
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4.4.2 Multi-round Editing

This evaluation focuses on the editing assistant use case where we as-

sume the user has some desired code changes in mind, and we aim to evaluate

how much the model can save the user’s effort by automating as much changes

as possible, potentially under the guidance of the user. The user can accept

partial changes suggested by the model and make additional changes manually

if needed.

Evaluation workflow To evaluate the above use case automatically, we use

the ground-truth code changes to simulate the user’s actions. In particular,

when the model predicts a list of changes, we compare the predicted changes

against the ground truth changes line-by-line and accept any line change that

exactly matches the ground truth. If none of the suggested changes match the

ground truth, we assume the user will manually perform the first remaining

change. In both cases, after the additional changes, we rerun the model to ob-

tain new suggestions and repeat until all desired changes have been performed

or the round limit = 6 has been reached. In the end, we compute the total

gain using the difference between the editing cost of the ground truth and the

accumulative editing cost of all manually performed edits.

Measuring editing cost There are multiple ways to measure the cost of

performing a code change. Since there is no consensus on the best metric, we

report 3 metrics in our results. Prior work (Lavazza et al., 2023) suggests that
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for code understanding tasks, simple line counts-based metrics are almost as

good as more complex metrics, hence our first metric, Lines, simply measures

the number of changed lines before and after the edit. We also report Lev-

enshtein, the classic Levenshtein editing distance metric that measures the

minimal number of character addition, deletion, and substitution needed to

transform one string into another. Although simple, the Levenshtein distance

doesn’t model many important aspects of code editing, such as the cost asso-

ciated with cursor movement, and it also under-count the cost of substitution

and over-count the cost of large deletions. Hence, we propose an additional

metric, Keystrokes, that aims to better approximate the number of needed

user keystrokes than Levenshtein by allowing for batch deletion and account-

ing for the cost of cursor movements. We describe this metric in detail below.

Note that the total gain can be negative when measured with Levenshtein and

Keystrokes.7

Keystroke Distance We developed a string distance metric incorporating

the cost of cursor movement, approximating the number of keystrokes needed

to transform an input string into an output string.

Given the initial state with i=len(input), j=len(output), cursor dis=

init cursor dis, and deleting=False, the cost is calculated using dynamic

programming with the optimal combination of the following operations:

7For example, the Levenshtein distance of modifying a sentence is lower than the total
of first deleting the sentence and then adding a new one.
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• M: Match character (cost=0), requires input[-i] == output[-j] and

not deleting, results in i -= 1, j -= 1, and cursor dis += 1.

• D: Delete input character (cost=1), requires cursor dis == 0 and not

deleting, results in i -= 1.

• A: Add output character (cost=1), requires cursor dis == 0 and not

deleting, results in j -= 1.

• C: Move cursor to current position (cost=min(cursor dis, jump cost)),

requires no conditions, results in cursor dis = 0.

• S: Begin deletion (cost=1), requires cursor dis == 0 and not deleting,

results in deleting = True.

• K: Continue deletion (cost=0), requires deleting, results in i -= 1.

• E: End deletion (cost=1), requires cursor dis == 0 and deleting, re-

sults in deleting = False.

Where jump cost is a constant that we set to 4 when reporting our results.

Note that this model does not consider copying and pasting operations. The

worst-case complexity of this algorithm is O(len(input) × len(output) ×

jump cost).

Results We report the evaluation results on 5000 problems sampled from

our test set in Table 4.4, and we also report the single-round performance for
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Table 4.4: Multi-round evaluation results measured on 5000 problems from
the PyCommits test set. Lines, Levenshtein, and Keystrokes are the average
total gains in the corresponding metrics. Rounds is the average number of
rounds needed to complete all desired changes.

Setting Lines (%) Levenshtein (%) Keystrokes (%) Rounds

SingleRound 28.5 23.1 19.2 1
MultiRound 46.7 25.9 28.6 2.43

reference. We see that Coeditor achieves much larger total gains under the

multi-round setting, especially when measured with the Lines and Keystrokes

metric (which we believe more accurately captures the user editing effort than

Levenshtein). We also show 3 examples of the model’s suggestions in sec-

tion 4.7.

4.4.3 Ablation Studies

We retrain the model with various components disabled to study their

impact on the overall model performance. We report the (single-round) exact

match performance of each variation on the entire PyCommits validation set

in Table 4.5. The results show that removing any of the components leads to a

decrease in performance, highlighting the importance of each component in the

overall model. Specifically, when we remove the explicit feeding of code changes

(No Diffs), the EM drops the most, from 42.1% to 26.1%. When we disable

the static analysis component (No Signatures), the EM decreases to 33.3%.

Using a smaller limit of reference tokens impacts the model performance the

least, reducing EM to 39.8%. All results reported in Table 4.5 were obtained
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Table 4.5: Ablation results on the entire validation set (PyCommits). All
pairwise differences are statistically significant with p < 0.05 using a paired
bootstrap test.

Ablation Description EM (%)

No Diffs Feeding the same input to the model except that all
changes are replaced with their post-edit results alone.

26.1

No Signatures Disabling the static analysis component and removing
function and class signatures from the prediction con-
text.

33.3

Small Context Reducing the max number of reference tokens from
16K to 2048.

39.8

No Ablation Model trained with our default settings. 42.1

by training the model for half amount of training steps to save compute.

4.5 Related Work

The past work most similar to our setting is that of Brody et al. (2020),

which also targets a contextual code editing setting. However, it can only

predict a restrictive set of code changes expressable as moving, deleting, or

copying existing AST nodes and cannot generate novel expressions that are

not present in the input. It also doesn’t make use of modern transformer

architecture or pre-training techniques. In contrast, Ni et al. (2021) takes a

rule-based approach, using program synthesis methods to distill similar change

patterns in the context and make editing suggestions accordingly.

There is also prior work on non-contextual code change prediction set-

tings. In Chakraborty et al. (2020), the authors use past code patches to train

the model to perform similar edits and evaluate it on future edits in the same
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codebase. However, since the model does not condition on relevant changes,

their technique requires retraining the model for new types of edit patterns.

Panthaplackel et al. (2020a) proposes augmenting the decoder with a direct

copying mechanism to help a encoder-decoder model perform editing tasks.

Zhang et al. (2022) proposes a de-noising pre-training scheme, in which they

randomly corrupt actual code snippets and train the model to predict the un-

corrupted version from the corrupted version. Tufano et al. (2021) focuses on

predicting code review changes using developer discussions. Reid and Neu-

big (2022) focuses on modeling the iterative editing process of texts and code

and proposes a different change encoding scheme that represents edits at the

word-level based on the Levenshtein algorithm.

Lastly, there is prior work that focuses on on learning to update code

comments (Panthaplackel et al., 2020b) or generating natural language de-

scriptions (Panthaplackel et al., 2022) from code changes. This work, we focus

on measuring our model’s ability to make correct code changes and remove

comments and doc-strings before measuring the exact accuracy.

4.6 Code Completion Examples

To help the reader see why including contextual changes can be benefi-

cial for (editing-related) code completion problems, we compare Coeditor and

InCoder6B’s outputs on 3 example problems from our test set in the next few

pages (Figure 4.5–Figure 4.10). These examples are sampled from a subset

that are small enough to be presentable within one or two pages and in which
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Coeditor outperforms InCoder6B.

4.7 Multi-round Editing Examples

We show 3 multi-round editing examples from our test set in Fig-

ure 4.11–Figure 4.15. These examples are sampled from a subset that are small

enough to be presentable within two pages and in which Coeditor achieved 50–

100 total keystrokes edit gain.

Figure 4.5: Code completion example 1. Coeditor sees from the relevant con-
textual changes (shown in Figure 4.6) that some get asynclib() calls should
be replaced with get async backend(), so it correctly suggested the change
based on the deletion before the infilling point. InCoder was not able to see
the deletion and infilled the original code given only the surrounding code.
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Figure 4.6: Code completion example 1: relevant contexts. The changes high-
lighted in orange tell Coeditor that some get asynclib() calls should be re-
placed with get async backend().
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Figure 4.7: Code completion example 2. Coeditor was able to suggest the cor-
rect code based on a similar change from another file (Figure 4.8, highlighted
in orange), whereas InCoder was not able to see the change and suggested a
wrong statement.
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Figure 4.8: Code completion example 2: relevant contexts.
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Figure 4.9: Code completion example 3. Coeditor was able to suggest adding
the correct attribute initialization based on the new usage highlighted in Fig-
ure 4.10, whereas InCoder was not able to see the new usages and hallucinated
a new attribute.
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Figure 4.10: Code completion example 3: relevant contexts.
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Figure 4.11: Multi-round editing example 1. Coeditor correctly suggested
a subset of the ground-truth changes. Contextual changes omitted for this
example.
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Figure 4.12: Multi-round editing example 2 (round 3). Coeditor misun-
derstood the user’s intention and suggested adding two more arguments to
the EncodedVideo.from path function call. Under our multi-round evaluation
strategy, we assume the user would then manually add the next line from the
ground truth changes (see the next figure).
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Figure 4.13: Multi-round editing example 2 (round 4). With the next line
change from the ground truth added, Coeditor understood that the user in-
tended to only change the calling style and was thus able to suggest the correct
change.
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Figure 4.14: Multi-round editing example 3. Coeditor was able to predict the
correct change in the first editing round by identifying a similar change inside
a different function (see Figure 4.15, highlighted in orange).
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Figure 4.15: Multi-round editing example 3 (reference blocks). The bottom
changes highlighted in orange are similar to the changes needed in Figure 4.14.
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Chapter 5

Conclusion and Future Work

In this thesis, we presented techniques that combine static analysis,

code transformations, and machine learning to tackle two challenging problems

in the domain of programming languages: probabilistic type inference and

contextual code change prediction.

We first introduced LambdaNet, a neural architecture for type infer-

ence that combines explicit program analysis with graph neural networks.

LambdaNet demonstrated improved performance over state-of-the-art tools

in predicting library types and effectively predicted user-defined types not en-

countered during training. Despite its success, LambdaNet had limitations in

handling function types and generic types.

To address these limitations, we developed TypeT5, a system that inte-

grates a pre-trained code completion model (CodeT5) with lightweight static

analysis and a new decoding scheme. TypeT5 outperformed previous systems

and showed that incorporating the right context with static analysis signifi-

cantly improved the prediction of rare and complex types. This work high-

lights the potential of leveraging pre-trained code models and static analysis

for probabilistic type inference tasks.
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Finally, we introduced Coeditor, an approach for multi-round code

auto-editing based on the CodeT5 architecture. Coeditor incorporated line diff

format and static analysis to create large customized model contexts, resulting

in substantial performance improvements over existing code completion meth-

ods. We also demonstrated the practical application of Coeditor by releasing

a VSCode extension for interactive model usage.

Our work emphasizes the importance of combining static analysis with

machine learning models to increase their effectiveness in tackling complex

programming tasks. The techniques presented in this thesis have the poten-

tial to be applied to various programming tasks beyond type inference and

code change prediction. For instance, they could help developers with code

refactoring, code generation, and unit testing by providing context-aware and

edit-sensitive suggestions. We hope that our work will inspire future research

in this area, ultimately leading to more powerful and versatile tools for en-

hancing developer productivity.

Looking ahead, there are several potential improvements and extensions

to our type inference systems that could be explored for future work. One

critical area for advancement lies in enforcing hard constraints during inference

could provide consistent and reliable type assignments, enhancing the quality

of the predictions. Another crucial direction for future work is to align the

training and inference processes more closely. Our TypeT5 system creates a

distribution discrepancy as it conditions only on previously predicted types

during inference, despite incorporating user annotations from real code into
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the context during model training. This discrepancy could lead to suboptimal

performance. Advanced training schemes such as reinforcement learning could

be utilized to better align these processes, potentially boosting the performance

of the system. Moreover, enhancing the static analysis-based retrieval methods

to obtain additional types of relevant context information beyond user-usee

relations could further increase the accuracy of our models.

In terms of Coeditor, a promising direction for future work would be

extending the model to help users identify regions of code that need to be

changed within the entire codebase. This feature could enable new types of

usage such as auto-refactoring. Furthermore, it would be beneficial to explore

methods for allowing the model to interactively collaborate with users in edit-

ing partially modified lines. While our current design prevents the model from

modifying lines that the user has already changed, this restriction can also

limit the practical usage of our tool.
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