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Abstract

Quantum Meets Optimization and Machine Learning

Ruizhe Zhang, PhD
The University of Texas at Austin, 2023

SUPERVISOR: Dana Moshkovitz

With the advent of the quantum era, what role the quantum computer will

play in optimization and machine learning becomes a natural and salient question.

The development of novel quantum computing techniques is essential to showcase

the quantum advantage in these fields. At the same time, new findings in classical

optimization and machine learning algorithms also have the potential to stimulate

quantum computing research.

In the dissertation, we explore the fascinating connections between quantum

computing, optimization, and machine learning, paving the way for transformative

advances in all three fields. First, on the quantum side, we present efficient quan-

tum algorithms for fundamental problems in sampling, optimization, and quantum

physics. Our results highlight the practical advantages of quantum computing in

these fields. In addition, we introduce new approaches to quantum complexity the-

ory for characterizing the quantum hardness of optimization and machine learning

problems. Second, on the optimization side, we improve the efficiency of the state-

of-the-art classical algorithms for solving semi-definite programming (SDP), Fourier

sensing, dynamic distance estimation, etc. Our classical results are closely inter-

twined with quantum computing. Some of them serve as stepping stones to new

quantum algorithms, while others are motivated by quantum applications or inspired
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by quantum techniques. Third, on the machine learning side, we develop fast clas-

sical and quantum algorithms for training over-parameterized neural networks with

provable guarantees of convergence and generalization. Furthermore, we contribute

to the security aspect of machine learning by theoretically investigating some poten-

tial approaches to (classically) protect private data in collaborative machine learning

and to (quantumly) protect the copyright of machine learning models. Fourth, we

investigate the concentration and discrepancy properties of hyperbolic polynomials

and higher-order random walks, which could potentially be applied to quantum com-

puting, optimization, and machine learning.
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Chapter 1: Introduction

Quantum computing, optimization, and machine learning are three exciting

areas where the research community has achieved great success in the few years. In

quantum computing, several research teams have built increasingly powerful quantum

computers. The landmark achievement of “quantum supremacy" was demonstrated

by Google [AAB+19], USTC [ZWD+20a, WBC+21b], and Xanadau [MLA+22]. Si-

multaneously, in the field of optimization, groundbreaking algorithms for solving

problems like linear programming [CLS19], shortest paths [BNWN22], and network

flows [CKL+22] have been proposed. Furthermore, to overcome the challenges of

“big data”, the landscape of optimization has been significantly extended with numer-

ous new techniques being introduced, including distributed optimization [BPC+11],

stochastic optimization [KB15], online optimization [GKR13], and private optimiza-

tion [FKT20], among others. The third domain, machine learning, through the rise

of deep neural networks, has witnessed breakthroughs across a myriad of tasks from

natural language processing [BMR+20] to playing Go [SAH+20] and Dota 2 [OB+19].

Some people may perceive quantum computing, optimization, and machine

learning as individually isolated islands, but in fact, they are highly intertwined. A

primary objective of quantum computing is to solve problems that classical algo-

rithms struggle with. Indeed, many optimization problems, such as job scheduling,

portfolio optimization, and integrated circuit layout, pose excellent opportunities to

leverage the advantages of quantum computing. While it is unlikely that quantum

computers will find optimal solutions to NP-hard problems, we still hope they can

find approximate solutions faster than classical computers or even produce heuristi-

cally better approximations. And this hope has been largely fueled by methods based

on machine learning, such as the variational quantum algorithms [PMS+14, FGG14a]

and quantum neural networks [ASZ+21]. Furthermore, a series of techniques known

as quantum linear algebra [HHL09, CGJ19, GSLW19, LKAS+21] has been developed
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to exponentially speed up a range of linear algebra operations, such as solving linear

systems, matrix multiplications, etc. As a result, they lay the groundwork for nu-

merous quantum optimization and machine learning algorithms that are much faster

than their classical counterparts.

Concurrently, optimization and machine learning have proved vital in address-

ing fundamental problems in quantum computing and quantum information. For

instance, semi-definite programming has emerged as an indispensable tool for char-

acterizing quantum correlations and probabilities [BZ06, Mir23]. Additionally, online

learning has been effectively applied to learn quantum states [ACH+18, CHL+22].

Furthermore, the principles of deep learning theory have been adapted to predict

complex quantum systems [HKT+22, CHC+22].

However, there remain several important questions underlying the intricate

interplay among quantum computing, optimization, and machine learning:

• Question 1: To what extent can a quantum computer assist in an optimiza-

tion or machine learning problem? On the algorithmic side, even for problems

that are well-understood in the classical context, it often proves challenging

to directly apply existing quantum techniques for their resolution. Due to the

sharp differences between quantum and classical computations, there exist some

quantum-unique issues that have never been studied in the classical literature.

On the complexity side, understanding the limitations of quantum computing

with regard to problems is a daunting task. Notably, most optimization and

machine learning problems are more complicated than those typically studied

in quantum complexity theory, and people care more about the average-case

complexity rather than their worst-case complexity, thus demanding novel ap-

proaches and techniques.

• Question 2: How kind of quantum resources are required to implement these

quantum algorithms? The capabilities of current quantum devices are still lim-

ited, and the quantum community widely believes that it may take decades to
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construct a large-scale, fully fault-tolerant quantum computer. Therefore, the

usefulness of a quantum algorithm for optimization or machine learning essen-

tially depends on the quantum resources required (i.e., circuit depth, number

of ancilla qubits, noise tolerance, etc.). For instance, many quantum machine

learning algorithms that use quantum linear algebra will require Quantum Ran-

dom Access Memory (QRAM) to load/store classical data, which is quite chal-

lenging for real-world implementation (e.g., [JR23]). In contrast, the variational

quantum algorithms can be implemented on Noisy Intermediate-Scale Quantum

(NISQ) devices [Pre18], which could be achieved in the near future. However,

the performance of these algorithms is either constrained [MBS+18, SFGP21]

or lacks provable guarantees.

• Question 3: What are the most efficient classical algorithms for optimization

problems? Many fundamental optimization problems, such as semi-definite pro-

gramming, have broad applications in quantum computing and machine learn-

ing, but we currently do not fully understand them classically. As a result, these

classical optimization procedures often become the limiting factor in their re-

spective applications. On the other hand, classical algorithms serve as essential

benchmarks for optimization problems to gauge the effectiveness of quantum al-

gorithms. If existing classical algorithms are suboptimal or simply some naïve

approaches, it obscures the extent to which quantum computers truly help in

resolving these problems.

• Question 4: Is there any provable approach to improve the efficiency of deep

learning? The success of AIs can be partially attributed to the larger deep learn-

ing model and bigger training dataset. For instance, some of the current Large

Language Models like GPT-3 [BMR+20] and PaLM [CND+22] have more than

100 billion parameters. The training of such gigantic models, as well as their use

for inference, requires substantial computational resources. Therefore, develop-

ing more efficient training and evaluation algorithms for deep neural networks
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become an important question for both academic and industrial fields. There

exist some training algorithms, such as SLIDE [CMJF+20], Reformer [KKL20],

and MONGOOSE [CLP+21], that can save the running time empirically. How-

ever, they lack provable guarantees of efficiency and accuracy. Thus, A gap

exists in theoretically understanding fast neural network training methods.

• Question 5: How to address security concerns emerging from machine learn-

ing? The rapid advancements of AI and machine learning increase the impor-

tance of ensuring security in several aspects. For example, when private data

(e.g., medical images or financial information) is used in training a deep model,

we are facing the challenge of protecting data privacy during training and in-

ference. Also, the developments of generative AIs [BMR+20, RDN+22] pose

potential intellectual property issues. Furthermore, the evolving role of quan-

tum computing in machine learning has both positive and negative impacts on

ML security. On the one hand, it may introduce extra power to attack existing

security protocols, thereby demanding the development of post-quantum secure

schemes. Conversely, it provides opportunities to design new cryptographic

objects that are unachievable in the classical world, such as quantum money

[AC12, Zha19] and quantum copy-protection [Aar09, CMP20]. Thus, how to

leverage quantum advantages to assist in resolving machine learning security

issues remains an open and salient question.

1.1 Organization

In this thesis, we develop theoretical insights into these questions and make

progress toward resolving them. Specifically,

1. In Section 1.2, we introduce our contributions to quantum computing, focusing

on answering Question 1 and Question 2. For the first question, we present quan-

tum algorithms for optimization and machine learning with quantum speed-ups
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over the currently best classical algorithms. And we generalize several tech-

niques in classical complexity theory to quantum and develop new approaches to

studying the quantum hardness of learning and other natural problems. For the

second question, we propose resource-efficient quantum algorithms for Hamilto-

nian ground state estimations with provable guarantees and for solving network

flow problems. This is the subject of Chapters 2 to 8, based on the following

seven works:

• A. M. Childs, T. Li, J. P. Liu, C. Wang, R. Zhang. Quantum Algorithms

for Sampling Log-Concave Distributions and Estimating Normalizing Con-

stants. Advances in Neural Information Processing Systems 35 (NeurIPS

2022).

• T. Li, R. Zhang. Quantum Speedups of Optimizing Approximately Convex

Functions With Applications to Logarithmic Regret Stochastic Convex

Bandits. Advances in Neural Information Processing Systems 35 (NeurIPS

2022).

• G. Wang, D. S. França, R. Zhang, S. Zhu, P. D. Johnson. Quantum

Algorithm for Ground State Energy Estimation Using Circuit Depth With

Exponentially Improved Dependence on Precision. arXiv:2209.06811.

• R. Zhang, G. Wang, P. D. Johnson. Computing Ground State Properties

With Early Fault-Tolerant Quantum Computers. Quantum, 6:761, 2022.

• Y. Zhang, R. Zhang, A. C. Potter. QED Driven QAOA for Network-Flow

Optimization. Quantum, 5:510, 2021.

• S. Aaronson, N. H. Chia, H. H. Lin, C. Wang, R. Zhang. On the Quantum

Complexity of Closest Pair and Related Problems. Proceedings of the 35th

Computational Complexity Conference (CCC 2020).

• N. H. Chia, C. N. Chou, J. Zhang, R. Zhang. Quantum Meets the Mini-

mum Circuit Size Problem. Proceedings of the 13th Innovations in Theo-

retical Computer Science Conference (ITCS 2022).
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2. In Section 1.3, we introduce our contributions to classical optimization, specif-

ically addressing Question 3. We improve the state-of-the-art classical algo-

rithms for solving SDPs with high accuracy. And our classical key technique

also serves as a stepping stone to a new quantum SDP algorithm. And we im-

prove the efficiencies of Fourier set-query and Fourier interpolation algorithms,

which have strong connections to early fault-tolerant quantum algorithms. In

addition, we design a dynamic distance oracle for general symmetric norms,

which has wide applications in machine learning. This is the subject of Chap-

ters 9 to 13, based on the following five works:

• B. Huang, S. Jiang, Z. Song, R. Tao, R. Zhang. Solving SDP Faster:

A Robust IPM Framework and Efficient Implementation. Proceedings of

the 63rd Annual IEEE Symposium on Foundations of Computer Science

(FOCS 2022).

• B. Huang, S. Jiang, Z. Song, R. Tao, R. Zhang. A Faster Quantum

Algorithm for Semidefinite Programming via Robust IPM Framework.

arXiv:2207.11154.

• Z. Song, B. Sun, O. Weinstein, R. Zhang. Sparse Fourier Transform Over

Lattices: A Unified Approach to Signal Reconstruction. arXiv:2205.00658.

• Z. Song, B. Sun, O. Weinstein, R. Zhang. Quartic Samples Suffice for

Fourier Interpolation. Proceedings of the 64th Annual IEEE Symposium

on Foundations of Computer Science (FOCS 2023).

• Y. Deng, Z. Song, O. Weinstein, R. Zhang. Fast Distance Oracles for Any

Symmetric Norm. Advances in Neural Information Processing Systems 35

(NeurIPS 2022).

3. In Section 1.4, we introduce our contributions to machine learning, specifically

addressing Question 4 and Question 5. First, we present classical and quantum

algorithms for training wide two-layer and multi-layer neural networks. These
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algorithms not only improve the time complexity of traditional training methods

but also offer provable optimization guarantees. Second, we study machine

learning security from aspects: protecting private training data and protecting

copyrights of ML models. We identify a new mathematical problem underlying

the security of a recently proposed private training scheme and theoretically

analyze the time complexity and sample complexity of attacking this scheme.

In addition, we propose a quantum approach to copy-protect a large family of

programs that is post-quantum secure relative to a classical oracle. This is the

subject of Chapter 14 to 18, based on the following six works:

• Z. Song, S. Yang, R. Zhang. Does Preprocessing Help Training Over-

Parameterized Neural Networks? Advances in Neural Information Pro-

cessing Systems 34 (NeurIPS 2021).

• J. Alman, J. Liang, Z. Song, R. Zhang, D. Zhuo. Bypass Exponential Time

Preprocessing: Fast Neural Network Training via Weight-Data Correlation

Preprocessing. arXiv:2211.14227.

• Z. Song, L. Zhang, R. Zhang. Training Multi-Layer Over-Parametrized

Neural Network in Subquadratic Time. arXiv:2112.07628.

• B. Huang, Z. Song, R. Tao, R. Zhang, D. Zhuo. InstaHide’s Sample Com-

plexity When Mixing Two Private Images. arXiv:2011.11877.

• S. Chen, Z. Song, R. Tao, R. Zhang. Symmetric Sparse Boolean Matrix

Factorization and Applications. Proceedings of the 13th Innovations in

Theoretical Computer Science Conference (ITCS 2022).

• S. Aaronson, J. Liu, Q. Liu, M. Zhandry, R. Zhang. New Approaches

for Quantum Copy-Protection. Proceedings of 41st Annual International

Cryptology Conference (CRYPTO 2021).

4. In Section 1.5, we introduce our contributions to concentration and discrepancy

theory, which complement the first three parts and lay a mathematical ground-
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work for future research in quantum computing, optimization, and machine

learning. We prove several Chernoff-type concentration inequalities in the set-

ting of the hyperbolic polynomial, which is one of the most important objects in

the field of the geometry of polynomials. We also extend several Kadison-Singer-

type discrepancy results to hyperbolic polynomials. Furthermore, we study the

concentration properties of the higher-order random walks on the expanding

posets, which is a sub-class of high-dimensional expanders that generalizes the

simplicial complexes. This is the subject of Chapter 19 to 21, based on the

following three works:

• Z. Song, R. Zhang. Hyperbolic Concentration, Anti-concentration, and

Discrepancy. Approximation, Randomization, and Combinatorial Opti-

mization. Algorithms and Techniques (RANDOM 2022).

• R. Zhang, X. Zhang. Hyperbolic Extension of Kadison-Singer Type Re-

sults. 50th International Colloquium on Automata, Languages, and Pro-

gramming (ICALP 2023).

• J. Gaitonde, M. Hopkins, T. Kaufman, S. Lovett, R. Zhang. Eigenstrip-

ping, Spectral Decay, and Edge-Expansion on Posets. Approximation,

Randomization, and Combinatorial Optimization. Algorithms and Tech-

niques (RANDOM 2022).

1.2 Our Contributions in Quantum Computing

Our research on quantum computing consists of two parts: 1) designing new

quantum algorithms for solving optimization and machine learning problems, and 2)

proposing new approaches to characterizing the limitations of quantum computing.

More specifically, in Section 1.2.1, we highlight our quantum algorithms for sampling

(and related problems), Hamiltonian’s ground-state estimation, and network flow

problems. In Section 1.2.2, we briefly talk about the quantum fine-grained complexity

and quantum meta-complexity.
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1.2.1 Quantum algorithms for optimization and machine Learning

In the past few years, a large number of quantum algorithms have been pro-

posed to solve problems in many different areas, including linear algebra [HHL09,

LC17, GSLW19, LC19, MRTC21], optimization [CCLW20, AGGW20, AG19, KP20b,

KPS21], machine learning [RML14, KP17, AM20, KP20a, WZL+22], quantum chem-

istry [TMZE+18, MMS+19, Cam21], scientific computing [ALL+21, TAWL21, LKK+21],

etc. In this dissertation, we further extend the line of quantum algorithm research. We

first leverage quantum computing to solve sampling problems and achieve quantum

speedups compared to current classical algorithms. Furthermore, we also consider

the resource-limited quantum computing scenario, which closely resembles practical

constraints where a small-scale, noisy quantum device might be built soon, while

a fully fault-tolerant, large-scale quantum computer may not be feasible within a

few decades. We propose small quantum circuit depth approaches to achieve high-

accuracy estimation on the ground-state energy and properties. And we also develop

a QAOA-based algorithm for solving network flow problems.

Log-concave sampling and normalizing constant estimation Log-concave

sampling is an important problem in machine learning, physics, statistics, etc., where

you are given query access to a d-dimensional convex function f , and the goal is

to sample from a distribution with density ∝ e−f(x). Some examples of log-concave

distributions include a high-dimensional Gaussian distribution and the uniform dis-

tribution over a convex body.

More formally, we assume that f : Rd → R is L-smooth and µ-strongly convex,

i.e., L, µ > 0 are such that µI ⪯ ∇2f(x) ⪯ LI. And we denote by κ := L/µ the

condition number of f , which is an important parameter in the sample complexity.

The corresponding log-concave distribution has probability density ρ : Rd → R as

follows:

ρ(x) := Z−1 · e−f(x), where Z :=

∫

Rd

e−f(x)dx.
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Given an ϵ ∈ (0, 1), the goal of log-concave sampling is to output a random variable

with distribution ρ̃ such that the total variation (TV) distance ∥ρ− ρ̃∥ ≤ ϵ, using as

few queries to the evaluation and gradient oracles of f as possible. A fundamental tool

in the classical log-concave sampling area is the Langevin diffusion, which is defined

by the solution (Xt)t>0 of the following stochastic differential equation (SDE):

dXt = −∇f(Xt)dt︸ ︷︷ ︸
Gradient flow

+
√
2dBt︸ ︷︷ ︸

Brownian motion

. (1.1)

And it is well-known that Langevin diffusion will converge to the target log-concave

distribution ρ(x). However, a straightforward discretization of Langevin diffusion will

introduce a bias to the stationary distribution [DMM19]. To resolve this issue, the

Metropolis-adjusted Langevin algorithm (MALA) was developed, which applies the

Metropolis-Hastings accept-reject mechanism in each iteration. It not only corrects

the bias but also mixes very fast: [LST20] proves that MALA can achieve ϵ-TV

distance using Õϵ(κd) classical queries.

In this dissertation, we proposed a quantum algorithm to speed up MALA.

Suppose we have access to the quantum evaluation oracle and quantum gradient oracle

of f defined as follows:

Of |x⟩|y⟩ = |x⟩|y + f(x)⟩ ∀x ∈ Rd, y ∈ R,

O∇f |x⟩|y⟩ = |x⟩|z +∇f(x)⟩ ∀x ∈ Rd, z ∈ Rd.

And we focus on preparing the quantum state (so-called a “qsample”) that encodes

the target log-concave distribution1:

|ρ⟩ =
∫

Rd

√
ρ(x)|x⟩dx.

Our quantum algorithm can prepare a state that is ϵ-close to |ρ⟩ using Õϵ(
√
κd)

quantum queries, achieving a quadratic quantum speedup in terms of κ compared

1If we measure the state |ρ⟩ in the standard basis, the measurement outcome will be distributed
according to the distribution ρ.
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to the classical result [LST20]. Moreover, we also consider the warm-start scenario,

where we get access to some initial distribution that is not too far from the target

distribution.2 Classically, the currently best sample complexity is Õϵ(κ
√
d) due to

[WSC22]. Our quantum algorithm only uses Õϵ(κ
1/2d1/4) quantum queries.

A closely related problem is the normalization constant estimation, whose goal

is to output a value Z̃ such that with probability at least 2/3, (1−ϵ)Z ≤ Z̃ ≤ (1+ϵ)Z.

This problem is also known as the partition function estimation in physics, where the

distribution is called the Gibbs distribution. For discrete systems, partition function

estimation has been studied in the quantum setting [WCNA09, HW20]. However,

for continuous systems, we are the first (to the best of our knowledge) to develop

quantum algorithms for estimating normalizing constants. In this dissertation, we

combine our quantum MALA with simulated annealing and non-destructive mean

estimation to achieve an ϵ-relative error using Õ(κ1/2d3/2ϵ−1) queries, while classical

approach based on MALA uses Õ(κd2ϵ−2) queries [GLL20]. To further reduce the de-

pendence on d, we also propose quantum versions of underdamped Langevin dynam-

ics (ULD) and the randomized middle-point method for ULD (ULD-RMM). Together

with the quantum-accelerated multi-level Monte-Carlo, we achieve Õ(κ2d3/2ϵ−1) and

Õ((κ7/6d7/6+κd4/3)ϵ−1), respectively. Compared to the classical results [GLL20], our

quantum algorithms (based on ULD and ULD-RMM) quadratically speed up the ϵ-

dependence and do not require the quantum gradient oracle (i.e., they can be viewed

as zeroth-order sampling methods). In addition, we also prove a quantum query lower

bound 1/ϵ1−o(1) by reducing the normalizing constant estimation problem to the Ham-

ming weight problem [NW99], which demonstrates that our quantum algorithms have

a nearly-optimal error dependence. See Chapter 2 for more details.

Sampling beyond the log-concave regime In practice, many problems are not

convex, and it is very important to understand non-convex optimization from both

2In practice, such “warm” initial distributions can be prepared using other (possibly heuristic)
sampling methods.
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empirical and theoretical perspectives. It is the same for the sampling problem.

Consider a sampling task for the distribution ρ(x) ∝ exp(−f(x)). When f is non-

convex, this problem is classically hard, and the Langevin diffusion (Eq. (1.1)) will

take an exponential time to converge in the worst-case. Recently, there are a lot

of classical works focusing on non-log-concave sampling for some special families of

distributions (e.g., those satisfying some functional inequality, such as log-Sobolev

inequality or Poincaré inequality [VW19, Wib19, LE20, CEL+21, MCC+19, AC23,

FYC23]; or with certain tail-growth conditions [DM17, CCAY+18, LWME19, MMS20,

EH21, HBE22]).

Then, it is natural to ask: is there any quantum advantage for sampling in

the non-log-concave regime? In general, this question might be difficult to answer

since many classical non-log-concave sampling algorithms are heuristic or based on

some irreversible process. In this dissertation, we consider a slightly non-log-concave

regime: approximately log-concave sampling, where the distribution has a kernel

function F : Rd → R satisfying

sup
x
|F (x)− f(x)| ≤ ϵ/d,

for some unknown convex function f : Rd → R. By a standard optimization to

sampling reduction, we can also ask to find an ϵ-minimizer for the function F (x),

which is denoted as the approximately convex optimization problem. This problem is

motivated by the robustness of optimization algorithms, where F (x) can be viewed

as a noisy observation of the convex function f(x). An algorithm for solving the ap-

proximately convex optimization will imply a convex optimization algorithm robust

to arbitrary point-wise noise. Classically, the state-of-the-art algorithm for this prob-

lem is by [BLNR15], which takes Õ(d4.5) queries to the evaluation oracle of F .3 In

this dissertation, we propose a quantum algorithm that takes Õ(d3) queries. The key

3Unlike the log-concave sampling, we do not get access to the gradient oracle here since F could
be non-smooth due to the noise.
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technique of our result is a quantum speed-up of the hit-and-run walk with respect

to an approximately log-concave distribution.

A closely related problem is called the stochastic convex optimization problem.

In this problem, the objective function F : Rn → R can be expressed as:

F (x) = f(x) + ξx ∀x ∈ Rd,

where f is an unknown convex function, and ξx is an independent sub-Gaussian ran-

dom variable. The goal is to minimize f given query access to F . This problem

has a lot of applications in optimization with private data [BLNR15], stochastic pro-

gramming [DKS14], online learning [RSS12], etc. The current best classical algorithm

(due to [BLNR15]) uses Õ(n7.5/ϵ2) queries. To embed this problem in the quantum

setting, we considered the quantum stochastic oracle Ostoc
f :

Ostoc
f |x, y⟩ = |x⟩

∫

R

√
gx(z)|y + f(x) + z⟩dz ∀x ∈ Rn, y ∈ R, (1.2)

where gx is the density function of the sub-Gaussian variable ξx. By combining our

quantum hit-and-run walk sampler with a quantum sub-Gaussian mean estimator

(due to [Ham21]), we obtain a quantum algorithm for the stochastic convex opti-

mization with Õ(n5.5/ϵ) queries to Ostoc
f .

As an application, we also study the quantum version of the zeroth-order

stochastic convex bandit problem, which is a widely studied bandit model (see, e.g.,

[HL16, Lat20, LG21]). An informal definition of the problem is as follows. Let

f : Rd → [0, 1] be a convex function. An online learner and environment interact

alternatively over T rounds. In each round t ∈ [T ], the learner makes a query to the

quantum stochastic evaluation oracle (Eq. (1.2)) and returns a point xt as the current

guess. The learner aims to minimize the regret

RT := E

[
T∑

t=1

(
f(xt)−min

x
f(x)

)
]
,

and the expectation is taken over all randomness. Based on our quantum stochas-

tic convex optimization algorithm, we develop a quantum algorithm that achieves
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O(poly(d) log2(T )) regret in expectation. For comparison, the classical regret lower

bound is Ω(
√
T ) by [DHK09]. The exponential quantum advantage comes from the

quadratically improved error dependence in the cost of the stochastic convex optimizer

by our quantum algorithm. See Chapter 3 for more details.

Our results on quantum algorithms for the sampling-related problems are sum-

marized in Table 1.1. We note that these algorithms require fully fault-tolerant quan-

tum computers. In the following of this sub-section, we consider more quantum

resource-efficient algorithms.

Early fault-tolerant ground-state energy and properties estimation A sig-

nificant effort in applied quantum computing has been devoted to the problem of

ground-state energy estimation (GSEE) for molecules and materials. A typical ap-

proach based on quantum singular value transformation (QSVT) can achieve nearly

optimal time complexity [LT20a] but also requires very deep quantum circuits. On the

other hand, we can also use some noisy intermediate-scale quantum (NISQ)-friendly

approaches (e.g., the variational quantum eigensolver (VQE)) to approximate the

ground state and estimate its energy by repeated measurements. However, some

recent works [SFGP21, DPMRF23] show that VQE-based methods are not robust

enough and have some limitations. Thus, we are looking for a new approach to

reliably solve the GSEE problem using small quantum circuits.

This research direction was first studied in [LT22], where they proposed the

early fault-tolerant regime to characterize the quantum resources needed for such algo-

rithms. Roughly speaking, an early fault-tolerant algorithm could run some quantum

circuits multiple times together with some classical pre-processing and post-processing

procedures. Moreover, it is desired to satisfy the following properties:

1. The maximal quantum circuit depth is small.

2. The number of ancilla qubits is O(1).
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Problem Method Complexity

Log-concave
sampling

MALA [LST20] κd

MALA with warm start [WSC22] κd1/2

Q-MALA (Thm 2.6) κ1/2d

Q-MALA with warm start (Thm 2.36) κ1/2d1/4

Normalization
constant estimation

Annealing with MALA [GLL20] κd2ϵ−2

Multilevel ULD [GLL20] κ2d3/2ϵ−2

Multilevel ULD-RMM [GLL20] (κ7/6d7/6 + κd4/3)ϵ−2

Q-annealing with Q-MALA (Thm 2.7) κ1/2d3/2ϵ−1

Multilevel Q-ULD (Thm 2.8) κ2d3/2ϵ−1

Multilevel Q-ULD-RMM (Thm 2.8) (κ7/6d7/6 + κd4/3)ϵ−1

Quantum lower bound (Thm 2.9) ϵ−1+o(1)

Approximately convex
optimization

Classical [BLNR15] d4.5

Quantum (Thm 3.1) d3

Stochastic convex
optimization

Classical [BLNR15] d7.5ϵ−2

Quantum (Cor 3.2) d5.5ϵ−1

Stochastic convex
bandit

Classical [DHK09, LG21] Θd(
√
T ) (regret)

Quantum (Thm 3.3) Od(log
2(T )) (regret)

Table 1.1: Summary of classical and quantum algorithms for sampling and related
problems. We omit all polylog(κ, d, ϵ−1) factors in the complexities. The quantum
improvements are highlighted in blue color.
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3. The gate set is simple, i.e., no multi-qubit controlled gate.

In this dissertation, we propose an early fault-tolerant quantum algorithm for

GSEE that exponentially reduces the error dependence in the maximal circuit depth

compared to the previous methods [LT22, WBC21a, DLT22]. More specifically, let

H be a Hamiltonian (a giant complex matrix) with eigenvalues E0 ≤ E1 ≤ · · · ≤ EN

such that the energy gap E1 − E0 ≥ ∆. Suppose we can prepare an initial state ρ

with a non-trivial overlap with the ground state |E0⟩, i.e., ⟨E0|ρ|E0⟩ ≥ η. We further

assume that we are given black-box access to the controlled Hamiltonian evolution

c-exp(−2πiHt), which is a commonly-used model. And the goal is to estimate the

ground state energy E0 (the minimum eigenvalue) within additive error ϵ. As is

typical, the circuit depth and quantum runtime of the algorithm are measured in terms

of the Hamiltonian evolution time t. The maximal evolution time of our algorithm

scales as ∆−1 · poly log(∆/ϵ), while existing methods require maximal evolution time

at least ϵ−1. Our algorithm will be of great advantage to solving the GSEE for a

large family of industrially-relevant Hamiltonians in quantum chemistry with ∆ ≫
ϵ. One caveat of our algorithm is that the total cost, in terms of the Hamiltonian

evolution time, increases. However, from an implementation perspective, reducing the

maximal evolution time is the foremost object since a lower circuit depth decreases

the number of required physical qubits and minimizes the need for error correction

infrastructure. Nevertheless, we also develop another algorithm with a tunable circuit

depth between ∆−1 and ϵ−1 such that there exists a smooth tradeoff between the

maximal evolution time and the total evolution time. In particular, if we set the

circuit depth to be about ϵ−1, the total evolution time of our algorithm has the

same scaling as [LT22]. Additionally, relative to recent resource estimates of GSEE

for the industrially-relevant molecules of ethylene-carbonate and PF−6 [KLP+22], the

estimated gate count and circuit depth is reduced by a factor of 43 and 78, respectively.

The key technique of our algorithms comes from classical signal processing.
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For an initial state ρ, its spectral density measure is defined as:

p(x) :=
N∑

j=0

pjδ(x− Ej),

where pj = ⟨Ej|ρ|Ej⟩ is the overlap between ρ and the j-th eigenstate |Ej⟩. On

the other hand, by Fourier transform, we know that p(x) is the discrete frequency

spectrum of the following signal:

p̂(t) =
N∑

j=0

pje
−2πiEjt.

By running the standard Hadamard test circuits with the unitary being the Hamil-

tonian evolution operator exp(2πiHt) on the initial state ρ, we obtain an unbiased

estimator for p̂(t). Then, the GSEE problem is reduced to find the minimum fre-

quency of a signal with gaped, discrete frequencies, given noisy observations in the

time duration [0, T ]. And correspondingly, minimizing the circuit depth is equivalent

to minimizing the observing length T . Our main strategy is to apply a Gaussian

derivative filter:

gσ(x) = −
1√
2πσ3

xe−
1
2
x2/σ2

,

which will significantly suppress the magnitudes of higher frequencies and “highlight”

the minimum frequency. In this way, the minimum frequency (i.e., the ground-state

energy) can be accurately estimated by a grid search on the filtered signal. See

Chapter 4 for more details.

For more complicated tasks in quantum chemistry, e.g., computing electron

transport in materials or electric dipoles of molecules, we need to go beyond the

ground state energy and estimate additional properties of the ground state (i.e., the

expectation value of any observable). More specifically, the setting of the ground-state

property estimation (GSPE) is similar to GSEE, but we are also given an observable

O as a block-encoded unitary. And the goal is to estimate ⟨E0|O|E0⟩ within additive

error ϵ. We use similar ideas to develop an early fault-tolerant algorithm for GSPE
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with maximal Hamiltonian evolution time depending logarithmically on the ϵ. Tech-

nically, the quantum circuit we use is a modification of the standard Hadamard test

circuit, which inserts the (unitary) observable in between two parameterized Hamil-

tonian evolution operators. From the signal processing perspective, we “lift” the 1-D

signal in GSEE to the following 2-D signal in order to deal with the observables that

are non-commute with the Hamiltonian:

q(x, y) =
N∑

j,k=0

qj,kδ(x− Ej)δ(y − Ek), and q̂(s, t) =
N∑

j,k=0

qj,ke
−2πi(Ejs+Ekt),

where qj,k := pjpk⟨Ej|O|Ek⟩. And the GSPE problem is reduced to estimating the

coefficient of the minimum frequency of a signal. Then, we leverage the polynomial

filter function proposed by [LT22] to recover the coefficient, which is of a higher degree

but more accurate compared to the Gaussian derivative filter.

Our early fault-tolerant GSPE algorithm can be applied to solve a wide range

of scientific problems. One example is to compute the charge density of a molecule,

which gives many useful properties like electric dipole moments of a molecule [RGM+21].

Another example is to estimate the linear system properties (i.e., x⊤Mx for any ma-

trix M and x = A−1b), where we can transform the linear system to a Hamiltonian

such that the ground-state corresponds to the solution. Compared to the existing

methods for these problems, our GSPE approach can significantly reduce the required

quantum circuit depths. See Chapter 5 for more details.

QAOA for network flow problems Quantum approximate optimization algo-

rithm (QAOA) is another kind of resource-efficient quantum algorithm with poten-

tial applications to solve practical combinatorial optimization problems (e.g., resource

allocation, job scheduling, and portfolio optimization). It is a quantum/classical hy-

brid algorithm that uses a parameterized quantum circuit to prepare a quantum

state that encodes the approximate solution and uses some classical optimization al-

gorithms (e.g., Adam [KB15], L-BFGS-B [BLNZ95], COBYLA [Pow07]) to optimize

the parameters.
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In this dissertation, we presented a general framework for modifying QAOA

to solve constrained network flow problems (more specifically, the edge-disjoint path

problem). The key observation is an analogy between flow constraints and Gauss’s law

for electromagnetism. We designed lattice quantum electrodynamics (QED) inspired

mixing operators in QAOA that resulted in an exponential reduction in the size of the

search space. We also showed through numerical simulations that our algorithm can

yield higher quality approximate solutions compared to the original QAOA routine.

We believe our new QAOA approach will be useful in solving large-scale optimization

problems on graphs in the near future. See Chapter 6 for more details.

1.2.2 New approaches to quantum complexity theory

Quantum complexity aims to characterize the advantages and limitations of

quantum computers. However, for many practical and natural problems, their quan-

tum complexities remain mysterious. On the other hand, classical complexity theory

has been more thoroughly studied, and several approaches have been developed to

capture the hardness of discrete optimization and learning problems. In this part, we

will introduce two new approaches that “lift” classical techniques to help us under-

stand quantum complexity theory.

Quantum fine-grained complexity Previous studies of quantum computing fo-

cused on distinguishing problems in BQP from those that require exponential time.

However, for problems with real-world applications (e.g., those in optimization and

machine learning), only knowing they can be solved in quantum polynomial-time is

not enough, and what we need are really fast quantum algorithms. This motivates

the following question: Is there a “finer” theory to characterize the “exact” quantum

complexity of natural problems?

In this dissertation, we propose the quantum fine-grained complexity frame-

work. As an example, we revisited a fundamental problem in computational geometry—

the closest pair (CP) problem: given a set of n points in a d-dimensional space, find a
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pair with the smallest distance. For CP in O(1)-dimension, we gave an Õ(n2/3)-time

quantum algorithm, which is optimal due to the quantum lower bound for the ele-

ment distinctness problem [AS04] and beats the classical O(n log n)-time algorithm

in the textbook (e.g., [CLRS09]). Our algorithm is based on the quantum walk on

the subsets of points (i.e., a Johnson graph). For time efficiency, we develop novel

history-independent quantum data structures to dynamically update the points and

maintain the closest pair. Here, the term “history-independent” indicates that the

memory layout of the data structure solely depends on the stored data, specifically

the maintained points, and does not consider the sequence of previous operations.

For CP in ω(log n)-dimension, the straightforward Grover’s algorithm takes

Õ(n)-time, and we prove that it is indeed nearly optimal. Similar to the classi-

cal fine-grained complexity, our quantum lower bound assumes the quantum strong

exponential-time hypothesis (QSETH), which roughly conjectures that k-SAT can-

not be solved by a 2(1/2−o(1))n-time quantum algorithm when k is large enough. The

QSETH is based on an observation that our current non-trivial quantum speedups

for k-SAT only hold for k = 3 or some small constants. For larger k, we currently

can only have Grover speedup. Our quantum fine-grained lower bound for CP follows

from the following chains of reductions:

k-SAT ≤ OV ≤ BCP ≤ CP,

where OV denotes the orthogonal vector problem, and BCP denotes the bichromatic

closest pair problem. Since the quantum fine-grained lower bounds are sublinear in

the input length, we also propose the quantum fine-grained reduction to reduce the

reduction time via quantum oracles. Additionally, we also apply the quantum fine-

grained complexity framework to study the complexity of OV, BCP, and approximate-

BCP in different dimension regimes. See Chapter 7 for more details.

Quantum meta-complexity Meta-complexity is the complexity of problems about

complexity. One important problem is the minimum circuit size problem (MCSP),
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which asks to determine the circuit complexity of an input Boolean function. While

MCSP has been studied as early as the 1950s in the Russian cybernetics program, its

complexity remains mysterious.

In this dissertation, we initiated the study of quantum meta-complexity. We

first defined the quantum versions of MCSP for Boolean functions (MQCSP), quan-

tum states (SMCSP), and unitaries (UMCSP). For example, MQCSP is roughly de-

fined as follows: The input is the truth table of a Boolean function f : {0, 1}n → {0, 1}
and the size parameter s. The goal is to distinguish the following two cases:

• Yes: there exists a quantum circuit C of size at most s such that

∥(⟨f(x)| ⊗ I)C|x,0⟩∥2 ≥ 2/3 ∀x ∈ {0, 1}n.

• No: for all quantum circuit C of size at most s,

∥(⟨f(x)| ⊗ I)C|x,0⟩∥2 ≤ 1/3 ∃x ∈ {0, 1}n.

We remark that MQCSP is defined as a promise problem since quantum computation

is inherently random and erroneous. We investigate the basic complexity-theoretic

properties of these minimum quantum circuit size problems and show that these prob-

lems are not trivially in NP but in QCMA (or have QCMA protocols). Next, we explore

the relations between the three quantum MCSPs and their variants. We discover that

some reductions that are not known for classical MCSP exist for quantum MCSPs

for unitaries and states, e.g., search-to-decision reduction and self-reduction, which

mainly follow from the fact that quantum computation is reversible. Furthermore,

we show that MQCSP is closely related to other important quantum problems in

circuit lower bound, cryptography, learning theory, fine-grained complexity, as well

as tomography, and quantum gravity. For example,

• Circuit lower bound: an efficient quantum algorithm for MQCSP implies that

BPE and BQPQCMA do not have polynomial-sized quantum circuits.
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• Cryptography: algorithms for MQCSP will break one-way function (OWF), and

algorithms for SMCSP will break pseudorandom state (PRS).

• Learning theory: PAC-learning for quantum circuits is “equivalent” to an effi-

cient randomized algorithm for MQCSP, and a quantum learning algorithm is

“equivalent” to an efficient quantum MQCSP algorithm.

• Fine-grained complexity: MQCSP for partial Boolean functions cannot be solved

by an N o(log logN)-time quantum algorithm unless QETH4 fails.

• Quantum gravity: estimating the volume of a wormhole can be reduced to solve

an SMCSP instance (assuming the Quantum Extended Church-Turing Thesis).

Given the fundamental differences between classical and quantum circuits, our results

require meticulous attention and unveil distinctive properties and phenomena specific

to the quantum setting. Our findings hold significant potential for future studies of

quantum meta-complexity. See Chapter 8 for more details.

1.3 Our Contributions in Optimization

Optimization is one of the most important playgrounds for demonstrating

quantum advantages, and a long line of research focuses on quantum optimization

algorithms (as we discussed in Section 1.2). Nevertheless, the study of classical op-

timization algorithms is still of great importance. On the one hand, many classi-

cal optimization algorithms are served as sub-routines in some quantum algorithms.

For example, semi-definite programming (SDP) was used in the shadow tomography

[Aar18]; sparse recovery was used in quantum benchmarking [HYF21] and phase es-

timation [YZT23]. On the other hand, developing more efficient classical algorithms

4QETH is similar to QSETH. It conjectures that 3-SAT cannot be solved by a 2o(n)-time quantum
algorithm.
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could establish better baselines to justify the advantage of quantum optimization

algorithms.

This section mainly introduces our contributions in classical optimization al-

gorithms, which are also closely connected to quantum computing. In Section 1.3.1,

we discuss our state-of-the-art SDP solver based on a robust interior-point method

(IPM) framework, which is also the stepping stone to a high-accuracy quantum SDP

solver. In Section 1.3.2, we introduce our efficient algorithms to reconstruct contin-

uous, Fourier-sparse signals. This problem has strong motivation from early fault-

tolerant quantum algorithms. In Section 1.3.3, we present an efficient dynamic dis-

tance estimation data structure for any general symmetric norm.

1.3.1 Semi-definite programming

Semi-definite programming (SDP) is of great interest both in theory and in

practice, where many important problems can be modeled or approximated by SDPs.

An SDP instance has the following form:

max
X∈Rn×n

⟨C,X⟩ subject to ⟨Ai, X⟩ = bi, ∀i ∈ [m], X ⪰ 0,

where ⟨A,B⟩ :=∑i,j Ai,jBi,j is the matrix inner product, and C,A1, . . . , Am ∈ Rn×n

are symmetric matrices. Under strong duality, the above primal formulation is equiv-

alent to the following dual formulation:

min
y∈Rm

b⊤y subject to S =
m∑

i=1

yiAi − C, S ⪰ 0.

Inspired by the best linear programming solver due to [CLS19], which runs in

the current matrix multiplication time; ideally, we want to solve a general SDP in-

stance with high accuracy in matrix multiplication time, i.e., (mn2+mω+nω) log(1/ϵ),

where m is the number of constraints, n is the dimension of the matrices, ϵ is the ac-

curacy parameter, and ω ≈ 2.373 is the fast matrix multiplication exponent [AW21].

Unfortunately, the state-of-the-art result due to [JKL+20] is still
√
n-times slower.
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In this dissertation, we improve the running time of [JKL+20]’s SDP solver to:

O∗
(
(
√
n(m2 + n4) +mω + n2ω) · log(1/ϵ)

)
,

where O∗ hides (mn)o(1) terms. In particular, for the tall dense SDP instances (i.e.,

m = Ω(n2)), our SDP solver runs in the current matrix multiplication time mω. And

we remark that there are many applications for tall dense SDPs (e.g., the sparsest

cut [ARV09], the minimum uncut [ACMM05], the metric embedding [LLR95], etc.),

and it is one of the two predominate cases in [JKL+20]. Moreover, the tall, dense

case was a milestone for solving LP in matrix multiplication time [LS15].

Technically, [JKL+20]’s algorithm is based on the interior-point method (IPM),

which constructs a path (so-called “central path”) connecting the initial solution to

the optimal solution. More formally, the central path is defined by the solution of the

following unconstrained optimization problem parameterized by η > 0:

min
y∈Rm

fη(y) where fη(y) := η · ⟨b, y⟩+ ϕ(y),

where ϕ(y) is a barrier function such that ϕ(y)→∞ as y approaching to the boundary

of the feasible region K = {y ∈ Rm | S =
∑m

i=1 yiAi − C ⪰ 0}. And we can see that

as η → ∞, the central path converges to the optimal solution of the SDP instance.

Hence, IPM starts with an initial feasible solution y for a small η, and increases η

in each iteration. To keep y in the proximity of the central path, it takes a Newton

step δy = −H(y)−1g(y) in each iteration, where g(y) = ∇fη(y) and H(y) = ∇2fη(y)

are the gradient and Hessian, respectively. Therefore, the total runtime of an IPM

algorithm can be expressed as:

TIPM = #iterations× cost-per-iteration.

The number of iterations depends on the self-concordance parameter of the barrier

function ϕ(y). For a θ-self-concordant barrier function, the IPM takes
√
θ log(θ/ϵ)

iterations to obtain an ϵ-optimal solution. There are three choices of barrier functions

for solving SDPs: logarithmic barrier, volumetric barrier, and hybrid barrier. Their
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definitions and self-concordance parameters are summarized in Table 1.2. Thus, for

the log-barrier ϕlog(y) used in [JKL+20], it requires ∼ √n iterations to converge.

Ref. Barrier functions Self-concordance
[NN92, JKL+20] ϕlog(y) = − log det(S) n

[Vai89a, NN94] ϕvol(y) =
1
2
log det(∇2ϕlog(y)) m

√
n

[Ans00] ϕhyd(y) = c1ϕlog(y) + c2ϕvol(y)
√
mn

Table 1.2: Barrier functions for solving SDPs. For the hybrid barrier, c1 =
225
√
n/m(n− 1)/(m− 1), and c2 = 225

√
n/m.

The cost-per-iteration is dominated by the cost for computing the Hessian

inverse H(y)−1, which takes mω-time per iteration. Therefore, the total running time

is at least
√
n ·mω-time if we implement the IPM iterations exactly.

The high-level idea of our algorithm is to develop some numerical data struc-

tures to dynamically maintain the gradient g(y), Hessian H(y), and Newton’s step δy
in a fast but inexact way. More specifically, to speed up the computation of H(y)−1,

we apply a low-rank approximation for the change of the slack matrix S in each it-

eration, and use the Woodbury identity and the low-rank update for the Kronecker

product to very efficiently update H(y) and its inverse. Then, we propose a general

amortization technique that can automatically determine the truncated rank of S in

each iteration to optimize the total running time. However, the approximation errors

in each IPM iteration could make the algorithm converge to some in-optimal solu-

tion. To rule out this bad case, we develop a robust IPM framework that guarantees

the convergence of the IPM iterations even if there exist some errors in the gradient,

Hessian, and Newton’s step in each iteration. Based on our framework, we obtain a

more efficient high-accuracy SDP solver. Additionally, we also apply the robust IPM

framework to improve the hybrid barrier-based SDP solver [Ans00]. See Chapter 9

for more details.

On the other hand, there has been a long line of research on quantum SDP

solvers [BS17, AGGW17, BKL+19, KP20b, KPS21, ANTZ21], but they only achieved
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low accuracy (or feasibility). On the one hand, some of these works quantized the

first-order SDP solvers, whose running times intrinsically depend on 1/ϵ. For those

quantum second-order methods, the bottleneck is that the gradient, Hessian, and

Newton step computed in each iteration need to be transferred between quantum

and classical memory, which incurs a poly(1/ϵ) factor to the running time due to the

cost of the high-accuracy quantum state tomography.

In this dissertation, we overcome the quantum bottleneck and show a high-

accuracy quantum SDP solver with running time:

(mn1.5 + n3) · poly(κ, log(mn/ϵ)),

where κ includes the condition numbers of the intermediate matrices. We note that

our quantum SDP solver can achieve quantum speedups and high accuracy on a large

family of well-conditioned SDP instances.

The main insight of our result is that, despite the requirement for state to-

mography, our robust IPM framework enables us to achieve quantum-classical data

transfer in IPM iterations with only O(1)-accurate tomography. This approach cir-

cumvents the poly(1/ϵ) barrier present in previous quantum SDP solvers. Then, by

carefully implementing the IPM SDP algorithm using several techniques in quantum

linear algebra, we obtain the above-stated total time complexity. See Chapter 10 for

more details.

1.3.2 Sparse Fourier signal reconstruction

Fast Fourier transform (FFT) is one of the most important algorithms of the

20th century. However, many real-world signals are (almost) sparse, which moti-

vates the study of Sparse Fourier transform (SFT). For discrete-time signals, SFT

has been well-studied, with time/sample complexity nearly linear in the signal’s spar-

sity [HIKP12a, HIKP12b, IKP14, NSW19]. But for continuous-time Fourier-sparse
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signals, i.e.,

x(t) =
k∑

j=1

vj exp(2πifjt) ∀t ∈ [0, T ],

SFT is currently far from being well-studied. In addition to its essential real-world

applications for continuous audio or radio signals, as we discussed in Section 1.2.1,

Continuous SFT is closely related to the early fault-tolerant quantum algorithms

for estimating a Hamiltonian’s ground-state energy/properties. More specifically,

given an initial quantum state as input, the energy information of the Hamiltonian is

encoded in a continuous-time signal x(t) =
∑N

j=1 pj exp(−2πiEjt), where Ej’s are the

eigenenergies of the Hamiltonian and pj’s are the overlaps between the initial state

and the eigenstates. By running the Hadamard-test quantum circuit (with parameter

t), we get a noisy observation of the signal at time t5. Thus, estimating the ground-

state energy corresponds to locating the minimum frequency, and estimating the

ground-state properties corresponds to reconstructing the coefficient.

Prior research shows that if we want to recover the ground-truth “tones” (i.e.,

{(vj, fj)}) from noisy observations, the frequency gap mini ̸=j∈[k] |fi − fj| must be

large [Moi15, PS15]. This phenomenon is known as the “super-resolution”. For a

continuous-time Fourier-sparse signal with gapped frequencies, an interesting question

is: can we reconstruct the coefficients corresponding to a given set of frequencies? This

problem is known as the Fourier set-query problem, and we expect an algorithm’s cost

only proportional to the size of the frequency set. [Kap17] studied this problem for

discrete signals. In this dissertation, we develop a unified framework for the Fourier

set-query problem, which consists of the following four steps:

• Step 1: Proving energy bound for the signal family, which controls the sample

complexity of the algorithm.

5More precisely, each observation can be written as x(t) + zt, where E[zt] = 0 and |zt| ≤ 1 is
independent random noise.
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• Step 2: Obliviously sketching the signal, which draws random samples to shrink

the continuous universe to a discrete set.

• Step 3: Distilling the sketch via some carefully designed sub-sampling distri-

bution, which effectively minimizes the required number of samples.

• Step 4: Applying a weighted linear regression on the sketch to recover the

signal.

Then, we instantiate this framework for continuous and discrete Fourier set-query

in one-dimension and high-dimension, which are briefly summarized in Table 1.3.

Compared to [Kap17]’s discrete Fourier set-query algorithm, we achieve the same

sample complexity. And more importantly, our time complexity depends linearly on d,

while [Kap17] has an exponential dependence on d due to the curse of dimensionality.

See Chapter 11 for more details.

Signals Sample Time

1-D cont. k kω+1

ϵ−1k ϵ−1kω

d-D cont. k kO(d)

ϵ−1kO(d) ϵ−1kO(d)

d-D disc. ϵ−1k ϵ−1(kω+1 + kω−1d)

Table 1.3: Summary of our Fourier set-query results. For continuous signals, we
propose a sample-efficient algorithm and a high-accuracy algorithm. ϵ is the error
parameter. k is the output-sparsity of the algorithms. For discrete signals, k = |L|,
the size of the queried frequency set. And for continuous signals, k ∝ |L| and also
depends on the frequency gap.

Another research problem is the SFT without the frequency gap assumption.

In this setting, we can only reconstruct a signal that “looks like” the ground-truth

signal, but the tones could be very different, which is called the Fourier interpolation

problem. More formally, given noisy access to the ground truth k-Fourier-sparse signal

x∗(t) in limited time duration t ∈ [0, T ], the goal is to reconstruct a k̃-Fourier-sparse

59



signal y(t) such that

∥y − x∗∥2T :=
1

T

∫ T

0

|y(t)− x∗(t)|2dt ≤ c ·
(
∥g∥2T + δ∥x∗∥2T

)
,

where g(t) is the noise in the observations, c is the approximation ratio, and k̃ is the

output sparsity. while there is a polynomial-time algorithm for Fourier interpolation

(due to [CKPS16]), it is not very efficient (with at least k51 sample complexity, k62

running time, k̃ ≥ k10 output sparsity, and c ≥ 2000 approximation ratio.), let alone

practical. An open question is: can we improve the efficiency and accuracy of the

Fourier interpolation algorithm?

In this dissertation, we push forward the research on this problem. We ob-

serve that the Fourier interpolation problem can be divided into two tasks: frequency

estimation and signal estimation. During frequency estimation, we identify a set of

k̃ candidate frequencies such that there exists a signal y∗(t) supported on these fre-

quencies and well-approximates the ground-truth signal x∗(t). Subsequently, in the

signal estimation phase, we reconstruct the coefficients of the signal y∗(t).We propose

another algorithm that improves the sample complexity to Õ(k4), time complexity to

Õ(k4ω), and output sparsity to Õ(k4), where ω ≈ 2.372 is the fast matrix multiplica-

tion exponent. It is worth noting that the current state-of-the-art sample complexity

of Fourier interpolation is ∼ k4, but was only known to be achieved by an exponential-

time algorithm [CP19a]. In contrast, our algorithm uses the same number of samples

but runs in polynomial time, presenting a significant advancement toward an effi-

cient Fourier Interpolation solution. Technically, at the core of our algorithm lies a

new spectral analysis tool called the Signal Equivalent Method, which leverages the

inherent structure of Fourier signals to establish energy properties that are nearly op-

timal. The utilization of this method becomes instrumental in achieving both efficient

and accurate frequency estimation. Complementing this technique, we introduce a

new criterion for frequency recovery, called the high signal-to-noise ratio (SNR) band

condition, which effectively prunes unnecessary frequencies from the observed signal
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while preserving accuracy. By combining these components, we devise a cheap algo-

rithm capable of estimating “significant” frequencies within a narrow range. Finally,

we incorporate a signal estimation procedure to complete the Fourier interpolation

task. See Chapter 12 for more details.

1.3.3 Dynamic distance estimation

Estimating and detecting similarities in datasets is a basic subroutine in most

industry-scale optimization and machine-learning applications. It motivates the no-

tion of distance oracles (DO) [Pel00, GPPR04, WP11], which asks for a small-space

data structure such that after preprocessing a dataset of n points {x1, . . . , xn} in Rd,

in each query, given any point q ∈ Rd and a subset S ⊂ [n], it can very efficiently

estimate all distances ∥q − xi∥l for all i ∈ S (faster than the trivial O(d|S|)-time).

By considering the inner-product distance ⟨xi, q⟩, DO can be viewed as generalizing

matrix-vector product X · q, and we aim for this computation to be accomplished in

significantly less than nd time.

For ℓ1-norm and ℓ2-norm, the standard dimension-reduction (sketching) [JL84,

AC09, LDFU13] provides very efficient solutions for DO. For ℓp norms, the DO prob-

lem is well-understood [BYJKS04], where the standard tool for constructing the

data structure is via randomized linear sketching [SS02, BYJKS04, Ind06, KNPW11,

CN20]. Nevertheless, in numerous real-world scenarios, these metrics may not ade-

quately capture the underlying similarities between data points. Extensive research

has shown that employing more intricate metrics can substantially enhance predic-

tion accuracy and data compression [DKJ+07]. Over the past decade, many efforts

have been dedicated to extending optimization problems beyond the common met-

rics [ANN+17, ANN+18, LSV18, SWY+19, SWZ19]. These endeavors motivate us to

study DO in more general distance metrics.

In this dissertation, we propose a dynamic DO for any general symmetric

norm, which is invariant under permutations on coordinates. Some examples of sym-
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metric norms include Orlicz norms, top-k norms, max-mixture and sum-mixture of ℓp
norms, small-support norms, and the box-norm, which can be very useful in modeling

complicated real-world problems. More specifically, our data structure supports the

following operations:

• Initialization: it takes Õ (n · (d+mmc(l))2 · poly(1/ϵ))-time and space to pre-

process the dataset {xi}i∈[n] ⊆ Rd, where ϵ is the error parameter and mmc(l)

is a complexity measure (concentration modulus) of the symmetric norm ∥ · ∥l.

• Query: for any query point q ∈ Rd and subset S ⊆ [n], it outputs a set of

estimates {dst}i∈S in Õ(d+ |S| ·mmc(l)2)-time, such that

(1− ϵ)∥q − xi∥l ≤ dsti ≤ (1 + ϵ)∥q − xi∥l ∀i ∈ S.

• Update: it takes Õ(d · poly(1/ϵ))-time to set xi ← z.

And we note that when l = ℓp, the running time of our result matches the state-of-art

DOs. Our algorithm follows a “sketch-and-decode” approach. During the preprocess-

ing phase, each data point xi ∈ Rd is compressed into a linear sketch Φxi ∈ Rd′ with

d′ ≪ d while ∥Φxi∥l ≈ ∥xi∥l. For each query, it first computes the sketch of the query

point, i.e., Φq, and then decodes the distance ∥q− xi∥l from the difference Φq−Φxi.

To achieve this, We employ a sketching method based on the layer approximation

[IW05, BBC+17]. Notably, we introduce several novel techniques, including shared

randomness, locate-and-verify decoding, etc., to adapt this sketching method to the

DO setting with highly efficient time and space complexities. See Chapter 13 for more

details.

1.4 Our Contributions in Machine Learning

Machine learning has achieved incredible success over the past few years in

many different areas. Even in quantum computing, machine learning has played an
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important role in learning quantum states [ACH+18, CHL+22] and predicting predict

complex quantum systems [HKT+22, CHC+22]. Moreover, there has been a large

amount of work on quantum algorithms for machine learning (e.g., [RML14, AdW17,

KLP19, BBF+20, AHKZ20]). However, we currently do not fully understand why the

large models will work so well, and several classical and quantum machine learning

algorithms still lack provable guarantees.

Our research focuses primarily on the theoretical aspects of machine learning

and aims to address fundamental challenges, such as efficient training, data privacy,

and intellectual property protection. First, how to train large neural networks more

efficiently has become a crucial concern in the era of giant AI models. In Section 1.4.1,

we present several classical and quantum training algorithms with provable efficiency

and convergence guarantees. Second, the success of AI heavily relies on large quanti-

ties and high-quality data, which also raises concerns about privacy. In Section 1.4.2,

we discuss private data protection in a collaborative training experiment. Third,

how to ensure the secure distribution of pre-trained models to clients while preserv-

ing ownership and intellectual property rights is another important question for AI

companies. In Section 1.4.3, we introduce a new theoretical approach to copyright

protection of ML models (and other types of programs) with the help of quantum

computers.

1.4.1 Over-parameterized neural network training

Designing a fast and provable training method for neural networks stands as

a fundamental and formidable challenge. Currently, most deep learning models are

optimized using gradient descent or its variants. The overall training time can be

divided into two components: the number of iterations and the cost-per-iteration.

Several practical studies [CMJF+20, LXJ+20, CLP+21, DMZS21] have explored the

use of nearest-neighbor search data structures to reduce cost-per-iteration. Empiri-

cally, these approaches have demonstrated significant advantages over straightforward

training methods across various deep neural network architectures. However, none

63



of these approaches provide a provable guarantee. This raises a crucial and natu-

ral question: Is it possible to enhance the cost-per-iteration of neural network train-

ing algorithm theoretically? Addressing this question and establishing a theoretical

foundation for fast neural network training remains an open and promising area of

research.

In this dissertation, we make some progress toward resolving this research

question. We first theoretically improve the training algorithms for the two-layer

neural network with the ReLU activation function. Let n denote the number of

training data points in d-dimension, and m denote the number of neurons6. Then,

the neural network can be expressed as:

f(x) =
1√
m

m∑

i=1

ai · σ(⟨wi, x⟩),

where σ(z) = max{z, 0} is the ReLU function, ai ∈ {±1} is the output layer’s

weight, and wi ∈ Rn is the weight of the i-th neuron. In each gradient descent (GD)

iteration, the bottleneck is to compute the neural network predictions f(xi) for all n

training data points, and each requires computing m inner-products in d-dimension.

Hence, the cost-per-iteration in training neural networks (including both forward and

backward computation) faces a natural barrier of Ω(mnd). We manage to overcome

this barrier and present a classical and a quantum training algorithm with O(mαnd)

cost-per-iteration, where 0 < α < 1 is a universal constant. Furthermore, we can

prove a linear convergence rate for our algorithms.

To bypass the Ω(mnd) barrier, we observe that the bottleneck of each iteration

is the identify those neurons with non-zero outputs (or so-called “activated neurons”).

It motivates us to explore the possibility of leveraging quantum computing to speed

up this step. More specifically, Grover’s search algorithm [Gro96] is one of the most

6We assumed the over-parameterization regime where the number of neurons is much larger than
the number of training data points, i.e., m ≫ n. It is a very common regime in deep learning
theory [AZLS19a, AZLS19b, DZPS19], where the convergence and generalization of the gradient
descent-based training algorithms have provable guarantees.
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famous quantum algorithms and can find one specific element out of n elements in

Õ(
√
n)-time. Moreover, if there are k such elements, Grover’s algorithm can find all

of them in Õ(
√
nk)-time. Therefore, a natural idea is to use Grover’s algorithm to

find the set of activated neurons, denoted as Sfire. Then, the forward computation

can be written as follows:

f(x) =
1√
m

∑

i∈Sfire

ai · σ(⟨wi, x⟩).

Hence, the cost of the forward (and backward) computation only depends on |Sfire|,
instead of m. When the number of activated neurons is small (i.e., sublinear in m),

Grover’s algorithm can offer a nearly quadratic speedup, and the training algorithm

will have a o(mnd) cost-per-iteration.

However, by the standard randomized initialization for the neural network,

each wi is sampled from a Gaussian distribution. As a result, about half of the

neurons are activated, and we still need to take Ω(m)-time to find all of them. There-

fore, sparsity is the key to speed-up. In this dissertation, we design a shifted-ReLU-

sparsifier by adding a small threshold in the ReLU activation function. That is,

σb(z) := max{z− b, 0} for some small b > 0. Each training iteration is guaranteed to

have o(m) number of activated neurons. Furthermore, we developed a shifted neural

tangent kernel (NTK) to provide a convergence analysis rigorously. In this way, we ob-

tained a hybrid quantum-classical algorithm with a truly sublinear cost-per-iteration.

Moreover, we observe that only the quantum part of our training algorithm is using

Grover’s algorithm to find Sfire. It can be formulated as a computational geometry

problem: we are given n points in d-dimension. In each query, the input is a half-

space, and the goal is to find all the points contained in this half-space. This problem

has been studied by [AEM92]. They proposed half-space reporting (HRS) data struc-

tures such that after preprocessing the dataset, each query can be answered with

sublinear costs.7 Therefore, we can use the HRS data structures to replace Grover’s

7More precisely, the costs are o(n) +O(k), where k is the output size.
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algorithm. By preprocessing the training data points or the initial weights, we obtain

purely classical training algorithms with sublinear cost-per-iteration.

However, our sublinear-cost training algorithms are far from being practical

since the HRS data structures are extremely complicated with very large preprocessing

costs. In this dissertation, we also propose much-simplified tree-based data structures

for preprocessing in the two-layer training algorithm so that the d-dependence in the

preprocessing time is exponentially improved, with a slightly worse (but still sublin-

ear) cost-per-iteration. In addition, we proved a strong exponential-time hypothesis

(SETH)-based lower bound for the task of identifying the activated neurons, which

indicates that one could not improve much on the running time of our data structures.

See Chapter 14 for more details.

On the other hand, we theoretically improve the efficiency of training a multi-

layer wide neural network, which is of the following form:

f(W,x) = a⊤σ(WL(σ(· · ·σ(W1x)))),

where W1, . . . ,WL are m-by-m matrices. Naively, one has to pay Ω(m2) time to read

the weight matrix and evaluate the neural network function in both forward and

backward computation. We present a classical algorithm that only pays O(m2) in

the preprocessing phase, and each iteration takes truly sub-quadratic time, i.e., m1+β

for some universal constant β ∈ (0, 1). Technically, we apply the shifted ReLU-based

sparsifier to the multi-layer setting to reduce the number of activated neurons in

each iteration. And we analyze the convergence behavior of a general Gram-based

optimization framework, which provides the convergence guarantee for our training

algorithm. Moreover, we develop a novel algorithm to efficiently and accurately solve

tensor-based regression, which is a pivotal part of our training algorithm. See Chap-

ter 15 for more details.
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1.4.2 Classical protection for private training data

The concept of collaboratively training neural networks using sensitive data

is highly attractive and applicable to numerous AI domains, ranging from health-

care to virtual assistants. One commonly employed strategy is to incorporate dif-

ferential privacy [DMNS06, CMS11, ACG+16] into the training process by adding

noise to gradients. This approach aims to prevent the trained model from contain-

ing sufficient information to reveal individual training data. Nevertheless, utilizing

differential privacy in the training process often results in a notable reduction in test

accuracy. Another strategy is to employ cryptographic tools like fully holomorphic

encryption (FHE) or multiparty computation (MPC) to safeguard sensitive training

data. However, the downside of these cryptographic protocols is that they often re-

sult in a substantial decrease in efficiency. Preserving data confidentiality, training

efficiency, and prediction accuracy while training neural networks has emerged as

a critical and common research objective in both academic and industrial domains

[SS15, KMY+16, MMR+17, RTD+18, PAH+18].

InstaHide is a private distributed learning scheme proposed by [HSLA20b] that

provides privacy without slowing down training or reducing accuracy. The key idea

is to train the model on a dataset where (1) each synthetic image is a mix of kpriv
private images and kpub public images, and (2) each pixel is independently sign-flipped

after the mixing. It shows promising prediction accuracy on several image data sets.

To evaluate the security aspect of the InstaHide scheme in real-world deployment

scenarios, the authors present a challenge [HSLA20a]. The challenge entails npriv =

100 private images, with the public images sourced from the ImageNet [DDS+09].

The challenge dataset comprises m = 5000 synthetic images, where each image is a

combination of kpriv = 2 private images and kpub = 4 public images, and the sign of

each pixel is randomly flipped. The objective is to recover a private image using the

set of sample images. Unfortunately, this challenge was broken by heuristic-based

practical attacks [CDG+20, LXW+21], which are capable of reconstructing images
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visually similar to the private images in the InstaHide challenge data set. However,

the key drawback of these attacks is that they lack provable guarantees, and it is

unclear whether they still work when we use InstaHide to protect large numbers of

private images (i.e., large npriv). This raises a salient question: Is InstaHide scheme

secure in any provable sense?

InstaHide’s sample complexity [CLSZ21] is the first theoretical work that for-

mulates the InstaHide attack problem as a recovery problem. They proposed an

algorithm to recover a private image assuming each private and public image is a

random Gaussian image (i.e., each pixel is an i.i.d. sample from N(0, 1)). The algo-

rithm shows that O(nkpriv−2/(kpriv+1)
priv ) sample images are sufficient to recover one private

image.

In this dissertation, we proposed an algorithm that recovers all private images

using only Ω(npriv log(npriv)) samples when mixing two private images (i.e., kpriv = 2

as in the InstaHide challenge setting), improving [CLSZ21]’s algorithm which needs

O(n
4/3
priv) samples. Furthermore, we summarized the existing attacks into a unify-

ing framework and revealed the vulnerability of the existing methods to recover all

private images by proving a computational hardness of approximation result: ℓ2-

regression with hidden signs cannot be (1 + ϵ)-approximated in 2o(n)-time, assuming

the exponential-time hypothesis (ETH). Our results demonstrate that InstaHide is

not information-theoretically secure but computationally secure in the worst case,

even in the simplest setup of mixing two private images. See Chapter 16 for more

details.

Efficient InstaHide attacking algorithm with provable guarantee We ob-

serve that a key step in the existing InstaHide attacks can be formulated as the

batched-k-vector sum (BkV-Sum) problem: let X = {x1, . . . , xr} be a hidden set of

d-dimensional vectors. We are given vectors y1, . . . , ym with the promise that for each

j ∈ [m], there is a set Sj ⊂ [r] of size k for which yj =
∑

i∈Sj
xi. The goal is to
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recover sets S1, . . . , Sm. In the context of InstaHide, r = npriv represents the number

of private images, k = kpriv denotes the number of private images used for mixing, and

the set Sj provides information about which private images were used to generate the

j-th synthetic image. [CLSZ21, CDG+20] demonstrated that when xi are Gaussian

vectors or real images, it is possible to construct a similarity oracle. It takes any

yi and yj as inputs, and returns |Si ∩ Sj|. In the presence of such an oracle, BkV-

Sum can be reduced to the sparse symmetric Boolean matrix factorization problem

(SSBMF). It is a variant of the well-studied non-negative matrix factorization problem

[AGKM12, Moi13, RSW16, SWZ17, SWZ19]. In SSBMF, we are given a symmetric

non-negative matrix M ∈ Rm×m
≥0 , and the goal is to find an m-by-r Boolean matrix W

with k-row-sparse such that ∥M −WW⊤∥0 is minimized. This problem is intriguing

not only due to its connection to InstaHide attacks but also because it is closely re-

lated to other significant problems in combinatorics and theoretical computer science,

such as hypergraph reconstruction, clique decomposition, and more. Thus, exploring

this problem offers valuable insights into various research areas.

In this dissertation, we conduct systematic research on SSBMF. We first show

that it is NP-hard in the worst case. And we present a quasi-polynomial-time algo-

rithm for approximating SSBMF, based on the dense 2-CSP solver by [MM15]. Then,

we study the SSBMF in the average case. More specifically, we assume that each row

of the ground-truth W is randomly sampled from the set of k-sparse Boolean vectors,

and the input matrix M = WW⊤. By a bootstrapping technique and Jennrich’s ten-

sor decomposition algorithm [HAR70, LRA93], we show that W can be reconstructed

up to a permutation of its rows with high probability. In the analysis of our algo-

rithm, we establish a novel result in random matrix theory concerning the probability

of a rectangular k-sparse Boolean random matrix being singular. Furthermore, we

leverage our average-case algorithm for SSBMF to obtain the first provable attack on

InstaHide with a polynomial runtime in all parameters, including m, d, kpriv, and npriv.

More specifically, we show that when the sets Sj are uniformly random k-subsets and

m ≥ Ω̃(rk), given a similarity oracle, there exists a O(mω+1 +mrd)-time algorithm
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to approximately recover the magnitudes of the “heavy” coordinates of every vector

in the original data set X = {x1, . . . , xr}. Remarkably, this recovery can be achieved

even if we only have access to the entrywise absolute values of the yi’s. In the context

of InstaHide, this algorithm can recover the “significant pixels” in each private image,

which are sufficient in many real-world scenarios. See Chapter 17 for more details.

1.4.3 Quantum protection for copyrights of machine learning models

Training large-scale ML models, such as GPT-4 [Ope23], necessitates vast

amounts of training data and GPU resources. Consequently, many AI companies

have adopted the business strategy of selling pre-trained models. However, a signif-

icant concern arises regarding the vulnerability of these sold models or programs to

unauthorized copying and sharing. One conventional solution is to incorporate wa-

termarking techniques into machine learning models [ZGJ+18, LNE+21, FAESS22],

enabling the detection of pirated models. Unfortunately, this approach can adversely

affect training efficiency and may not withstand transfer learning or fine-tuning, as mi-

nor modifications to the model could remove the watermark. Furthermore, achieving

a provable security guarantee in this context is exceptionally difficult. Another com-

mon approach is to offer ML services through cloud platforms exclusively. However,

reliance on cloud services can be inconvenient due to the risk of leaking private data

during network communication and potential server outages. Therefore, developing

a reliable and efficient approach to protect machine learning intellectual property has

become a critical demand.

In this dissertation, we investigate a new approach to protect the copyrights

of ML models using quantum computers. Provably secure copy-protection in the

classical world is theoretically impossible since we cannot prevent adversaries from

copying the program codes. In the quantum realm, we use the no-cloning theorem to

propose a scheme that provides provable protection against piracy for any unlearnable

program, resolving a long-standing open question in [AC12]. Notably, compared to

the prior quantum copy-protection scheme [Aar09], which is relative to a quantum
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oracle, our protocol only relies on a classical oracle, making it more practical. By

instantiating the classical oracle with post-quantum candidate obfuscation, we will

obtain a heuristic construction of copy protection. Moreover, we establish that any

program with a watermarking can be copy-detected, i.e., piracy may not be prevented

but can be detected. Our quantum copy-protection results provide a new approach to

theoretically copy-protecting a pre-trained ML model with the assistance of quantum

computers, with the security guarantee that adversaries can only pirate it by training

the model from scratch. See Chapter 18 for more details.

1.5 Our Contributions in Concentration and Discrepancy

Concentration inequalities play an important role in various fields of com-

puter science and mathematics by demonstrating that random quantities are likely

to be close to their means. The most popular concentration inequalities might be

the Chernoff bound [Che52], which provides an exponential tail-bound for the sum of

independent and identically distributed (i.i.d.) scalar random variables. One applica-

tion of Chernoff bounds is the probabilistic method, which is a powerful technique for

proving the existence of desired objects through random constructions (see [AS16]).

However, it does not always yield optimal solutions. One such example is the dis-

crepancy minimization problem, where we are given n subsets of [n], and the goal

is to find a bi-coloring of the elements that minimizes the maximum discrepancy or

imbalance among the subsets. By Chernoff bound, we can easily show that a random

coloring has discrepancy O(
√
n log n). However, Spencer’s famous result of “six stan-

dard deviations” [Spe85] states that there exists a bi-coloring with the discrepancy

at most 6
√
n. Discrepancy theory has important connections to other fields, such as

theoretical computer science and optimization, and has found applications in both

theory and practice [Cha00b].

More recently, many efforts have been devoted to extending these findings to

the matrix settings. For instance, researchers have generalized scalar Chernoff bounds
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to matrix Chernoff bounds in studies such as [AW02, RV07, Tro12, MJC+14, Tro15,

Tro18]. Additionally, works like [Mek14, MSS15b, Coh16a, Brä18, KLS20, HRS21,

DJR21, BJM22] have investigated matrix discrepancy in various settings.

We further extend the line of research on concentration and discrepancy. In

Section 1.5.1, we introduce the hyperbolic polynomial, which is a natural general-

ization of matrix and has important applications in TCS and mathematics. We

generalize several Chernoff-type and Spencer-type results to the hyperbolic setting.

In Section 1.5.2, we introduce the expanding posets (eposets), which are closely re-

lated to the recent breakthrough of c3-LTC, NLTS conjecture, etc. We show the

relationship between the concentration properties of the higher-order random walk

and the underlying structure of the poset. Although these results may not have im-

mediate applications in quantum computing, optimization, or machine learning, we

believe that they hold promise for future studies and can contribute to advancing our

understanding of these fields.

1.5.1 Hyperbolic-extensions of concentration and discrepancy

We say a real, multivariate homogeneous polynomial h(x) ∈ R[x1, . . . , xm] to

be hyperbolic in direction e ∈ Rm if its univariate restriction h(te−x) ∈ R[t] has only

real roots for any x. Hyperbolic polynomials were initially explored in the field of

partial differential equations [Går51, Hor83, Kry95]. Güler [Gül97] was the first to

discover its application in optimization, specifically hyperbolic programming (HP),

which is a generalization of LP and SDP. Later, substantial efforts have been dedicated

to developing efficient HP solvers (e.g., [RS14, Ren16, Ren19a]) and investigating the

relationship between HP and SDP (e.g., [HV07, LPR05, Brä14, Sau18, RRSW19]).

Moreover, hyperbolic polynomials serve as a powerful tool in resolving significant

problems in mathematics and TCS. These include the Van der Waerden/Schrijver-

Valiant conjecture [Gur06, Gur07], Kadison-Singer problem [MSS15b, Brä18], and

the construction of bipartite Ramanujan graphs [MSS18].
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An intriguing property of the hyperbolic polynomial is that it induces a norm

known as the hyperbolic norm, which is a natural generalization of the matrix spec-

tral norm. Specifically, the matrix spectral norm ∥X∥ is defined as the maximum

absolute value among the eigenvalues of X. Alternatively, ∥X∥ corresponds to the

largest root (in absolute value) of the polynomial det(tI − X) ∈ R[t]. Notably, the

determinant polynomial det(X) for a real symmetric matrix X is hyperbolic in the

direction I.8 Hence, it motivates us to extend the notions of eigenvalue and spec-

tral norm to all hyperbolic polynomials. Let h(x) ∈ R[x1, . . . , xm] be a hyperbolic

polynomial in direction e. For any vector x, its hyperbolic eigenvalues are the roots

of h(te − x) = 0, denoted as λ1(x) ≥ · · · ≥ λd(x). And its hyperbolic norm is

∥x∥h := maxi∈[n]{|λi(x)|}. In addition to the determinant polynomial, another ex-

ample of the hyperbolic polynomial is h(x) =
∏m

i=1 xi with the hyperbolic direction

e = (1, . . . , 1). It is easy to see that the hyperbolic norm induced by this polynomial

corresponds to the ℓ∞-norm, i.e., ∥x∥h = ∥x∥∞. Our research mainly lies in exploring

the concentration and discrepancy properties with respect to the hyperbolic norm.

Hyperbolic concentration As we discussed earlier, concentration inequalities

for random matrices have been studied for decades. The matrix Chernoff bound

[Tro15] shows that for d-by-d symmetric matrices X1, . . . , Xn and a uniformly ran-

dom Boolean vector r ∈ {±1}n,

Pr
r∼{±1}n

[∥∥∥
n∑

i=1

riXi

∥∥∥ > t
]
≤ 2d · exp

(
− t2

2 ∥∑n
i=1X

2
i ∥
)
∀t > 0.

In this dissertation, we prove several Chernoff-type results for the hyperbolic

norm. First, we show a nearly optimal hyperbolic Chernoff bound for Rademacher

sums. Specifically, let h be an m-variate, degree-d hyperbolic polynomial in direction

8We vectorize n-by-n symmetric matrices as vectors in Rn(n+1)/2.
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e. Let x1, . . . , xn ∈ Rm such that
∑n

i=1 ∥xi∥2h ≤ σ2. Then, we have

Pr
r∼{±1}n

[∥∥∥
n∑

i=1

rixi

∥∥∥
h
> t
]
≤ 2 exp

(
− ct2

σ2 log(s+ 1)

)
∀t > 0.

By choosing different hyperbolic polynomials, this result can recover Hoeffding’s in-

equality [Hoe63], the dimension-free vector-valued Bernstein inequality [Min17], and

the matrix Chernoff bound [Tro15]9.

Second, similar to the matrix Chernoff bound for positive semi-definite (PSD)

matrices ([Tro15]), we also prove a hyperbolic Chernoff bound for random vectors in

the hyperbolic cone Γh+, which is defined to be the set of vectors with all hyperbolic

eigenvalues being non-negative. Suppose x1, . . . , xn are n independent random vectors

over Λ+ such that λmax(xi) ≤ R for all i ∈ [n] and
∑n

i=1 E[λmax(xi)] = µmax. Then,

we have

Pr
[
λmax

( n∑

i=1

xi
)
≥ (1 + δ)µmax

]
≤ d ·

((1 + δ)1+δ

eδ

)−µmax/R

∀δ ≥ 0.

In addition, we have a similar result for the minimum hyperbolic eigenvalue.

Third, we delve into the anti-concentration with respect to the hyperbolic

norm. Anti-concentration provides an opposite perspective of concentration inequal-

ities by focusing on how random variables avoid clustering or becoming overly con-

centrated in specific regions. A notable example is the Littlewood-Offord theorem

[LO43], which states that the probability of a random hypercube vertex laying on

the boundary of any d-dimensional half-plane 1⟨a,x⟩≤θ with |ai| ≥ 1 is at most O( 1√
d
).

Recently, this theorem was extended from half-plane to polytope [OST19] and pos-

itive spectrahedron [AY22]. We establish a similar result in the hyperbolic setting,

demonstrating that the hyperbolic spectral norm of a Rademacher sum of vectors in

the hyperbolic cone cannot concentrate within a small interval. It has some potential

applications in constructing pseudorandom generators that fool hyperbolic cones. See

Chapter 19 for more details.

9In fact, our result only implies the matrix Chernoff bound for constant-dimensional or constant-
rank matrices.
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Hyperbolic discrepancy The discrepancy minimization has been extensively stud-

ied across various settings. In the context of a set system over [n], Spencer’s theorem

[Spe85] establishes an upper bound of O(
√
n) on the discrepancy. Similary, the min-

imum discrepancy of n matrices X1, . . . , Xn ∈ Rd×d can be defined as

min
s∈{±1}n

∥
n∑

i=1

siXi∥.

Using the matrix Chernoff bound, we can derive an upper bound of O(
√
n log d) on the

matrix discrepancy, and it is conjectured that the log d factor can be shaved [Mek14].

When the matrices are rank-one, this problem is strongly connected to the Kadison-

Singer (KS) problem [KS59] in functional analysis, which was resolved by the seminal

work of Marcus, Spielman, and Srivastava [MSS15b]. Specifically, for any independent

random vectors u1, · · · , un ∈ Cm in isotropic positions10 in expectation, there is a

positive probability that ∥∑n
i=1 uiu

∗
i ∥ ≤ 1 + O(maxi∈[n] ∥ui∥). From a discrepancy

theory perspective, this result implies that: for any isotropic u1, . . . , un ∈ Cm with

∥uiu∗i ∥ ≤ ϵ, it holds that

min
s∈{±1}n

∥∥∥
n∑

i=1

siuiu
∗
i

∥∥∥ ≤ O(
√
ϵ),

which corresponds to the matrix Spencer conjecture with rank-one isotropic matrices.

Several generalizations of the Kadison-Singer-type results have been established. For

instance, [KLS20] relaxed the condition on the norm of each rank-one matrix to

the norm of the sum of squared matrices, i.e., ∥∑n
i=1(uiu

∗
i )

2∥ ≤ σ2, and showed a

discrepancy bound of 4σ. [AO15] relaxed the independent sampling of ui’s to sampling

from any strongly Rayleigh distribution. [Coh16a, Brä18] proved the Kadison-Singer

theorem for high-rank matrices. In particular, [Brä18] obtained this result by proving

a hyperbolic version of the Kadison-Singer theorem.

Our contribution to the hyperbolic discrepancy theory consists of two parts.

10We say vectors v1, . . . , vn are in isotropic positions if
∑n

i=1 viv
∗
i = I.
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First, in the hyperbolic rank-one setting11, we generalize [KLS20] and [AO15]’s results

to the hyperbolic setting:

• Four hyperbolic deviations suffice for the hyperbolic KS: Let h ∈ R[x1, . . . , xm]

denote a hyperbolic polynomial in direction e ∈ Rm. Let v1, . . . , vn ∈ Γh+ be

n vectors in the hyperbolicity cone with σ := ∥∑n
i=1 trh[vi]vi∥h, where the

hyperbolic trace trh[x] :=
∑d

i=1 λi(x). Then it holds that

min
s∈{±1}n

∥∥∥
n∑

i=1

sivi

∥∥∥
h
≤ 4σ.

• Hyperbolic KS with a strongly Rayleigh distribution: Let h ∈ R[x1, . . . , xm]

denote a hyperbolic polynomial in direction e ∈ Rm. Let v1, · · · , vn ∈ Γh+ such

that
∑n

i=1 vi = e, and ∥vi∥h ≤ ϵ2 for all i ∈ [n]. Let µ be a homogeneous strongly

Rayleigh probability distribution12 on [n] such that the marginal probability of

each element is at most ϵ1. Then, it holds that there exists S ⊆ [n] in the

support of µ, such that
∥∥∥
∑

i∈S

vi

∥∥∥
h
≤ 4(ϵ1 + ϵ2) + 2(ϵ1 + ϵ2)

2.

In addition, we present an algorithm that runs sub-exponentially in m to construct

the solutions in both cases.

Second, we have some preliminary results about the hyperbolic discrepancy

for general vectors. Note that [Brä18]’s result requires that the vectors are in the

hyperbolic cone Γh+ and in an isotropic position. We relax this condition to hyper-

bolic cone vectors in a sub-isotropic position and slightly improve their hyperbolic

discrepancy bound. Additionally, We put forward the hyperbolic Spencer conjecture,

which states that for any x1, . . . , xn ∈ Rm with ∥xi∥h ≤ 1, there exists an s ∈ {±1}n

11The hyperbolic rank of a vector x is the number of its non-zero hyperbolic eigenvalues.
12A distribution µ over the subsets of [n] is strongly Rayleigh if its generating polynomial gµ(z) :=∑
S⊆[n] µ(S)z

S ∈ R[z1, . . . , zn] is a real-stable polynomial, i.e., no root in the upper-half of Cn.
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such that ∥∑n
i=1 sixi∥h ≤ O(

√
n). This conjecture is a natural generalization of the

matrix Spencer conjecture. And we prove a special case when the hyperbolic rank

of each vector is constant. We hope our results will be helpful in fully resolving the

matrix Spencer conjecture in the future. See Chapter 20 for more details.

1.5.2 Higher-order random walk on expanding posets

High-dimensional expanders (HDXs) and random walks on them have gar-

nered significant attention in mathematics, theoretical computer science, and quan-

tum computing. They exhibit strong connections to various areas such as approximat-

ing constraint satisfaction problems (CSPs) [AJT19, ALG20], approximate sampling

and counting [ALGV19], agreement testing [DD19], constructing c3-locally testable

codes (LTCs) [DEL+22] and good quantum low-density parity-check (LDPC) codes

[PK21, LH22, LZ22], resolving no low energy state conjecture (NLTS) [ABN23], etc.

While most studies on HDXs have focused on hypergraphs or simplicial complexes,

the understanding of non-simplicial objects (e.g., the Grassmanian complex) remains

unclear. In this thesis, we delve into a generalized notion of high-dimensional ex-

pansion on partially ordered sets (posets) called expanding posets, as introduced by

[DDFH18], and quantify the advantage of different poset architectures, highlighting

how structural regularity controls the spectral decay and edge-expansion of corre-

sponding random walks.

We specifically focus on the d-dimensional graded poset, which is a set X

equipped with a partial order “<”. Each element x ∈ X has a rank r(x) ∈ [d]

that respects the partial order and partitions X into levels X(0) ∪ . . . ∪ X(d). For

instance, in hypergraph, the rank of an element is the size of the subset, while in

the Grassmann poset, where elements represent subspaces, the rank corresponds to

the subspace dimension. Random walks on a graded poset are called higher-order

random walks, which can be defined by composing the following up-operator and
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down-operator:

Uif(x) = E
y⋖x

[f(y)], Dif(y) = E
x⋗y

[f(x)] ∀f : X(i)→ R,

where y ⋖ x denotes y < x and r(y) = r(x) − 1. For example, the upper walk

Di+1Ui can be described as: starting from x ∈ X(i), first moving up to y ∈ X(i+ 1)

with x < y, and then moving down to x′ ∈ X(i) with x′ < y. One motivation for

the higher-order random walks is they determine the expansion of the underlying

poset. Inspired by the notion of spectral expansion of a graph, [DDFH18] defines the

(δ, γ)-expansion of a poset for δ ∈ [0, 1]d and γ ∈ [0, 1) as:

∥Di+1Ui − (1− δi)I − δiUi−1Di∥ ≤ γ ∀1 ≤ i < d.

And we call an expanding graded poset an eposet.

X(3):

X(2):

X(1):

X(0):

Figure 1.1: An example of a graded poset. The relation “⋖” corresponds to the edges
in the figure.

Our research is centered around the concentration behavior of the higher-

order walks on eposets, shedding light on their spectral properties. We demonstrate

that the eigenvalues of the walk operators concentrate within strips around a small

number of approximate eigenvalues, controlled by the regularity of the poset. More

specifically, we establish that the i-th approximate eigenvalue of the walk operator can
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be expressed as λi = R(k−1,i)
R(k,i)

, where k is the dimension of the random walk and R(j, i)

denotes the total number of rank-i elements less than any fixed rank-j element. Our

findings indicate an exponential decay of eigenvalues in the poset architectures like the

Grassmann, whereas architectures like hypergraphs exhibit only linear decay. This

distinction is crucial in applications to the hardness of approximation and agreement

testing, such as the recent proof of the 2-2 Games Conjecture [SMS18]. In contrast to

the previous study on eposets [KT21a], which focuses only on the second eigenvalue,

our result goes beyond and captures the full spectrum. It allows us to obtain a more

comprehensive understanding of the concentration behavior of higher-order random

walks on eposets.

As a consequence, we show a tight variance-based characterization of edge-

expansion on eposets, which is an important combinatorial property used in algo-

rithms and hardness of unique games [BBK+20, BHKL20, SMS18]. We prove that

the expansion of any i-link13 of an eposet is almost exactly 1−λi(M), where M is the

higher-order random walk operator. And conversely, any set with expansion less than

1 − λi(M) has a high variance across i-links. While a similar result was presented

in a previous work [BHKL20], their proof heavily relies on the simplicial structure.

Furthermore, we conduct a thorough analysis of the Grassmann, showing that our

results are tight for a natural set of sparsifications of the Grassmann graphs (i.e., the

q-eposets). See Chapter 21 for more details.

13For a rank-i element x, its k-dimensional link consists of all the rank-k elements y > x.
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Part I

Quantum Computing
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Chapter 2: Quantum Speedups of Log-concave
Sampling

2.1 Introduction

Sampling from a given distribution is a fundamental computational problem.

For example, in statistics, samples can determine confidence intervals or explore pos-

terior distributions. In machine learning, samples are used for regression and to train

supervised learning models. In optimization, samples from well-chosen distributions

can produce points near local or even global optima.

Sampling can be nontrivial even when the distribution is known. Indeed,

efficient sampling is often a challenging computational problem, and bottlenecks the

running time in many applications. Many efforts have been made to develop fast

sampling methods. Among those, one of the most successful tools is Markov Chain

Monte Carlo (MCMC), which uses a Markov chain that converges to the desired

distribution to (approximately) sample from it.

Here we focus on the fundamental task of log-concave sampling, i.e., sam-

pling from a distribution proportional to e−f where f : Rd → R is a convex function.

This covers many practical applications such as multivariate Gaussian distributions

and exponential distributions. Provable performance guarantees for log-concave sam-

pling have been widely studied [DCWY18]. A closely related problem is estimating

the normalizing constants of log-concave distributions, which also has many applica-

tions [GLL20].

Quantum computing has been applied to speed up many classical algorithms

based on Markov processes, so it is natural to investigate quantum algorithms for

log-concave sampling. If we can prepare a quantum state whose amplitudes are

the square roots of the corresponding probabilities, then measurement yields a ran-

dom sample from the desired distribution. In this approach, the number of re-
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quired qubits is only poly-logarithmic in the size of the sample space. Unfortu-

nately, such a quantum state probably cannot be efficiently prepared in general,

since this would imply SZK ⊆ BQP [ATS03]. Nevertheless, in some cases, quan-

tum algorithms can achieve polynomial speedup over classical algorithms. Exam-

ples include uniform sampling on a 2D lattice [Ric07], estimating partition func-

tions [WA08, WCNA09, Mon15, HW20, AHN+21], and estimating volumes of convex

bodies [CCH+19]. However, despite the importance of sampling log-concave distribu-

tions and estimating normalizing constants, we are not aware of any previous quantum

speedups for general instances of these problems.

Formulation In this chapter, we consider a d-dimensional convex function f : Rd →
R which is L-smooth and µ-strongly convex, i.e., µ, L > 0 and for any x, y ∈ Rd, x ̸= y,

f(y)− f(x)− ⟨∇f(x), y − x⟩
∥x− y∥22/2

∈ [µ, L]. (2.1)

We denote by κ := L/µ the condition number of f . The corresponding log-concave

distribution has probability density ρf : Rd → R with

ρf (x) :=
e−f(x)

Zf
, (2.2)

where the normalizing constant is

Zf :=

∫

x∈Rd

e−f(x) dx. (2.3)

When there is no ambiguity, we abbreviate ρf and Zf as ρ and Z, respectively. Given

an ϵ ∈ (0, 1),

• the goal of log-concave sampling is to output a random variable with distribution

ρ̃ such that ∥ρ̃− ρ∥ ≤ ϵ, and

• the goal of normalizing constant estimation is to output a value Z̃ such that with

probability at least 2/3, (1− ϵ)Z ≤ Z̃ ≤ (1 + ϵ)Z.
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Here ∥ · ∥ is a certain norm. We consider the general setting where the function f is

specified by an oracle. In particular, we consider the quantum evaluation oracle Of , a

standard model in the quantum computing literature [CCH+19, AGGW20, CCLW20,

ZLL21]. The evaluation oracle acts as

Of |x, y⟩ = |x, f(x) + y⟩ ∀x ∈ Rd, y ∈ R. (2.4)

(Quantum computing notations are briefly explained in Section 2.2.) We also consider

the quantum gradient oracle O∇f with

O∇f |x, z⟩ = |x,∇f(x) + z⟩ ∀x, z ∈ Rd. (2.5)

In other words, we allow superpositions of queries to both function evaluations and

gradients. The essence of quantum speedup is the ability to compute with carefully

designed superpositions.

Contributions Our main results are quantum algorithms that speed up log-concave

sampling and normalizing constant estimation.

Theorem 2.1 (Main log-concave sampling result). Let ρ denote the log-concave dis-

tribution (2.2). There exist quantum algorithms that output a random variable dis-

tributed according to ρ̃ such that

• W2(ρ̃, ρ) ≤ ϵ where W2 is the Wasserstein 2-norm (2.8), using Õ(κ7/6d1/6ϵ−1/3 +

κd1/3ϵ−2/3) queries to the quantum evaluation oracle (2.4); or

• ∥ρ̃ − ρ∥TV ≤ ϵ where ∥ · ∥TV is the total variation distance (2.7), using Õ
(
κ1/2d

)

queries to the quantum gradient oracle (2.5), or Õ
(
κ1/2d1/4

)
queries when the initial

distribution is warm (formally defined in Section 2.9.2.1).

In the above results, the query complexity Õ(κ7/6d1/6ϵ−1/3 + κd1/3ϵ−2/3) is

achieved by our quantum ULD-RMM algorithm. Although the quantum query com-

plexity is the same as the best known classical result [SL19], we emphasize that our
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quantum algorithm uses a zeroth-order oracle while [SL19] uses a first-order oracle.

The query complexity Õ
(
κ1/2d

)
is achieved by our quantum MALA algorithm that

uses a first-order oracle (as in classical algorithms). This is a quadratic speedup in κ

compared with the best known classical algorithm [LST20]. With a warm start, our

quantum speedup is even more significant: we achieve quadratic speedups in κ and d

as compared with the best known classical algorithm with a warm start [WSC22].

Theorem 2.2 (Main normalizing constant estimation result). There exist quantum

algorithms that estimate the normalizing constant by Z̃ within multiplicative error ϵ

with probability at least 3/4,

• using Õ(κ7/6d7/6ϵ−1 + κd4/3ϵ−1) queries to the quantum evaluation oracle (2.4); or

• using Õ(κ1/2d3/2ϵ−1) queries to the quantum gradient oracle (2.5).

Furthermore, this task has quantum query complexity at least Ω(ϵ−1+o(1)) (Theo-

rem 2.9).

Our query complexity Õ(κ7/6d7/6ϵ−1 + κd4/3ϵ−1) for normalizing constant es-

timation achieves a quadratic speedup in precision compared with the best known

classical algorithm [GLL20]. More remarkably, our quantum ULD-RMM algorithm

again uses a zeroth-order oracle while the slower best known classical algorithm uses

a first-order oracle [GLL20]. Our quantum algorithm working with a first-order or-

acle achieves polynomial speedups in all parameters compared with the best known

classical algorithm [GLL20]. Moreover, the precision-dependence of our quantum

algorithms is nearly optimal, which is quadratically better than the classical lower

bound in 1/ϵ [GLL20].

To the best of our knowledge, these are the first quantum algorithms with

quantum speedup for the fundamental problems of log-concave sampling and es-

timating normalizing constants. We explore multiple classical techniques includ-

ing the underdamped Langevin diffusion (ULD) method [DM17, DK19, DMM19,

VW19], the randomized midpoint method for underdamped Langevin diffusion (ULD-

RMM) [SL19, RSBG19], and the Metropolis adjusted Langevin algorithm (MALA) [DCWY18,
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CDWY20, LST20, CLA+21, WSC22, LST21], and achieve quantum speedups. Our

main contributions are as follows.

• Log-concave sampling. For this problem, our quantum algorithms based on ULD

and ULD-RMM have the same query complexity as the best known classical algo-

rithms, but our quantum algorithms only use a zeroth-order (evaluation) oracle,

while the classical algorithms use the first-order (gradient) oracle. For MALA, this

improvement on the order of oracles is nontrivial, but we can use the quantum gra-

dient oracle in our quantum MALA algorithm to achieve a quadratic speedup in the

condition number κ. Furthermore, given a warm-start distribution, our quantum

algorithm achieves a quadratic speedup in all parameters.

• Normalizing constant estimation. For this problem, our quantum algorithms pro-

vide larger speedups. In particular, our quantum algorithms based on ULD and

ULD-RMM achieve quadratic speedup in the multiplicative precision ϵ (while us-

ing a zeroth-order oracle) compared with the corresponding best-known classical

algorithms (using a first-order oracle). Our quantum algorithm based on MALA

achieves polynomial speedups in all parameters. Furthermore, we prove that our

quantum algorithm is nearly optimal in terms of ϵ.

We summarize our results and compare them to previous classical algorithms

in Table 2.1 and Table 2.2. See Section 2.6 for more detailed comparisons to related

classical and quantum work.

Techniques In this chapter, we develop a systematic approach for studying the

complexity of quantum walk mixing and show that for any reversible classical Markov

chain, we can obtain quadratic speedup for the mixing time as long as the initial dis-

tribution is warm. In particular, we apply the quantum walk and quantum annealing

in the context of Langevin dynamics and achieve polynomial quantum speedups.

The technical ingredients of our quantum algorithms are highlighted below.
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Table 2.1: Summary of the query complexities of classical and quantum algorithms
for sampling a d-dimensional log-concave distribution. Here κ = L/µ in (2.1) and ϵ
is the error in the designated norm.

Method Oracle Complexity Norm

ULD [CCBJ18] gradient Õ
(
κ2d1/2ϵ−1

)
W2

ULD-RMM [SL19] gradient Õ
(
κ7/6d1/6ϵ−1/3 + κd1/3ϵ−2/3

)
W2

MALA [LST20] gradient Õ(κd) TV
MALA with warm start [WSC22] gradient Õ

(
κd1/2

)
TV

Quantum Inexact ULD (Theorem 2.30) evaluation Õ
(
κ2d1/2ϵ−1

)
W2

Quantum Inexact ULD-RMM (Theorem 2.31) evaluation Õ
(
κ7/6d1/6ϵ−1/3 + κd1/3ϵ−2/3

)
W2

Quantum MALA (Theorem 2.38) gradient Õ
(
κ1/2d

)
TV

Quantum MALA (warm start) (Theorem 2.36) gradient Õ
(
κ1/2d1/4

)
TV

• Quantum simulated annealing (Lemma 2.5). Our quantum algorithm for estimat-

ing normalizing constants combines the quantum simulated annealing framework

of [WA08] and the quantum mean estimation algorithm of [Mon15]. For each

type of Langevin dynamics (which are random walks), we build a corresponding

quantum walk. Crucially, the spectral gap of the random walk is quadratically

amplified in the phase gap of the corresponding quantum walk. This allows us to

use a Grover-like procedure to produce the stationary distribution state given a

sufficiently good initial state. In the simulated annealing framework, this initial

state is the stationary distribution state of the previous Markov chain.

• Effective spectral gap (Lemma 2.21). We show how to leverage a “warm” initial

distribution to achieve a quantum speedup for sampling. Classically, a warm start

leads to faster mixing even if the spectral gap is small. Quantumly, we generalize

the notion of “effective spectral gap” [Rei09, LMR+11, CCH+19] to our more general

sampling problem. We show that with a bounded warmness parameter, quantum

algorithms can achieve a quadratic speedup in the mixing time. By viewing the

sampling problem as a simulated annealing process with only one Markov chain, we

prove a quadratic speedup for quantum MALA by analyzing the effective spectral
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Table 2.2: Summary of the query complexities of classical and quantum algorithms
for estimating the normalizing constant of a d-dimensional log-concave distribution.
Here κ = L/µ in (2.1) and ϵ is the multiplicative error.

Method Oracle Complexity

Multilevel ULD [GLL20] gradient Õ
(
κ2d3/2ϵ−2

)

Multilevel ULD-RMM [GLL20] gradient Õ
(
κ7/6d7/6ϵ−2 + κd4/3ϵ−2

)

MALA [GLL20] gradient Õ
(
κd2ϵ−2 max{1, κd}

)

Multilevel Quantum Inexact ULD (Theorem 2.47) evaluation Õ
(
κ2d3/2ϵ−1

)

Multilevel Quantum Inexact ULD-RMM (Theorem 2.48) evaluation Õ
(
κ7/6d7/6ϵ−1 + κd4/3ϵ−1

)

Quantum annealing with Quantum MALA (Theorem 2.43) gradient Õ
(
κ1/2d3/2ϵ−1

)

gap.

• Quantum gradient estimation (Lemma 2.27). We adapt Jordan’s quantum gradient

algorithm [Jor05] to the ULD and ULD-RMM algorithms and give rigorous proofs

to bound the sampling error due to gradient estimation errors.

Open questions Our work raises several natural questions for future investigation:

• Can we achieve quantum speedup in d and κ for unadjusted Langevin algorithms

such as ULD and ULD-RMM? The main difficulty is that ULD and ULD-RMM are

irreversible, while most available quantum walk techniques only apply to reversible

Markov chains. New techniques might be required to resolve this question.

• Can we achieve further quantum speedup for estimating normalizing constants with

a warm start distribution? This might require a more refined version of quantum

mean estimation.

• Can we give quantum algorithms for estimating normalizing constants with query

complexity sublinear in d? Such a result would give a provable quantum-classical

separation due to the Ω(d1−o(1)/ϵ2−o(1)) classical lower bound proved in [GLL20].

87



2.2 Preliminaries

We defer the basics of quantum computing to Appendix B. In this subsection,

we introduce a standard “quantum approach” to black-box access some functions—

quantum oracle and quantum query access. We also introduce the application of

quantum computing in sampling problems. Then, we provide some important nota-

tions/definitions in classical literature that are used in this chapter.

Quantum query access and quantum sampling Quantum access to a function,

referred to as a quantum oracle, must be reversible and allow access to different values

of the function in superposition (i.e., for linear combinations of computational basis

states). For example, consider the unitary evaluation oracle Of defined in (2.4).

Given a probability distribution {pi}ni=1 and a set of points {xi}ni=1, we have

Of

n∑

i=1

√
pi|xi⟩|0⟩ =

n∑

i=1

√
pi|xi⟩|f(xi)⟩. (2.6)

Then a measurement would give f(xi) with probability pi. However, a quantum

oracle can not only simulate random sampling, but can enable uniquely quantum

behavior through interference. Examples include amplitude amplification—the main

idea behind Grover’s search algorithm [Gro96] and the amplitude estimation proce-

dure used in this chapter—and many other quantum algorithms relying on coherent

quantum access to a function. Similar arguments apply to the quantum gradient

oracle (2.5). If a classical oracle can be computed by an explicit classical circuit,

then the corresponding quantum oracle can be implemented by a quantum circuit

of approximately the same size. Therefore, these quantum oracles provide a useful

framework for understanding the quantum complexity of log-concave sampling and

normalizing constant estimation.

To sample from a distribution π, it suffices to prepare the state |π⟩ :=∑x

√
πx|x⟩

and then measure it. For a Markov chain specified by a transition matrix P with sta-

tionary distribution π, one can construct a corresponding quantum walk operator

88



W (P ). Intuitively, quantum walks can be viewed as applying a sequence of quantum

unitaries on a quantum state encoding the initial distribution to rotate it to the sub-

space of stationary distribution |π⟩. The number of rotations needed (i.e., the angle

between the initial distribution and stationary distribution) depends on the spectral

gap of P , and a quantum algorithm can achieve a quadratic speedup via quantum

phase estimation and amplification algorithms. More background on quantum walk

is given in Section 2.9.2.2.

Classical definitions Throughout this chapter, the big-O notationsO(·), o(·), Ω(·),
and Θ(·) follow common definitions. The Õ notation omits poly-logarithmic terms,

i.e., Õ(f) := O(fpoly(log f)). We say a function f is L-Lipschitz continuous at x if

|f(x) − f(y)| ≤ L∥x − y∥ for all y sufficiently near x. The total variation distance

(TV-distance) between two functions f, g : Rd → R is defined as

∥f − g∥TV :=
1

2

∫

Rd

|f(x)− g(x)| dx. (2.7)

Let B(Rd) denote the Borel σ-field of Rd. Given probability measures µ and

ν on (Rd,B(Rd)), a transference plan ζ between µ and ν is defined as a probability

measure on (Rd × Rd,B(Rd)× B(Rd)) such that for any A ⊆ Rd, ζ(A× Rd) = µ(A)

and ζ(Rd×A) = ν(A). We let Γ(µ, ν) denote the set of all transference plans. We let

W2(µ, ν) :=

(
inf

ζ∈Γ(µ,ν)

∫

Rd×Rd

∥x− y∥22 dζ(x, y)
) 1

2

(2.8)

denote the Wasserstein 2-norm between µ and ν.

2.3 Quantum Algorithm for Log-Concave Sampling

In this section, we describe several quantum algorithms for sampling log-

concave distributions.
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Quantum inexact ULD and ULD-RMM We first show that the gradient oracle

in the classical ULD and ULD-RMM algorithms can be efficiently simulated by the

quantum evaluation oracle via quantum gradient estimation.

Suppose we are given access to the evaluation oracle (2.4) for f(x). Then by

Jordan’s algorithm [Jor05] (see Lemma 2.27 for details), there is a quantum algorithm

that can compute∇f(x) with a polynomially small ℓ1-error by querying the evaluation

oracle O(1) times. Using this, we can prove the following theorem (see Section 2.9.1

for details).

Theorem 2.3 (Informal version of Theorem 2.30 and Theorem 2.31). Let ρ ∝ e−f

be a d-dimensional log-concave distribution with f satisfying (2.1). Given a quantum

evaluation oracle for f ,

• the quantum inexact ULD algorithm uses Õ(κ2d1/2ϵ−1) queries, and

• the quantum inexact ULD-RMM algorithm uses Õ(κ7/6d1/6ϵ−1/3+κd1/3ϵ−2/3) queries,

to quantumly sample from a distribution that is ϵ-close to ρ in W2-distance.

We note that the query complexities of our quantum algorithms using a zeroth-

order oracle match the state-of-the-art classical ULD [CCBJ18] and ULD-RMM

[SL19] complexities with a first-order oracle. The main technical difficulty of apply-

ing the quantum gradient algorithm is that it produces a stochastic gradient oracle

in which the output of the quantum algorithm g satisfies ∥E[g]−∇f(x)∥1 ≤ d−Ω(1).

In particular, the randomness of the gradient computation is “entangled” with the

randomness of the Markov chain. We use the classical analysis of ULD and ULD-

RMM processes [RSBG19] to prove that the stochastic gradient will not significantly

slow down the mixing of ULD processes, and that the error caused by the quantum

gradient algorithm can be controlled.

Quantum MALA We next propose two quantum algorithms with lower query

complexity than classical MALA, one with a Gaussian initial distribution and another
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with a warm-start distribution. The main technical tool we use is a quantum walk in

continuous space.

The classical MALA (i.e., Metropolized HMC) starts from a Gaussian distri-

bution N(0, L−1Id) and performs a leapfrog step in each iteration. It is well-known

that the initial Gaussian state

|ρ0⟩ =
∫

Rd

(
L

2π

)d/4
e−

L
4
∥z−x⋆∥22 |z⟩ dz (2.9)

can be efficiently prepared. We show that the quantum walk update operator

U :=

∫

Rd

dx

∫

Rd

dy
√
px→y|x⟩⟨x| ⊗ |y⟩⟨0| (2.10)

can be efficiently implemented, where px→y := p(x, y) is the transition density from

x to y, and the density p satisfies
∫
Rd p(x, y) dy = 1 for any x ∈ Rd.

Lemma 2.4 (Informal version of Lemma 2.35). The continuous-space quantum walk

operator corresponding to the MALA Markov chain can be implemented with O(1)

gradient and evaluation queries.

In general, it is difficult to quantumly speed up the mixing time of a classical

Markov chain, which is upper bounded by O(δ−1 log(ρ−1min)), where δ is the spectral

gap. However, [WA08] shows that a quadratic speedup is possible when following a

sequence of slowly-varying Markov chains. More specifically, let ρ0, . . . , ρr be the sta-

tionary distributions of the reversible Markov chains M0, . . . ,Mr and let |ρ0⟩, . . . , |ρr⟩
be the corresponding quantum states. Suppose |⟨ρi|ρi+1⟩| ≥ p for all i ∈ {0, . . . , r−1},
and suppose the spectral gaps of M0, . . . ,Mr are lower-bounded by δ. Then we can

prepare a quantum state |ρ̃r⟩ that is ϵ-close to |ρr⟩ using Õ
(
δ−1/2rp−1

)
quantum walk

steps. To fulfill the slowly-varying condition, we consider an annealing process that

goes from ρ0 = N(0, L−1Id) to the target distribution ρM+1 = ρ in M = Õ(
√
d) stages.

At the ith stage, the stationary distribution is ρi ∝ e−fi with fi := f + 1
2
σ−2i ∥x∥2. By

properly choosing σ1 ≤ · · · ≤ σM , we prove that this sequence of Markov chains is

slowly varying.
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Lemma 2.5 (Informal version of Lemma 2.15). If we take σ2
1 = ϵ

2dL
and σ2

i+1 =

(1 + 1√
d
)σ2

i , then for 0 ≤ i ≤M , we have |⟨ρi|ρi+1⟩| ≥ Ω(1).

Combining Lemma 2.4, Lemma 2.5, and the effective spectral gap of MALA

(Lemma 2.21), we have:

Theorem 2.6 (Informal version of Theorem 2.38). Let ρ ∝ e−f be a d-dimensional

log-concave distribution with f satisfying (2.1). There is a quantum algorithm (Algo-

rithm 1) that prepares a state |ρ̃⟩ with ∥|ρ̃⟩ − |ρ⟩∥ ≤ ϵ using Õ(κ1/2d) gradient and

evaluation oracle queries.

Algorithm 1 Quantum MALA for Log-concave Sampling (Informal)
Input: Evaluation oracle Of , gradient oracle O∇f
Output: Quantum state |ρ̃⟩ close to the stationary distribution state

∫
Rd e

−f(x)/2 d|x⟩
1: Compute the cooling schedule parameters σ1, . . . , σM
2: Prepare the state |ρ0⟩ ∝

∫
Rd e

− 1
4
∥x∥2/σ2

1 d|x⟩
3: for i← 1, . . . ,M do
4: Construct Ofi and O∇fi where fi(x) = f(x) + 1

2
∥x∥2/σ2

i

5: Construct quantum walk update unitary U with Ofi and O∇fi
6: Implement the quantum walk operator and the approximate reflection R̃i

7: Prepare |ρi⟩ by performing π
3
-amplitude amplification with R̃i on |ρi−1⟩|0⟩

8: end for
9: return |ρM⟩

For the classical MALA with a Gaussian initial distribution, it was shown by

[LST21] that the mixing time is at least Ω̃(κd). Theorem 2.6 quadratically reduces

the κ dependence.

Note that Algorithm 1 uses a first-order oracle, instead of the zeroth-order

oracle used in the quantum ULD algorithms. The technical barrier to applying the

quantum gradient algorithm (Lemma 2.27) in the quantum MALA is to analyze the

classical MALA with a stochastic gradient oracle. We currently do not know whether

the “entangled randomness” dramatically increases the mixing time.

More technical details and proofs are provided in Section 2.9.
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2.4 Quantum Algorithm for Estimating Normalizing Constants

In this section, we apply our quantum log-concave sampling algorithms to the

normalizing constant estimation problem. A very natural approach to this problem is

via MCMC, which constructs a multi-stage annealing process and uses a sampler at

each stage to solve a mean estimation problem. We show how to quantumly speed up

these annealing processes and improve the query complexity of estimating normalizing

constants.

Quantum speedup for the standard annealing process We first consider the

standard annealing process for log-concave distributions, as already applied in the

previous section. Recall that we pick parameters σ1 < σ2 < · · · < σM and construct

a sequence of Markov chains with stationary distributions ρi ∝ e−fi , where fi =

f + 1
2σ2

i
∥x∥2. Then, at the ith stage, we estimate the expectation

Eρi [gi] where gi = exp

(
1

2
(σ−2i − σ−2i+1)∥x∥2

)
. (2.11)

If we can estimate each expectation with relative error at most O(ϵ/M), then the

product of these M quantities estimates the normalizing constant Z =
∫
Rd e

−f(x) dx

with relative error at most ϵ.

For the mean estimation problem, [Mon15] showed that when the relative vari-

ance Varρi [gi]

Eρi [gi]
2 is constant, there is a quantum algorithm for estimating the expectation

Eρi [gi] within relative error at most ϵ using Õ(1/ϵ) quantum samples from the distri-

bution ρi. Our annealing schedule satisfies the bounded relative variance condition.

Therefore, by the quantum mean estimation algorithm, we improve the sampling

complexity of the standard annealing process from Õ(M2ϵ−2) to Õ(Mϵ−1).

To further improve the query complexity, we consider using the quantum

MALAs developed in the previous section to generate samples. Observe that Al-

gorithm 1 outputs a quantum state corresponding to some distribution that is close
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to ρi, instead of an individual sample. If we can estimate the expectation without de-

stroying the quantum state, then we can reuse the state and evolve it for the (i+1)st

Markov chain. Fortunately, we can use non-destructive mean estimation to estimate

the expectation and restore the initial states. A detailed error analysis of this algo-

rithm can be found in [CCH+19, HW20]. We first prepare Õ(Mϵ−1) copies of initial

states corresponding to the Gaussian distribution N(0, L−1Id). Then, for each stage,

we apply the non-destructive mean estimation algorithm to estimate the expectation

Eρi [gi] and then run quantum MALA to evolve the states |ρi⟩ to |ρi+1⟩. This gives

our first quantum algorithm for estimating normalizing constants.

Theorem 2.7 (Informal version of Theorem 2.43). Let Z be the normalizing constant

in (2.3). There is a quantum algorithm (Algorithm 2) that outputs an estimate Z̃

with relative error at most ϵ using Õ
(
d3/2κ1/2ϵ−1

)
queries to the quantum gradient

and evaluation oracles.

Algorithm 2 Quantum MALA for Estimating Normalizing Constant (Informal)
Input: Evaluation oracle Of , gradient oracle O∇f

Output: Estimate Z̃ of Z with relative error at most ϵ
1: M ← Õ(

√
d), K ← Õ(ϵ−1)

2: Compute the cooling schedule parameters σ1, . . . , σM
3: for j ← 1, . . . , K do
4: Prepare the state |ρ1,j⟩ ∝

∫
Rd e

− 1
4
∥x∥2/σ2

1 |x⟩dx
5: end for
6: Z̃ ← (2πσ2

1)
d/2

7: for i← 1, . . . ,M do
8: g̃i ← Non-destructive mean estimation for gi using {|ρi,0⟩, . . . , |ρi,K⟩}
9: Z̃ ← Z̃g̃i

10: for j ← 1, . . . , K do
11: |ρi+1,j⟩ ← QuantumMALA(Ofi+1

,O∇,fi+1
, |ρi,j⟩) ▷ Algorithm 1

12: end for
13: end for
14: return Z̃
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Quantum speedup for MLMC Now we consider using multilevel Monte Carlo

(MLMC) as the annealing process and show how to achieve quantum speedup. MLMC

was originally developed by [Hei01] for parametric integration; then [Gil08] applied

MLMC to simulate stochastic differential equations (SDEs). The idea of MLMC is

natural: we choose a different number of samples at each stage based on the cost and

variance of that stage.

To estimate normalizing constants, a variant of MLMC was proposed in [GLL20].

Unlike the standard MLMC for bounding the mean-squared error, they upper bound

the bias and the variance separately, and the analysis is technically difficult. The first

quantum algorithm based on MLMC was subsequently developed by [ALL+21] based

on the quantum mean estimation algorithm. Roughly speaking, the quantum algo-

rithm can quadratically reduce the ϵ-dependence of the sample complexity compared

with classical MLMC.

In this chapter, we apply the quantum accelerated MLMC (QA-MLMC) scheme

[ALL+21] to simulate underdamped Langevin dynamics as the SDE. One challenge

in using QA-MLMC is that gi in our setting is not Lipschitz. Fortunately, as sug-

gested by [GLL20], this issue can be resolved by truncating large x and replacing gi
by hi := min

{
gi, exp

( (r+i )2

σ2
i (1+α

−1)

)}
, with the choice

α = Õ

(
1√

d log(1/ϵ)

)
r+i = Eρi+1

∥x∥+Θ(σi
√

(1 + α) log(1/ϵ)) (2.12)

to ensure hi
Eρigi

is O(σ−1i ) Lipschitz. Furthermore,
∣∣Eρi(hi − gi)

∣∣ < ϵ by Lemmas C.7

and C.8 in [GLL20]. For simplicity, we regard gi as a Lipschitz continuous function

in our main results. We present QA-MLMC in Algorithm 3, where the sampling

algorithm A can be chosen to be quantum inexact ULD/ULD-RMM or quantum

MALA.

This QA-MLMC framework reduces the ϵ-dependence of the sampling com-

plexity for estimating normalizing constants from ϵ−2 to ϵ−1 in both the ULD and

ULD-RMM cases, as compared with the state-of-the-art classical results [GLL20].
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Algorithm 3 QA-MLMC (Informal)
Input: Evaluation oracle Of , function g, error ϵ, a quantum sampler A(x0, f, η) for

ρ
Output: An estimate of R̃ = Eρh
1: K ← Õ(ϵ−1)
2: Compute the initial point x0 and the step size η0
3: Compute the number of samples N1, . . . , NK

4: for j ← 1, . . . , K do
5: ηj ← η/2j−1

6: for i← 1, . . . , Nj do
7: Sample Xηj

i by A(f, x0, ηj), and sample Xηj/2
i by A(f, x0, ηj/2)

8: G̃−i ← QMeanEst({g(Xηj
i )}i∈[Nj ]) ▷ Quantum Mean Estimation

9: G̃+
i ← QMeanEst({g(Xηj/2

i )}i∈[Nj ])
10: end for
11: end for
12: return R̃ = G̃0 +

∑K
j=0(G̃

−
i − G̃+

i )

Using the quantum inexact ULD and ULD-RMM algorithms (Theorem 2.3) to

generate samples, we obtain our second quantum algorithm for estimating normalizing

constants (see Section 2.10 for proofs).

Theorem 2.8 (Informal version of Theorem 2.47 and Theorem 2.48). Let Z be the

normalizing constant in (2.3). There exist quantum algorithms for estimating Z with

relative error at most ϵ using

• quantum inexact ULD with Õ(d3/2κ2ϵ−1) queries to the evaluation oracle, and

• quantum inexact ULD-RMM with Õ((d7/6κ7/6+d4/3κ)ϵ−1) queries to the evaluation

oracle.

2.5 Quantum Lower Bound

Finally, we lower bound the quantum query complexity of normalizing constant

estimation.

Theorem 2.9. For any fixed positive integer k, given query access (2.4) to a function
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f : Rk → R that is 1.5-smooth and 0.5-strongly convex, the quantum query complexity

of estimating the partition function Z =
∫
Rk e

−f(x) dx within multiplicative error ϵ

with probability at least 2/3 is Ω(ϵ−
1

1+4/k ).

The proof of our quantum lower bound is inspired by the construction in

Section 5 of [GLL20]. They consider a log-concave function whose value is negligible

outside a hypercube centered at 0. The interior of the hypercube is decomposed

into cells of two types. The function takes different values on each type, and the

normalizing constant estimation problem reduces to determining the number of cells

of each type. Quantumly, we follow the same construction and reduce the cell counting

problem to the Hamming weight problem: given an n-bit Boolean string and two

integers ℓ < ℓ′, decide whether the Hamming weight (i.e., the number of ones) of this

string is ℓ1 or ℓ2. This problem has a known quantum query lower bound [NW99],

which implies the quantum hardness of estimating the normalizing constant. The full

proof of Theorem 2.9 appears in Section 2.11.

2.6 Related Work
2.6.1 Classical MCMC methods

Our quantum algorithms are inspired by a major class of classical MCMC

algorithms based on Langevin dynamics. There has been extensive work on non-

asymptotic error bounds for the mixing times of Langevin-type algorithms for sam-

pling [DCWY18, SL19, CDWY20, LST20, WSC22]. One commonly used type of

algorithm is based on the mixing time of Langevin dynamics, including the under-

damped Langevin diffusion process described by the stochastic differential equations

dvt = −γvt dt− u∇f(xt) dt+
√

2γu dWt (2.13)

dxt = vt dt (2.14)

with parameters γ, u, where Wt ∼ N(0, t) is a standard Wiener process. The coef-

ficients of (2.13) are Lipschitz continuous since f is L-smooth; and the overdamped
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Langevin diffusion process

dxt = −u∇f(xt) dt+
√
2u dWt (2.15)

is obtained by taking γ →∞ and t→ t/γ.

It can be shown that taking γ = 2 and u = 1/L, the stationary distribution

of the underdamped Langevin diffusion (2.13) is proportional to e−(f(x)+L∥v∥2/2), and

the marginal distribution of x is proportional to e−f(x). When γ →∞, the stationary

distribution of the overdamped version (2.15) is proportional to e−f(x). The numerical

discretization of (2.15) is used in unadjusted Langevin algorithms, while sampling

algorithms based on the discretization of (2.13) can have a better dependence on d

and ϵ.

We now introduce a few common classical sampling algorithms: the under-

damped Langevin diffusion (ULD) method; the randomized midpoint method for

underdamped Langevin diffusion (ULD-RMM), with the best known dependence on

d; and the Metropolis adjusted Langevin algorithm (MALA), with the best known

dependence on κ and ϵ. To simulate the random process in discrete time, ULD can

be viewed as the first-order forward Euler discretization of the continuous process

(2.13). In particular, ULD takes Õ
(
κ2
√
d/ϵ
)

steps to approximate the stationary

distribution e−f(x) within ϵ in the Wasserstein 2-norm [CCBJ18], where κ is the

condition number of f , and d is the dimension. ULD-RMM approximates the in-

tegral of the random process (2.13) by randomly choosing the midpoint in the in-

tegral, which reduces the bias in the accumulation of the integration. As a more

accurate approximation, ULD-RMM converges in the Wasserstein 2-distance ϵ with

Õ
(
κ7/6d1/6

ϵ1/3
+ κd1/3

ϵ2/3

)
steps [SL19], a polynomial reduction in κ, d, ϵ over ULD. As an

alternative approach, MALA also constructs the Euler discretization of (2.13), and

then applies the Metropolis-Hastings acceptance/rejection step to ensure convergence

to the correct stationary distribution. It was first shown that MALA converges

in the total variation distance ϵ with Õ
(
κdmax{1, κ/d} log(κd/ϵ)

)
steps for Gaus-

sian initial distributions [DCWY18, CDWY20]. Later, this result was improved
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to Õ
(
κd log(κd/ϵ)

)
based on an improved non-asymptotic analysis of the mixing

time [LST20]. For warm-start distributions, the complexity of MALA can be fur-

ther reduced to Õ
(
κd1/2 log(κd/ϵ)

)
[WSC22]. Compared to ULD and ULD-RMM,

this exponentially improves the dependence on ϵ, and polynomially improves the de-

pendence on κ, while it suffers from a worse dependence on d. We introduce the

algorithms and complexities of ULD and ULD-RMM in Section 2.7.1, and introduce

these results of MALA in Section 2.9.2.1.

For the task of estimating the normalizing constant (2.3), the state-of-the-art

classical results are given by [GLL20]. That work applies the classical sampling al-

gorithms described above with an annealing strategy. The normalizing constant is

estimated by a sequence of telescoping sums, each of which can be approximated by

a Monte Carlo method that samples from a log-concave distribution. We introduce

this annealing procedure in Section 2.7.2. Reference [GLL20] employed the mixing

time of MALA for Gaussian initial distributions developed by [DCWY18, CDWY20]

with the annealing procedure, achieving the overall complexity Õ
(
κd2

ϵ2
max{1, κ/d}

)

for estimating the normalizing constant. They also combined ULD and ULD-RMM

with the annealing and the multilevel Monte Carlo (MLMC) method to achieve com-

plexities of Õ
(
κ2d3/2

ϵ2

)
and Õ

(
κ7/6d7/6

ϵ2
+ κd4/3

ϵ2

)
, respectively. Here MLMC, introduced

in Section 2.10.2, is utilized to resolve the worse dependence on ϵ in ULD and ULD-

RMM, resulting in the same Õ(1/ϵ2) scaling of the error compared to the annealing

with MALA. Annealing with MLMC and ULD/ULD-RMM also has a better depen-

dence on d over annealing with MALA, while they suffer from a worse dependence

on κ.

2.6.2 Quantum methods for sampling and partition function estimation

Previous literature developed alternative approaches to generating quantum

states corresponding to classical probability distributions on a quantum computer,

sometimes referred to as quantum sampling (or qsampling) from a distribution. Ref-

erences [Zal98], [GR02], and [KM01] propose direct state generation approaches using
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controlled rotations. However, this approach is limited to the regime in which the

distribution is efficiently integrable. As an alternative, [ATS03] develops an adia-

batic approach to qsampling. They apply adiabatic evolution techniques to qsample

the stationary distributions of a sequence of slowly varying Markov chains, a tech-

nique referred to as quantum simulated annealing (QSA) in subsequent literature

[SBB07, SBBK08, WA08, YAG12, HW20]. The time complexity of Aharanov and

Ta-Shma’s approach is O(1/δ) as a function of the spectral gap δ, comparable to the

running time of analogous classical sampling methods. Reference [WA08] adopted

Szegedy’s quantum walks [Sze04] and amplitude amplification [BHMT02] to improve

the time complexity of this qsampling procedure to O(1/
√
δ), achieving a quadratic

speedup in the spectral gap. As a generalization, [TOV+11] proposes a quantum

Metropolis sampling method that extends qsampling to quantum Hamiltonians, with

time complexity O(1/δ). Reference [YAG12] combines quantum Metropolis sampling

with QSA to achieve time complexity O(1/
√
δ). Another alternative approach is

quantum rejection sampling [ORR13, LYC14, WG15], which provides a method for

transforming an initial superposition of desired and undesired states into the de-

sired state using amplitude amplification. Reference [WG15] employs semi-classical

Bayesian updating to achieve time complexity O(1/
√
ϵ) as a function of the approx-

imation error ϵ. The quantum rejection sampling approach is generally less efficient

than the QSA approach, as the latter can achieve O(log 1/ϵ) by choosing proper slowly

varying MCs that mix rapidly.

Previous quantum computing literature on partition function estimation mainly

focused on discrete systems with

Z(β) =
∑

x∈Ω

e−βH(x), (2.16)

where β is an inverse temperature and H is a Hamiltonian function of x over a finite

state space Ω. The space Ω is usually assumed to be a simple discrete set, such as

{0, 1}n, and H is assumed to be a sum of local terms. For instance, [Mon15] considers

H taking integer values {0, 1, . . . , n}, and [HW20] assumes 0 ≤ H(x) ≤ n for all x.
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To estimate Z = Z(∞) in (2.16), [Mon15] considers a classical Chebyshev cool-

ing schedule 0 = β0 < β1 < . . . βl =∞ for Z with the length l = O(
√
log |Ω| log log |Ω|)

[ŠVV09]. Reference [Mon15] applies fast qsampling algorithms to estimate Z with

Õ(l2/
√
δϵ) = Õ(log |Ω|/

√
δϵ) quantum walk steps to sample from Gibbs distributions

πi(x) =
1

Z(βi)
e−βiH(x), whereas a corresponding classical algorithm takes Õ(l2/δϵ2) =

Õ(log |Ω|/δϵ2) random walk steps. Here ϵ denotes the relative error for estimating

Z, and δ denotes the spectral gap of the Markov chains with stationary distribu-

tions πi(x). Reference [Mon15] also points out that this quantum algorithm relies

on classical Markov chain Monte Carlo for computing the Chebyshev cooling sched-

ule, introducing an overhead of Õ(log |Ω|/δ) [ŠVV09]. Hence, the overall cost is

Õ(log |Ω|/
√
δ(ϵ +

√
δ)), a quadratic reduction with respect to ϵ over classical algo-

rithms. Reference [HW20] develops a fully quantized version of the Chebyshev cool-

ing schedule that only requires additional cost Õ(log |Ω|/
√
δ). This results in overall

cost Õ(log |Ω|/
√
δϵ), a quadratic speedup in terms of δ over [Mon15] and classical

algorithms. Reference [AHN+21] constructs a shorter Chebyshev cooling schedule

by using a paired-product estimator with length l = O(
√
log |Ω|), eliminating the

l = O(log log |Ω|) factors in the previous schedule [ŠVV09]. Reference [AHN+21] de-

velops a fully quantized version of this shorter schedule, almost matching the same

overall cost Õ(log |Ω|/
√
δ(ϵ+

√
δ)) of [HW20].

Estimating the partition function of a discrete system corresponds to a discrete

counting problem, with applications such as counting colorings or matchings of a

graph and estimating statistics of Ising models, while estimating partition functions

of continuous systems is relevant to the volume estimation problem.

2.7 Tools from Classical MCMC Algorithms
2.7.1 ULD and ULD-RMM

We now describe underdamped Langevin diffusion (ULD) and the random-

ized midpoint method for underdamped Langevin diffusion (ULD-RMM), as intro-
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duced in [GLL20] with Lipschitz continuous constants. We consider the underdamped

Langevin diffusion with parameters γ, u:

dvt = −γvt dt−∇f(xt) dt+
√
2γu dWt, (2.17)

dxt = vt dt, (2.18)

The discrete dynamics of ULD can be described by

dvht = −γvht dt− u∇f(xh⌊t/h⌋h) dt+
√

2γu dWt, (2.19)

dxht = vht dt. (2.20)

According to [GLL20], taking γ = 2 and u = 1/L, the explicit discrete-time update

of ULD is integrated as

vht+h = e−2hvht +
1

2L
(1− e−2h)∇f(xht ) +

2√
L
W h

1,t, (2.21)

xht+h = xht +
1

2
(1− e−2h)vht +

1

2L
[h− (1− e−2h)]∇f(xht ) +

1√
L
W h

2,t, (2.22)

where

W h
1,t =

∫ h

0

e2(s−h)dBt+s, (2.23)

W h
2,t =

∫ h

0

(1− e2(s−h))dBt+s. (2.24)

W h
1,t and W h

2,t can be obtained by sampling the d-dimensional standard Brownian

motion Bt.

The ULD algorithm is presented in Algorithm 4. The convergence of ULD has

been established by Theorem 1 of [CCBJ18], which was restated by Theorem C.3 of

[GLL20] as follows.

Lemma 2.10 (Theorem 1 of [CCBJ18]). Assume the target distribution ρ is strongly

log-concave with L-smooth and µ-strongly convex negative log-density. Let ρn be the

distribution of the underdamped Langevin diffusion with the initial point x0 satisfying
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Algorithm 4 Underdamped Langevin Dynamics (ULD)
1: procedure ULD(f , h, T , x0) ▷ f is the function, h is the step size, T is the

time, and x0 is sampled from the initial distribution ρ0
2: xh0 ← x0
3: for t = 0, h, . . . , ⌊T ⌋ do
4: Draw W h

1,t =
∫ h
0
e2(s−h)dBt+s, W h

2,t =
∫ h
0
(1− e2(s−h))dBt+s

5: vht+h ← e−2hvht +
1
2L
(1− e−2h)∇f(xht ) + 2√

L
W h

1,t

6: xht+h ← xht +
1
2
(1− e−2h)vht + 1

2L
[h− (1− e−2h)]∇f(xht ) + 1√

L
W h

2,t

7: end for
8: return xhh, x

h
2h, . . . , x

h
⌊T ⌋+1

9: end procedure

∥x0 − x∗∥ ≤ D, step size h ≤ ϵ
104κ

√
1

d/µ+D2 , and time T ≥ κ
2
log
(

24
√
d/µ+D2

ϵ

)
. Then

ULD achieves

E
(
∥X̂n −XT∥2

)
≤ Õ

(d2κ2h2
µ

)
, (2.25)

W2(ρn, ρ) ≤ ϵ, (2.26)

using

T

h
= Θ̃

(κ2
√
d

ϵ

)
(2.27)

queries to ∇f .

According to [GLL20], the explicit discrete-time update of ULD-RMM is in-

tegrated as

vht+h = e−2hvht +
h

L
e−2(1−α)h∇f(yht ) +

2√
L
W h

1,t, (2.28)

xht+h = xht +
1

2
(1− e−2h)vht +

h

2L
(1− e−2(1−α)h)∇f(yht ) +

1√
L
W h

2,t, (2.29)

yht+h = xht +
1

2
(1− e−2αh)vht +

1

2L
[αh− (1− e−2αh)]∇f(xht ) +

1√
L
W h

3,t, (2.30)
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where

W h
1,t =

∫ h

0

e2(s−h)dBt+s, (2.31)

W h
2,t =

∫ h

0

(1− e2(s−h))dBt+s, (2.32)

W h
3,t =

∫ αh

0

(1− e2(s−h))dBt+s. (2.33)

W h
1,t, W h

2,t, and W h
3,t can be obtained by sampling the d-dimensional standard Brow-

nian motion Bt.

The ULD-RMM algorithm is presented in Algorithm 5. The convergence of

ULD-RMM has been established by Theorem 3 of [SL19], which was restated by

Theorem C.5 of [GLL20] as follows.

Algorithm 5 Underdamped Langevin Dynamics with Randomized Midpoint Method
(ULD-RMM)
1: procedure ULD-RMM(f , h, T , x0) ▷ f is the function, h is the step size, T is

the time, and x0 is sampled from the initial distribution ρ0
2: xh0 ← x0, yh0 ← x0
3: for t = 0, h, . . . , ⌊T ⌋ do
4: Draw W h

1,t =
∫ h
0
e2(s−h)dBt+s, W h

2,t =
∫ h
0
(1− e2(s−h))dBt+s, W h

3,t =
∫ αh
0

(1−
e2(s−h))dBt+s

5: vht+h ← e−2hvht +
h
L
e−2(1−α)h∇f(yht ) + 2√

L
W h

1,t

6: xht+h ← xht +
1
2
(1− e−2h)vht + h

2L
(1− e−2(1−α)h)∇f(yht ) + 1√

L
W h

2,t

7: yht+h ← xht +
1
2
(1− e−2αh)vht + 1

2L
[αh− (1− e−2αh)]∇f(xht ) + 1√

L
W h

3,t

8: end for
9: return xhh, x

h
2h, . . . , x

h
⌊T ⌋+1

10: end procedure

Lemma 2.11 (Theorem 3 of [SL19]). Assume the target distribution ρ is strongly

log-concave with L-smooth and µ-strongly convex negative log-density. Let ρn be the

distribution of the randomized midpoint method for underdamped Langevin diffusion

with the initial point x0, step size h ≤ min
{

ϵ1/3µ1/6

κ1/6d1/6 log1/6
(√

d/µ

ϵ

) , ϵ2/3µ1/3

d1/3 log1/3
(√

d/µ

ϵ

)
}
, and
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time T ≥ 2κ log
(

20d/µ
ϵ2

)
. Then ULD-RMM achieves

E
(
∥X̂n −XT∥2

)
≤ Õ

(dκh6
µ

+
dh3

µ

)
, (2.34)

W2(ρn, ρ) ≤ ϵ, (2.35)

using

2T

h
= Θ̃

(κ7/6d1/6
ϵ1/3

+
κd1/3

ϵ2/3

)
(2.36)

queries to ∇f .

2.7.2 Annealing for estimating the normalizing constant

Having described the sampling procedure for a log-concave function, we now

move to the problem of estimating the normalizing constant

Z =

∫

x∈Rd

e−f(x)dx. (2.37)

We consider a sequence of auxiliary distributions, given by

fi(x) =
1

2

∥x∥2
σ2
i

+ f(x) (2.38)

for i ∈ [M ], where σ1 ≤ σ2 ≤ · · · ≤ σM . We define σM+1 = ∞ and fM+1 = f for

convenience. We consider the sequence of distributions

ρi(dx) = Z−1i e−fi(x)dx, (2.39)

where Zi is the normalizing constant

Zi =

∫

x∈Rd

e−fi(x)dx. (2.40)

Then Z is estimated by the telescoping product

Z = ZM+1 = Z1

M∏

i=1

Zi+1

Zi
. (2.41)

In (2.41), we first approximate Z1 by the normalizing constant of the Gaussian dis-

tribution with variance σ2
1, which is bounded by the following lemma.
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Lemma 2.12 (Lemma 3.1 of [GLL20]). Letting σ2
1 = ϵ

2dL
, we have

(
1− ϵ

2

)∫

x∈Rd

e
− 1

2
∥x∥2

σ2
1 dx ≤ Z1 ≤

∫

x∈Rd

e
− 1

2
∥x∥2

σ2
1 dx. (2.42)

We then approximate Zi+1

Zi
by sampling the distribution ρi, with

Zi+1

Zi
= Eρi(gi), (2.43)

where

gi = exp
(1
2

( 1
σ2
i

− 1

σ2
i+1

)
∥x∥2

)
. (2.44)

If X(1)
i , X

(2)
i , . . . , X

(K)
i are i.i.d. samples generated according to the distribution ρi,

then

Zi+1

Zi
≈ 1

K

K∑

k=1

gi(X
(k)
i ). (2.45)

For the sequence of σ2
i with the annealing schedule σ2

i+1

σ2
i

= 1 + α, we aim to

bound the relative variance of Zi+1

Zi
. First, for ZM+1

ZM
, we have the following lemma.

Lemma 2.13 (Lemma 3.2 of [GLL20]). For σ2
M ≥ 2

µ
, we have

EρM (g2M)

EρM (gM)2
≤ exp(

4d

µσ4
M

). (2.46)

When σ2
M ≥ 2

√
d

µ
, and assuming µ < 1, we have EρM

(g2M )

EρM
(gM )2

≤ e.

Second, for Zi+1

Zi
with i ∈ [M − 1], the relative variance of can be bounded by

the following lemma.

Lemma 2.14 ([Lemma 3.3 of [GLL20]). Let ρ be a log-concave distribution. For

α ≤ 1
2
, we have

Eρi(g2i )
Eρi(gi)2

=
Eρ
[
exp(−1+α

2
∥x∥2
σ2 )

]
· Eρ
[
exp(−1−α

2
∥x∥2
σ2 )

]

Eρ
[
exp(−1

2
∥x∥2
σ2 )

]2 ≤ exp(4α2d). (2.47)
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Therefore, if we choose the annealing schedule

σ2
i+1

σ2
i

= 1 +
1√
d
, (2.48)

then Eρi (g
2
i )

Eρi (gi)
2 ≤ e4.

The estimate of the normalizing constant (2.3) relies on the above annealing

framework and the sampling algorithms for the log-concave distribution ρi including

ULD, ULD-RMM, and MALA. In the following sections, we discuss the quantum

speedup for (2.3) using MALA and annealing and using multilevel ULD/ULD-RMM

and annealing.

2.7.3 Annealing Markov chains are slowly varying

The goal of this subsection is to prove the following lemma.

Lemma 2.15 (Slowly varying MCs). Let f0(x) = ∥x∥2
2σ2

1
and let dπ0 = (2πσ2

1)
d/2 ·

e−f0(x)dx be the Gaussian distribution. For i ∈ {1, . . . ,M}, let fi(x) = f(x) + ∥x∥2
2σ2

i

and let dπi = Z−1i e−fi(x)dx be its stationary distribution. Let fM+1(x) = f(x) and let

dπM+1 be the target log-concave distribution. Define the qsample state

|πi⟩ =
∫

Ω

dx
√
πi(x)|x⟩ ∀ 0 ≤ i ≤M + 1. (2.49)

Then, for 0 ≤ i ≤M , we have

|⟨πi|πi+1⟩| ≥ Ω(1). (2.50)

Proof. First, we consider the case when i = 0. Note that |⟨π0|π1⟩| can be written as

|⟨π0|π1⟩| =
∫

Ω

dx · (2πσ2
1)
−d/4e−

1
2
f0(x) · Z−1/21 e−

1
2
f1(x) (2.51)

=

∫
Ω
e
− 1

2
f(x)− ∥x∥2

2σ2
1 dx

(2πσ2
1)
d/4 · √Z1

. (2.52)

107



Since 0 ≤ f(x) ≤ 1
2
L∥x∥2, the numerator can be lower bounded by

∫

Ω

e
− 1

2
f(x)− ∥x∥2

2σ2
1 dx ≥

∫

Ω

e−
1
2
(L/2+σ−2

1 )∥x∥2dx =
(
2π(L/2 + σ−21 )−1

)d/2 (2.53)

and the denominator can be upper bounded by

(2πσ2
1)
d/4 ·

√∫

Ω

e−f(x)−
1
2
∥x∥2/σ2

1dx ≤ (2πσ2
1)
d/4 ·

√∫

Ω

e−
1
2
∥x∥2/σ2

1dx = (2πσ2
1)
d/2.

(2.54)

Therefore

|⟨π0|π1⟩| ≥
(
2π(L/2 + σ−21 )−1

)d/2

(2πσ2
1)
d/2

= (1 + σ2
1L/2)

−d/2 ≥ e−σ
2
1dL/4. (2.55)

By our choice of σ2
1 = ϵ

2dL
, we have |⟨π0|π1⟩| ≥ e−ϵ/8 = Ω(1).

Now consider the case where 1 ≤ i ≤M − 1. The inner product between |πi⟩
and |πi+1⟩ can be written as

|⟨πi|πi+1⟩| =
∫

Ω

dx · Z−1/2i e−
1
2
fi(x) · Z−1/2i+1 e−

1
2
fi+1(x) (2.56)

=

∫
Ω
e−f(x)−

∥x∥2
4

(σ−2
i +σ−2

i+1)dx√
ZiZi+1

. (2.57)

Let σ2 = σ2
i+1 and σ2/(1 + α) = σ2

i . Also, let ρ be the log-concave distribution

ρ(dx) = Z−1e−f(x)dx. Then we have
∫

Ω

e−f(x)−
∥x∥2

4
(σ−2

i +σ−2
i+1)dx = Z · Eρ

[
e−

1+α/2

2σ2 ∥x∥2
]
. (2.58)

Similarly,

Zi = Z · Eρ
[
e−

1+α

2σ2 ∥x∥2
]

and Zi+1 = Z · Eρ
[
e−

1
2σ2 ∥x∥2

]
. (2.59)

Hence,

|⟨πi|πi+1⟩| =
Eρ
[
e−

1+α/2

2σ2 ∥x∥2
]

Eρ
[
e−

1+α

2σ2 ∥x∥2
]1/2
· Eρ
[
e−

1
2σ2 ∥x∥2

]1/2 . (2.60)
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Let α′ := α
α+2

and σ′2 := σ2

1+α/2
. Then

|⟨πi|πi+1⟩| =
Eρ
[
e−

1
2σ′2 ∥x∥2

]

Eρ
[
e−

1+α′
2σ′2 ∥x∥2

]1/2
· Eρ
[
e−

1−α′
2σ′2 ∥x∥2

]1/2 (2.61)

≥ e−2α
′2d, (2.62)

where the last step follows from Lemma 2.14. Since we choose α = d−1/2, we have

α′ = 1
1+2
√
d
= O(d−1/2), which implies that e−2α2d = Ω(1).

Finally, we consider the case where i =M . The inner product can be written

as

|⟨πM |πM+1⟩| =
∫
Ω
dx · e− 1

2
f(x)− 1

4
∥x∥2/σ2

M · e− 1
2
f(x)

√
ZM
√
Z

(2.63)

=

∫
Ω
dx · e−f(x)− 1

4
∥x∥2/σ2

M

√
ZM
√
Z

. (2.64)

Let ρ′ be a log-concave distribution with density proportional to e−f(x)−
1
4
∥x∥2/σ2

M . Then
∫
Ω
dx · e−f(x)− 1

4
∥x∥2/σ2

M

√
ZM
√
Z

= Eρ′
[
e−

1
4
∥x∥2/σ2

M

]−1/2
· Eρ′

[
e

1
4
∥x∥2/σ2

M

]−1/2
(2.65)

≥ e
− d

2µσ4
M , (2.66)

where the second step follows from the proof of Lemma 2.13 in [GLL20]. Since we

take σ2
M = Θ(

√
d
µ
), we find that |⟨πM |πM+1⟩| ≥ e−Θ(1) = Ω(1).

Combining the three cases, the proof is complete.

2.8 Basic Facts about Quantum Walk

In this section, we first define the quantum walk operators and introduce some

spectral properties. Then, we show how to efficiently implement a quantum walk.
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2.8.1 Definitions and spectral properties of quantum walk

Let P be the transition operator of the classical Markov chain over the space

K such that
∫

K

P (x, y)dy = 1 ∀x ∈ K.

We define the following states, which capture key properties of the quantum walk:

|ψx⟩ :=
∫

K

√
P (x, y)|y⟩dy ∀x ∈ K.

Definition 2.1 (Quantum walk operators). The quantum walk uses the following

three operators:

• U :=
∫
K
|x⟩|ψx⟩⟨x|⟨0|dx for any x ∈ K.

• Π :=
∫
K
|x⟩|ψx⟩⟨x|⟨ψx|dx is the projection to the subspace span{|x⟩|ψx⟩}x∈K .

• S :=
∫
K

∫
K
|y⟩|x⟩⟨x|⟨y|dxdy is to swap the two quantum registers.

Then, the quantum walk operator W is defined by:

W := S(2Π− I).

Definition 2.2 (Alternative definition of quantum walk operator, [WA08]). Define

the quantum walk operator

W ′ := U †SURAU
†SURA,

where RA denotes the reflection about the subspace A := {|x⟩|0⟩ | x ∈ K} for random

walk space K, S is the swap operator, and U is the following operator:

U |x⟩|0⟩ =
∫

y∈K

√
P (x, y)|x⟩|y⟩dy,

for P being the transition operator of the Markov chain.
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Fact 2.16 (Equivalence of the definitions, [CCH+19]). Let W be defined as in Defi-

nition 2.1 and let W ′ be defined as in Definition 2.2. Then, W ′ and W have the same

set of eigenvalues.

Fact 2.17 ([CCH+19]). Let D be the discriminant operator of P defined as D(x, y) :=
√
P (x, y)P (y, x). Then, P and D have the same set of eigenvalues.

Fact 2.18 ([CCH+19]). Let {λj} be the eigenvalues of D. Then, the eigenvalues of

W are
{
±1, λj +

√
1− λ2j i

}
.

If we have a sequence of slowly varying log-concave distributions ρ0, . . . , ρr, we

can quantumly sample from ρr via MALA with a quadratic speedup.

Theorem 2.19 (Quantum speedup for slowly varying Markov chains [WA08]). Let

M0, . . . ,Mr be classical reversible Markov chains with stationary distributions ρ0, . . . , ρr
such that each chain has spectral gap at least δ−1. Assume that |⟨ρi|ρi+1⟩| ≥ p for

some p > 0 and all i ∈ {0, . . . , r − 1}, and that we can prepare the state |ρ0⟩. Then,

for any ϵ > 0, there is a quantum algorithm which produces a quantum state |ρ̃r⟩ such

that ∥|ρ̃r⟩ − |ρr⟩|0a⟩∥ ≤ ϵ, for some integer a. The algorithm uses

Õ

(
δ−1/2 · r

p

)
(2.67)

applications of the quantum walk operators W ′
i corresponding to the chains Mi for

i ∈ [r].

However, we cannot directly apply Theorem 2.19 to speed up many “useful”

Markov chains in the continuous space (e.g., the hit-and-run walk [LV07], MALA

[LST20], etc.) since their spectral gaps are very difficult to bound directly. Classically,

several techniques have been developed to overcome this issue. One approach is to

only consider good initial distributions, i.e., warm-starts. Another approach is to

bound more restricted quantities that discard some small and problematic sets when
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computing the spectral gap, e.g., s-conductance. It is an interesting question to see

whether these techniques can be adapted to a quantum setting. [CCLW20] used the

idea of the effective spectral gap of a Markov chain. The intuition is that suppose we

know the mixing time t = tmix(ϵ, π0) for some initial distribution π0, then we can show

that |π0⟩ has very small overlap with the eigenspace of W ′ with the corresponding

eigenvalues of P that are very close to 1. More formally,

Lemma 2.20 (Effective spectral gap for ℓ2-warm start, [CLW19]). Let M = (Ω, p) be

an ergodic reversible Markov chain with a transition operator P and unique stationary

state with a corresponding density ρ. Let {(λi, fi)} be the set of eigenvalues and

eigenfunctions of P , and |ψi⟩ be the eigenvectors of the corresponding quantum walk

operator W . Let ρ0 be a probability density that is a warm start for ρ and mixes up to

TV-distance ϵ in t steps of M . Furthermore, assume that ∥ρ/ρ0∥ =
∫
Ω

ρ(x)
ρ0(x)

ρ(x)dx ≤
γ.

Let |ϕρ0⟩ be the resulting state of applying the quantum walk update operator

U to the state |ρ0⟩:

|ϕρ0⟩ =
∫

Ω

√
ρ0(x)

∫

Ω

√
P (x, y)|x⟩|y⟩dxdy.

Then, we have |⟨ϕρ0|ψi⟩| = O(γ1/4ϵ3/4 +
√
ϵ) for all i with 1 > λi ≥ 1−O(1/t).

Note that Lemma 2.20 requires the initial distribution to satisfy an L2-norm

condition. We can relax this requirement in the following lemma, which only relies

on the standard warmness of the initial distribution.

Lemma 2.21 (Effective spectral gap for warm start). Let M = (Ω, p) be an ergodic

reversible Markov chain with a transition operator P and unique stationary state with

a corresponding density ρ. Let {(λi, fi)} be the set of eigenvalues and eigenfunctions

of P , and let |ui⟩ be the eigenvectors of the corresponding quantum walk operator W .

Let ρ0 be a probability density that is a warm start for ρ and mixes up to TV-distance
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ϵ in t steps of M . Furthermore, assume that ρ0 is a β-warm start of ρ. Let |ϕρ0⟩ be

the state obtained by applying the quantum walk update operator U to the state |ρ0⟩:

|ϕρ0⟩ =
∫

Ω

√
ρ0(x)

∫

Ω

√
px→y|x⟩|y⟩ dx dy. (2.68)

Then |⟨ϕρ0|ui⟩| = O(β
√
ϵ) for all i with 1 > |λi| ≥ 1−O(1/t).

Furthermore, for MALA with ρ0 being N(0, L−1I), |⟨ϕρ0|ui⟩| = O(
√
ϵ).

Remark 2.1. Since |vi⟩ = U †|ui⟩ is the corresponding eigenvector of W ′, and |ϕρ0⟩ =
U |ρ0, 0⟩, Lemma 2.21 implies that |⟨ρ0, 0|vi⟩| ≤ β

√
ϵ for any i with |λi| ∈ (1 −

O(1/t), 1). In other words, effectively, the spectral gap is Ω(1/t).

Proof. Let S :=
{
x ∈ Rd : ρ(x)

ρ0(x)
≥ 1

ϵ

}
. Since Eρ0

[
ρ(x)
ρ0(x)

]
= 1, by Markov’s inequality,

we have
∫

S

ρ0(x)dx = Pr
ρ0
[x ∈ S] ≤ ϵ. (2.69)

Then we define a quantum state |ρ1⟩ such that ⟨ρ1|x⟩ = ⟨ρ0|x⟩ for x /∈ S, and

⟨ρ1|x⟩ = 0 for x ∈ S. Furthermore, let |ϕρ1⟩ := U |ρ1⟩.

We have

∥|ϕρ0⟩ − |ϕρ1⟩∥ =
∥∥∥∥
∫

S

√
ρ0(x)T |x⟩dx

∥∥∥∥ =

∣∣∣∣
∫

S

ρ0(x)dx

∣∣∣∣
1/2

≤ √ϵ, (2.70)

where T is the isometry

T :=

∫

Ω

∫

Ω

√
px→y|x, y⟩⟨x| dx dy.

Moreover, by Eqs. (4.35) and (4.36) in [CCH+19], if 1 > λi ≥ 1− O(1/t), we

have

|⟨ϕρ1|ui⟩| ≤ 2|⟨ρ1|vi⟩| = 2

∣∣∣∣∣

∫

S

√
ρ(x)

ρ0(x)

ρ0(x)fi(x)

ρ(x)
dx

∣∣∣∣∣ ≤
2⟨ρ0, fi⟩ρ
ϵ1/2

= O(β
√
ϵ), (2.71)

where the third step follows from ρ(x)
ρ0(x)

≤ 1
ϵ

for x /∈ S and the Cauchy-Schwarz

inequality, and the last step follows from the claim that ⟨ρ0, fi⟩ρ = O(βϵ).
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Combining these observations, we find

|⟨ϕρ0|ui⟩| ≤ |⟨ϕρ0 − ϕρ1|ui⟩|+ |⟨ϕρ1 |ui⟩| ≤
√
ϵ+O(β

√
ϵ) = O(β

√
ϵ) (2.72)

when 1 > λi ≥ 1−O(1/t), which gives the desired result.

Now, it remains to prove the claim that ⟨ρ0, fi⟩ρ = O(βϵ) for 1 > λi >

1 − O(1/t). Suppose ρ0 can be decomposed in the eigenbasis of P as ρ0 = ρ +
∑∞

i=2⟨ρ0, fi⟩ρfi. Then P tρ0 = ρ +
∑∞

i=2 λ
t
i⟨ρ0, fi⟩ρfi, where λi is the eigenvalue of

fi. Since ∥P tρ0 − ρ∥1 ≤ ϵ, by Fact 2.22, we have ∥P tρ0 − ρ∥ρ ≤ βϵ. Hence, by the

orthogonality of fi, we have λti⟨a, fi⟩ρ ≤ βϵ. Therefore, when 1 > λi > 1 − O(1/t),
we have λti = Ω(1), which implies that ⟨ρ0, fi⟩ρ = O(βϵ).

For MALA, by Fact 2.22, ∥PO(t)ρ0−ρ∥ρ ≤ O(ϵ), which implies that ⟨ρ0, fi⟩ρ =
O(ϵ) by the same argument. Therefore, we get that for MALA with Gaussian initial

distribution, |⟨ϕρ0|ui⟩| ≤ O(
√
ϵ) for i with 1 > |λi| > 1−O(1/t).

Fact 2.22. Let ρ0 be a β-warm start of a Markov chain with transition operator P and

stationary distribution ρ. If ∥P tρ0−ρ∥1 ≤ ϵ for some t > 0, then ∥P tρ0−ρ∥ρ ≤ β · ϵ.
For MALA with ρ0 = N(0, L−1I), ∥PO(t)ρ0 − ρ∥ρ ≤ ϵ.

Proof. We expand ∥P tρ0 − ρ∥ρ in terms of its definition, giving

∥P tρ0 − ρ∥ρ =
∫

Rd

(P tρ0 − ρ)2(x)
ρ(x)

dx =

∫

Rd

(P tρ0)
2(x)

ρ(x)
dx− 1 = χ2(P tρ0, ρ), (2.73)

where the second step follows since P tρ0 and ρ are distributions, and the last step

follows from the definition of χ2-distance. Let ρ1 := P tρ0. By Lemma 27 in [CLA+21],

we know that ρ1 is also β-warm. Furthermore, by Lemma 28 in [CLA+21], the χ-

square distance can be upper bounded by

χ2(P tρ0, ρ) ≤ β · ∥P tρ0 − ρ∥1 ≤ βϵ (2.74)

as claimed. For MALA, as shown in [CDWY20], MALA with a Gaussian start also

mixes in about O(t) steps in
√
χ2 metric. Therefore, we have χ2(PO(t)ρ0, ρ) ≤ ϵ.
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2.8.2 Efficient implementation of quantum walk

The goal of this section is to give a user-friendly quantum walk implementation

cost analysis (Theorem 2.25).

Lemma 2.23 (Approximate reflector, [CCH+19, Corollary 4.1]). Let W be a uni-

tary operator with a unique leading eigenvector |ψ0⟩ with eigenvalue 1. Denote the

remaining eigenvectors by |ψj⟩ with corresponding eigenvaluese e2πiξj for j ≥ 1. For

any ∆ ∈ (0, 1] and ϵ < 1/2, define a := log(1/∆) and c := log(1/
√
ϵ). Let R be the

reflector such that R = α|ψ0⟩⟨ψ0|+ (I − |ψ0⟩⟨ψ0|).

For any constant α ∈ C, there exists a quantum circuit R̃ that uses a ·c ancilla

qubits and invokes the controlled-W gate 2a+1c times such that

• R̃|ψ0⟩|0⟩⊗ac = R|ψ0⟩|0⟩⊗ac.

•
∥∥R̃|ψj⟩|0⟩⊗ac −R|ψj⟩|0⟩⊗ac

∥∥
2
≤ √ϵ for j ≥ 1 with ξj ≥ ∆.

Lemma 2.24 (π/3-amplitude amplification, [WA08, Lemma 1]). Let |ψ⟩, |ϕ⟩ be two

quantum states with |⟨ψ|ϕ⟩| ≥ p for some p ∈ (0, 1]. Let ω = eiπ/3. Define Rψ :=

ω|ψ⟩⟨ψ| + (I − |ψ⟩⟨ψ|), and Rϕ := ω|ϕ⟩⟨ϕ| + (I − |ϕ⟩⟨ϕ|). Then, for m ≥ 1, there

exists a sequence of unitaries:

V0 = I, Vj+1 = VjRψV
†
j RϕVj ∀j ∈ [m],

such that

|⟨ψ|Vm|ϕ⟩|2 ≥ 1− (1− p)3m .

Furthermore, the unitaries Rϕ, Rψ and their inverses are used at most 3m times in

Vm.

Theorem 2.25 (Quantum walk implementation cost). Let M0,M1 be two ergodic

reversible Markov chains with stationary distributions π0, π1, respectively. Suppose

π0 is β0-warm with respect to M1 and mixes up to total variation distance ϵ in t0(ϵ)
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steps. Similarly, suppose π1 is β1-warm with respect to M0 and mixes in t1(ϵ) steps.

Let β := max{β0, β1}. Moreover, we assume that |⟨π0|π1⟩| ≥ p.

Given |π0⟩, we can obtain a state |π̃1⟩ such that ∥|π̃1⟩ − |π1⟩∥2 ≤ ϵ using

O
(√

t0(ϵ) + t1(ϵ) · p−1 log(β/p) log2(1/(pϵ))
)

calls to the controlled walk operators controlled-W ′
0, controlled-W ′

1.

Proof. By assumption, we know that π0 mixes in t′0 = t0(ϵ1/β
2
0) steps in M1 to achieve

total variation distance ϵ1/β2
0 , where ϵ1 is a parameter to be chosen later. Similarly,

π1 mixes in t′1 = t1(ϵ1/β
2
0) steps in M0 to achieve total variation distance ϵ1/β2

1 .

We start from |π0⟩. By Lemma 2.21, we have |π0⟩ = |π0,good⟩ + |e0⟩, where

|π0,good⟩ lies in the subspace spanned by the eigenvectors |ψj⟩ ofW ′
1 with corresponding

eigenvalue λj of P1 such that λj = 0 or λj ≤ 1−Ω(1/t′0). Let e2πiξj be the eigenvalue

of |ψj⟩ of W ′
1. By Fact 2.16 and Fact 2.18, we get that ξj = 0 or ξj ≥ Ω(t′0

−1/2). By

Lemma 2.21, we also have ∥|e0⟩∥ ≤ ϵ1.

Then, by Lemma 2.23 with ∆ = Ω(t′0
−1/2) and ϵ = ϵ21, we can implement

R̃1 such that ∥R1|ϕ⟩ − R̃1|ϕ⟩∥2 ≤ 2ϵ1 using O(
√
t′0 log(1/ϵ1)) calls to controlled-W ′

1,

where |ϕ⟩ is any state that occurs during π/3-amplitude amplification (Lemma 2.24)

for |π0⟩ towards |π1⟩.

In the same way, we can start from |π1⟩ and show that R̃0 can be implemented

using O(
√
t′1 log(1/ϵ1)) calls to controlled-W ′

0 such that ∥R0|ϕ′⟩−R̃0|ϕ′⟩∥ ≤ 2ϵ1, where

|ϕ′⟩ is any state that occurs during π/3-amplitude amplification for |π1⟩ towards |π0⟩.

Suppose we can implement R0 and R1 perfectly. Then, we can prepare a

state |π̃1⟩ such that |⟨π̃1|π1⟩| ≥ 1 − (1 − p)3
m using 3m calls to R0, R1 and their

inverses, by applying π/3-amplitude amplification (Lemma 2.24) to |πi⟩. Thus, by

taking m = O(p−1 log(1/ϵ2)) where ϵ2 is a parameter to be chosen later, we have

∥|π1⟩ − |π̃1⟩∥2 ≤ ϵ2. However, since each call to R̃0 or R̃1 causes an error of ϵ1, the
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total error will be

O(ϵ2 + ϵ1 · p−1 log(1/ϵ2)) = ϵ,

where we take ϵ1 := O(pϵ log−1(1/ϵ)) and ϵ2 := ϵ21.

Therefore, the total number of calls to controlled-W ′
0, controlled-W ′

1 is

O
(
(
√
t′0 +

√
t′1) · p−1 log2(1/pϵ)

)
,

where t′i = ti(ϵ1/β
2
i ) = O(ti(ϵ) · log(βi/p)).

The theorem is then proved.

The following corollary is an immediate consequence of Theorem 2.25, and it

also gives Theorem 3.5.

Corollary 2.26 (Quantum walk implementation cost (ℓ2-warm starts)). Let M0,M1

be two ergodic reversible Markov chains with stationary distributions π0, π1, respec-

tively. Suppose π0 mixes towards π1 in M1 up to total variation distance ϵ in t0(ϵ)

steps. Similarly, suppose π1 mixes towards π0 in M0 in t1(ϵ) steps. Suppose ∥π0/π1∥ =
O(1) and ∥π1/π0∥ = O(1). Moreover, we assume that |⟨π0|π1⟩| = Ω(1).

Given |π0⟩, we can obtain a state |π̃1⟩ such that ∥|π̃1⟩ − |π1⟩∥2 ≤ ϵ using

O
(√

t0(ϵ) + t1(ϵ) log
2(1/ϵ)

)

calls to the controlled walk operators controlled-W ′
0, controlled-W ′

1.

2.9 Quantum Algorithm for Log-Concave Sampling: Details

In this section, we provide several quantum algorithms for sampling log-concave

distributions. In Section 2.9.1, we show that the classical underdamped Langevin

diffusion (ULD) and the randomized midpoint method for underdamped Langevin

diffusion (ULD-RMM) can be improved by replacing the first-order oracle by the
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zeroth-order quantum oracle, while achieving the same efficiency and accuracy guar-

antees. In Section 2.9.2, we show that the Metropolis adjusted Langevin algorithm

(MALA) can be quantumly sped up in terms of query complexity, for both Gaussian

initial distributions and warm-start distributions.

2.9.1 Quantum inexact ULD and ULD-RMM

In the quantum setting, we can estimate ∇f(x) by using Jordan’s algorithm

with queries to the quantum zeroth-order evaluation oracle (2.4). The following

lemma provides an ℓ1-error guarantee.

Lemma 2.27 (Lemma 2.3 in [CCLW20]). Let f be a convex, L0-Lipschitz continuous

function that is specified by an evaluation oracle with error at most ϵ. Suppose f is

L-smooth in B∞(x, 2
√
ϵ/L). Let

g̃ = SmoothQuantumGradient(f, ϵ, L0, L, x). (2.75)

Then for any i ∈ [d], we have |g̃i| ≤ L0 and E|g̃i −∇f(x)i| ≤ 3000
√
dϵL; hence

E∥g̃ −∇f(x)∥1 ≤ 3000d1.5
√
ϵL. (2.76)

If L0, 1/L, and 1/ϵ are poly(d), the SmoothQuantumGradient algorithm uses

O(1) queries to the quantum evaluation oracle and Õ(d) gates.

We then introduce inexact ULD and ULD-RMM by using a stochastic zeroth-

order oracle as follows.

Lemma 2.28 (Theorem 2.2 of [RSBG19]). Let ρn be the distribution of the under-

damped Langevin diffusion with the initial point x0 satisfying ∥x0 − x∗∥ ≤ D, step

size h ≤ ϵ
104κ

√
1

d/µ+D2 , and time T ≥ κ
2
log
(

24
√
d/µ+D2

ϵ

)
. Assume there is a stochas-

tic zeroth-order oracle that provides an unbiased evaluation of ∇f(x) with bounded

variance E∥g̃ −∇f(x)∥2 ≤ σ2. Then inexact ULD achieves W2(ρn, ρ) ≤ ϵ using

T

h
= Θ̃

(κ2
√
d

ϵ

)
(2.77)
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iterations and

b =
d1.5max{1, σ2}

ϵ
(2.78)

queries to the zeroth-order oracle per iteration. The total number of calls is bT
h

.

Lemma 2.29 (Theorem 2.3 of [RSBG19]). Let ρn be the distribution of the random-

ized midpoint method for underdamped Langevin diffusion with the initial point x0,

step size h ≤ min
{

ϵ1/3µ1/6

κ1/6d1/6 log1/6
(√

d/µ

ϵ

) , ϵ2/3µ1/3

d1/3 log1/3
(√

d/µ

ϵ

)
}
, and time T ≥ 2κ log

(
20d/µ
ϵ2

)
.

Assume there is a stochastic zeroth-order oracle that provides an unbiased evaluation

of ∇f(x) with bounded variance E∥g̃ − ∇f(x)∥2 ≤ σ2. Then inexact ULD-RMM

achieves W2(ρn, ρ) ≤ ϵ using

2T

h
= Θ̃

(κ7/6d1/6
ϵ1/3

+
κd1/3

ϵ2/3

)
(2.79)

iterations and

b =
dκ

h3
(2.80)

queries to the zeroth-order oracle per iteration. The total number of calls is bT
h

.

As a quantum counterpart, we are able to reduce the number of queries from

O(b) to O(1) for each iteration in Lemma 2.28 and Lemma 2.29 based on Lemma 2.27.

Here we are able to choose ϵ = O( σ
2

d3L
) to preserve the condition

E∥g̃ −∇f(x)∥2 ≤ E∥g̃ −∇f(x)∥21 ≤ σ2 (2.81)

used in Lemma 2.28 and Lemma 2.29 with O(1) additional quantum queries. The

total number of calls is O(T
h
) in Lemma 2.28 and Lemma 2.29, the same scaling as in

Lemma 2.10 and Lemma 2.11. The query complexities of ULD and ULD-RMM are

as follows.

Theorem 2.30. Assume the target distribution ρ is strongly log-concave with L-

smooth and µ-strongly convex negative log-density. Let ρn be the distribution of the
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underdamped Langevin diffusion with the initial point x0 satisfying ∥x0 − x∗∥ ≤ D,

step size h ≤ ϵ
104κ

√
1

d/µ+D2 , and time T ≥ κ
2
log
(

24
√
d/µ+D2

ϵ

)
. Then quantum inexact

ULD (Algorithm 6) achieves

E
(
∥X̂n −XT∥2

)
≤ Õ

(d2κ2h2
µ

)
, (2.82)

W2(ρn, ρ) ≤ ϵ, (2.83)

using

T

h
= Θ̃

(κ2
√
d

ϵ

)
(2.84)

queries to the quantum evaluation oracle.

Proof. By Lemma 2.28, we know that the number of iterations of ULD with an inexact

gradient oracle is Õ(κ2
√
d/ϵ), as long as the oracle satisfies E∥g̃ − ∇f(x)∥2 ≤ σ2.

By Lemma 2.27, this condition can be achieved by the quantum gradient algorithm

such that each gradient computation takes O(1) queries to the quantum evaluation

oracle. Therefore, the total number of queries is Õ(κ2
√
d/ϵ) for the quantum inexact

ULD.

Theorem 2.31. Assume the target distribution ρ is strongly log-concave with L-

smooth and µ-strongly convex negative log-density. Let ρn be the distribution of the

randomized midpoint method for underdamped Langevin diffusion with initial point x0,

step size h ≤ min
{

ϵ1/3µ1/6

κ1/6d1/6 log1/6
(√

d/µ

ϵ

) , ϵ2/3µ1/3

d1/3 log1/3
(√

d/µ

ϵ

)
}
, and time T ≥ 2κ log

(
20d/µ
ϵ2

)
.

Then quantum inexact ULD-RMM (Algorithm 7) achieves

E
(
∥X̂n −XT∥2

)
≤ Õ

(dκh6
µ

+
dh3

µ

)
, (2.85)

W2(ρn, ρ) ≤ ϵ, (2.86)

using

2T

h
= Θ̃

(κ7/6d1/6
ϵ1/3

+
κd1/3

ϵ2/3

)
(2.87)

queries to the quantum evaluation oracle.

The proof is almost the same as Theorem 2.30, so we omit it here.
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Algorithm 6 Quantum Inexact Underdamped Langevin Dynamics (Quantum IULD)
1: procedure QuantumIULD(f , h, T , x0, ϵ, L, β) ▷ Function f , step

size h, time T , and a sample x0 from a starting distribution ρ0, evaluation error
ϵ, Lipschitz constant L, smoothness parameter β

2: xh0 ← x0
3: g̃(x0)← SmoothQuantumGradient(f, ϵ, L, β, x0)
4: for t = 0, h, . . . , ⌊T ⌋ do
5: Draw W h

1,t =
∫ h
0
e2(s−h)dBt+s, W h

2,t =
∫ h
0
(1− e2(s−h))dBt+s

6: vht+h ← e−2hvht +
1
2L
(1− e−2h)g̃(xht ) + 2√

L
W h

1,t

7: xht+h ← xht +
1
2
(1− e−2h)vht + 1

2L
[h− (1− e−2h)]g̃(xht ) + 1√

L
W h

2,t

8: g̃(xht+h)← SmoothQuantumGradient(f, ϵ, L, β, xht+h)
9: end for

10: return xhh, x
h
2h, . . . , x

h
⌊T ⌋+1

11: end procedure

2.9.2 Quantum MALA

In Section 2.9.2.1, we introduce several classical results on the mixing of

MALA. Then, in Section 2.9.2.2, we describe how to implement a quantum walk

for MALA. Then, in Section 2.9.2.3 and Section 2.9.2.4, we show quantum MALA

with a warm start distribution and a Gaussian initial distribution, respectively.

2.9.2.1 Mixing time and spectral gap of MALA

The Metropolis adjusted Langevin algorithm (MALA) is a key method for sam-

pling log-concave distributions. Classically, the state-of-the-art mixing time bound

of MALA was proven by [LST20]. They show that MALA is equivalent to the

Metropolized Hamiltonian Monte Carlo method (HMC) and use the blocking con-

ductance analysis of [KLM06] to upper bound the mixing time.

Define H(x, v) := f(x) + 1
2
∥v∥22. Let dπ⋆ denote the target distribution, i.e.,

dπ⋆(x)/dx ∝ exp(−f(x)). Then the Markov chain defined by Algorithm 8 has the

following property.

Lemma 2.32 ([LST20]). The Markov chain of Algorithm 8 is reversible, and its
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Algorithm 7 Quantum Inexact Underdamped Langevin Dynamics with Randomized
Midpoint Method (Quantum IULD-RMM)
1: procedure QuantumIULD-RMM(f , h, T , x0) ▷ Function f , step size h, time
T , and a sample x0 from a starting distribution ρ0

2: xh0 ← x0, yh0 ← x0
3: g̃(xh0)← SmoothQuantumGradient(f, ϵ, L, β, xh0)
4: g̃(yh0 )← SmoothQuantumGradient(f, ϵ, L, β, yh0 )
5: for t = 0, h, . . . , ⌊T ⌋ do
6: Draw W h

1,t =
∫ h
0
e2(s−h)dBt+s, W h

2,t =
∫ h
0
(1− e2(s−h))dBt+s, W h

3,t =
∫ αh
0

(1−
e2(s−h))dBt+s

7: vht+h ← e−2hvht +
h
L
e−2(1−α)hg̃(yht ) +

2√
L
W h

1,t

8: xht+h ← xht +
1
2
(1− e−2h)vht + h

2L
(1− e−2(1−α)h)g̃(yht ) + 1√

L
W h

2,t

9: yht+h ← xht +
1
2
(1− e−2αh)vht + 1

2L
[αh− (1− e−2αh)]g̃(xht ) + 1√

L
W h

3,t

10: g̃(xht+h)← SmoothQuantumGradient(f, ϵ, L, β, xht+h)
11: g̃(yht+h)← SmoothQuantumGradient(f, ϵ, L, β, yht+h)
12: end for
13: return xhh, x

h
2h, . . . , x

h
⌊T ⌋+1

14: end procedure

stationary distribution is dπ⋆.

The main result of [LST20] is the following theorem on the mixing time of

Algorithm 8.

Theorem 2.33 (Mixing of Hamiltonian Monte Carlo, Theorem 4.7 of [LST20]).

There is an algorithm initialized from a point drawn from N(x⋆, L−1Id) that iterates

Algorithm 8

O(κd log(κ/ϵ) log(d log(κ/ϵ)) log(1/ϵ)) (2.88)

times and produces a point from a distribution ρ such that ∥ρ− π⋆∥TV ≤ ϵ.

The algorithm in the above theorem defines a new Markov chain where in each

step, we draw an integer j uniformly from 0 to O(κd log(κ/ϵ) log(d log(κ/ϵ))) and run

Algorithm 8 for j iterations. One step of this Markov chain gives a distribution with
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Algorithm 8 Metropolis adjusted Langevin algorithm (MALA)

1: procedure MALA(x0, h) ▷ Initial point x0 ∈ Rd, step size h
2: for k ≥ 0 do
3: Draw zk+1 ∼ N(0, Id)
4: zk+1 ← xk − h∇f(xk) +

√
2hzk+1

5: Compute

αk := min
{
1,

exp(−f(zk+1)− ∥xk − zk+1 + h∇f(zk+1)∥22/(4h))
exp(−f(xk)− ∥xk − zk+1 + h∇f(xk)∥22/(4h))

}

6: Draw u ∼ U([0, 1])
7: if u ≤ αk then
8: xk+1 ← zk+1

9: else
10: xk+1 ← xk
11: end if
12: end for
13: return {xk}k≥0
14: end procedure

TV-distance from π⋆ at most (2e)−1 [LST20]. Hence, if we run for log(1/ϵ) steps, we

get ϵ TV-distance.

Furthermore, we can show that MALA converges faster under a certain warm

start condition [DCWY18, WSC22, CLA+21]. We say the initial distribution ρ0 is

β-warm if there is a constant β independent of κ, d such that

sup
S∈B(Rd)

ρn(S)

ρ(S)
≤ β. (2.89)

The warmness of the Gaussian ρ0 = N(x∗, 1
L
I) satisfies β ≤ κd/2 [DCWY18, WSC22].

Given a β-warm initial distribution, MALA has the following improved con-

vergence.

Lemma 2.34 (Theorem 1 of [WSC22]). Assume the target distribution ρ is strongly

log-concave with L-smooth and µ-strongly convex negative log-density. Let ρn be

the distribution of the 1
2
-lazy version of MALA with β-warm initial distribution ρ0
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and step size h = c0(Ld log
2(max{κ, d, β

ϵ
, c2}))−1. There exist universal constants

c0, c1, c2 > 0, such that MALA achieves

dTV (ρn, ρ) ≤ ϵ (2.90)

after

n ≥ c1κ
√
d log3(max{κ, d, β

ϵ
, c2}) (2.91)

steps.

2.9.2.2 Quantum walks for MALA

The goal of this section is to show quantum speedup for the Metropolis ad-

justed Langevin algorithm (MALA) using the continuous-space quantum walks de-

fined by [CCH+19], which generalize the discrete-time quantum walk of [Sze04] to

continuous space.

Section 2.8 contains a detailed introduction of the quantum walk. To im-

plement a quantum version of Algorithm 8, we prepare the initial state |π0⟩ and

implement the quantum walk operator W .

Initial state. For the initial state |ρ0⟩, by Theorem 2.33, it suffices to take ρ0 =

N(x⋆, L−1Id), where x⋆ is the minimum point of f(x). Suppose we already have x⋆.

Appendix A.3 of [CCH+19] shows that the state
∫

Rd

(
L

2π

)d/4
e−

L
4
∥z∥22|z⟩dz (2.92)

can be efficiently prepared by applying a Box-Muller transformation to the state

corresponding to the uniform distribution (i.e., an equal superposition of points).

Then, for the ith register, we apply the shift operation Ushift with Ushift|xi⟩ = |xi + x⋆i ⟩.
The resulting state is

|ρ0⟩ =
∫

Rd

(
L

2π

)d/4
e−

L
4
∥z−x⋆∥22|z⟩dz. (2.93)
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Quantum walk operator. The quantum walk operatorW (P ) can be implemented1

using the quantum walk update unitary U that maps each point |x⟩ to the superpo-

sition
∫
Rd dy

√
px→y|y⟩. We show how to efficiently implement U .

We first prepare a standard Gaussian state

|ξ⟩ :=
∫

Rd

(
1

2π

)d/4
e−

1
4
∥z∥22|z⟩dz. (2.94)

Then, we apply an affine transformation to change the distribution: for any z ∈ Rd,

|x⟩|z⟩ 7→ |x⟩
∣∣∣x− h∇f(x) +

√
2hz
〉
.

This step will query the gradient oracle O∇f . Then, we apply a controlled rotation

to the third register based on the following accept/reject probability:

α(x, z) := min
{
1,

exp(−f(z)− ∥x− z + h∇f(z)∥22/(4h))
exp(−f(x)− ∥x− z + h∇f(x)∥22/(4h))

}
∀x, z ∈ Rd.

That is, based on the values x and z in the first and second registers, we have

|x⟩|z⟩|0⟩ 7→ |x⟩|z⟩
(√

α(x, z)|0⟩+
√
1− α(x, z)|1⟩

)
.

It can be implemented by querying the evaluation oracle Of and the gradient oracle

O∇f . After that, we post-select the third register to be zero. Note that the cost of the

post-selection depends on the acceptance probability of the classical MALA. It was

shown in [DCWY18, Section 4.4] that by choosing a proper step size, the acceptance

probability will be a constant. Therefore, the cost of the post-selection is O(1).

Overall, the resulting state will be the desired quantum walk state:

|x⟩|ψx⟩ := |x⟩
∫

Rd

√
px→y|y⟩dy.

It is equivalent to the classical MALA with one acceptance step. And this process

will query the evaluation oracle and gradient oracle for O(1) times. We note that an

alternative implementation of the quantum walk operator for the Metropolis-Hastings

type Markov chains is shown in [LHP+20].

1As shown in [WA08], W (P ) = U†SURU†SUR, where S is the swap gate and R is a reflection
operator with respect to the state space span{|x⟩|0⟩ : x ∈ Rd}.
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Algorithm 9 Quantum Update Unitary
1: procedure QuantumUpdate(|ρ⟩|0⟩) ▷ |ρ⟩ =

∫
Rd dx

√
ρx|x⟩

2: Prepare |ρ⟩|ξ⟩ where |ξ⟩ is a d-dimensional Gaussian state
3: Apply an affine transformation on the second register: ▷ Query O∇f

|x⟩|z⟩ 7→ |x⟩
∣∣∣x− h∇f(x) +

√
2hz
〉

4: Apply a controlled rotation: ▷ Query Of and O∇f

|x⟩|z⟩|0⟩ 7→ |x⟩|z⟩
(√

α(x, z)|0⟩+
√

1− α(x, z)|1⟩
)
,

where α(x, z) := min
{
1,

exp(−f(z)−∥x−z+h∇f(z)∥22/(4h))
exp(−f(x)−∥x−z+h∇f(x)∥22/(4h))

}

5: Post-select the third register being zero and drop the register
6: return the final state |ϕ⟩ ▷ |ϕ⟩ =

∫
Rd dx

√
ρx|x⟩

∫
Rd dy

√
px→y|y⟩

7: end procedure

Algorithm 10 Quantum MALA
1: procedure QuantumMALA(Of , O∇f , |ρ0⟩) ▷ Evaluation oracle Of , gradient

oracle O∇f , initial state |ρ0⟩
2: Construct quantum walk update unitary U from QuantumUpdate with Of

and O∇f ▷ Algorithm 9
3: Implement the quantum walk operator W (P )
4: Perform π

3
-amplitude amplification with W (P ) on the state |ρ0⟩|0⟩

5: return the resulting state |ρ̃⟩ ▷ |ρ̃⟩ ≈
∫
Rd e

−f(x)d|x⟩, the stationary
distribution state

6: end procedure
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Lemma 2.35 (Continuous-space quantum walk implementation). The Markov chain

of Algorithm 8 can be implemented as a continuous-space quantum walk where the

quantum walk unitary for one step can be implemented with O(1) queries to the gra-

dient oracle and the evaluation oracle, and O(d) quantum gates.

2.9.2.3 Quantum MALA with a warm start

We first show that quantum MALA can achieve quadratic speedup in query

complexity when the initial distribution is a warm start (Theorem 2.36).

Theorem 2.36 (Quantum MALA with warm start). Let |ρ0⟩ be a β-warm start with

respect to the log-concave distribution ρ ∝ e−f . Let t(ϵ) = Õ(κ
√
d log3(β/ϵ)) be the

mixing time of classical MALA with initial distribution ρ0 as shown in Lemma 2.34,

i.e., ∥P t(ϵ)ρ0− ρ∥TV ≤ ϵ. Then there is a quantum algorithm that prepares a state |ρ̃⟩
that is ϵ-close to |ρ⟩ using

Õ(κ1/2d1/4β1/2) (2.95)

queries to the evaluation oracle Of and gradient oracle O∇f .

Proof. Let |ρ0⟩ be the initial state corresponding to a distribution ρ0 that is β-warm.

Then we know that t = t(ϵ/β) steps of the classical MALA random walk suffice to

achieve ∥P tρ0 − ρ∥1 ≤ ϵ/β.

By Lemma 2.21, we have |ρ0⟩ = |ρ′0⟩ + |e⟩, where |ρ′0⟩ lies in the space of

eigenvectors |vi⟩ of W such that λi = 1 or λi ≤ 1− Ω̃(t−1), and ∥|e⟩∥ ≤ ϵ1.

Hence, by Corollary 4.1 in [CCLW20], the approximate reflection in the quan-

tum walk R̃ can be implemented using Õ(t1/2) calls to the controlled-W operator.

Furthermore, β-warmness also implise that |⟨ρ0|ρ⟩| ≥ β−1/2. Thus, the approxi-

mated stationary state |ρ̃⟩ can be prepared via O(β1/2 log(1/ϵ2)) recursive levels of
π
3
-amplitude amplification such that ∥|ρ⟩ − |ρ̃⟩∥ ≤ ϵ2.
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By choosing ϵ1 = ϵ/(2 log(2/ϵ)) and ϵ2 = ϵ/2, we achieve a final approximation

error of O(ϵ1 log(ϵ2) + ϵ2) ≤ ϵ. By Lemma 2.35, each controlled-W operator takes a

constant number of queries to Of and O∇f . Therefore, by plugging-in the classical

mixing time of MALA, we obtain the desired query complexity.

Algorithm 11 Quantum MALA with Warm Start
Input: Evaluation oracle Of , gradient oracle O∇f , smoothness parameter L, convex-

ity parameter µ, warm-start state |ρ0⟩
Output: Quantum state |ρ̃⟩ close to the stationary distribution state

∫
Rd e

−f(x)d|x⟩
1: |ρ̃⟩ ← QuantumMALA(Ofi ,O∇fi , |ρ0⟩) ▷ Algorithm 10
2: return |ρ̃⟩

2.9.2.4 Quantum MALA with the Gaussian-start

We cannot directly apply Theorem 2.36 for a Gaussian initial distribution

because the overlap between |ρ0⟩ and |ρ⟩ is exponentially small. Instead, we use the

idea of simulated annealing and construct a sequence of slowly-varying Markov-chains

(as in [WA08]). We have the following result, which looks like Theorem 2.19. But

our result uses the effective spectral gap of MALA (by Lemma 2.21).

Corollary 2.37 (Quantum speedup for slowly varying MALAs). Let ρ0, . . . , ρr be a

sequence of log-concave distributions such that |⟨ρi|ρi+1⟩| ≥ p for some p > 0 and for

all i ∈ {0, . . . , r − 1}. Suppose we can prepare the initial state |ρ0⟩. Then, for any

ϵ > 0, there is a quantum procedure to produce a state |ρ̃r⟩ such that ∥|ρ̃r⟩− |ρr⟩∥ ≤ ϵ

using

Õ(κ1/2d1/2 · (r/p)) (2.96)

applications of the quantum walk operators Wi corresponding to the MALA procedure

for ρi for i ∈ [r].

Proof. For two consecutive distributions, quantum MALA can evolve |ρi⟩ to |ρi+1⟩
using Õ(

√
κd · p−1) quereis, which follows from Theorem 2.36 and Theorem 2.33
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(which holds for all initial distributions with warmness β ≤ κd/2). Then, the corollary

immediately follows.

Algorithm 12 Quantum MALA for Log-concave Sampling
Input: Evaluation oracle Of , gradient oracle O∇f , smoothness parameter L, convex-

ity parameter µ
Output: Quantum state |ρ̃⟩ close to the stationary distribution state

∫
Rd e

−f(x)d|x⟩
1: Compute the cooling schedule parameters σ1, . . . , σM
2: Prepare the state |ρ0⟩ ∝

∫
Rd e

− 1
4
∥x∥2/σ2

1d|x⟩
3: for i← 1, . . . ,M do
4: Construct Ofi and O∇fi where fi(x) = f(x) + 1

2
∥x∥2/σ2

i

5: |ρi⟩ ← QuantumMALA(Ofi ,O∇fi , |ρi−1⟩) ▷ Algorithm 10
6: end for
7: return |ρM⟩

Theorem 2.38 (Quantum MALA for log-concave sampling). Assume the target dis-

tribution ρ ∝ e−f is strongly log-concave with f : Rd → R+ being L-smooth and µ-

strongly convex. Let |ρ⟩ be the quantum state corresponding to the distribution ρ.

Then, for any ϵ > 0, there is a quantum algorithm (Algorithm 12) that prepares a

state |ρ̃⟩ such that ∥|ρ̃⟩ − |ρ⟩∥ ≤ ϵ using Õ(κ1/2d) queries to the evaluation oracle Of

and gradient oracle O∇f .

Proof. By Lemma 2.15, we know that the cooling schedule σ1, . . . , σM gives a sequence

of slowly-varying Markov chains with overlap p = Ω(1). We also know that the length

of the schedule is M = Õ(d1/2).

Hence, by Corollary 2.37 with r = Õ(d1/2) and p = Ω(1), |ρ̃⟩ can be prepared

by Õ(κ1/2d) quantum walk steps. By Lemma 2.35, each step queries Of and O∇f

twice. The result follows.

2.10 Quantum Algorithm for Estimating Normalizing Con-
stants: Details

We now come back to the problem of estimating the normalizing constant.
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2.10.1 Quantum MALA and annealing

In this section, we first describe a quantum speedup for the annealing process

via a quantum-accelerated Monte Carlo method, which quadratically improves the

ϵ-dependence of the sampling complexity of the classical algorithm. Then we further

reduce the κ- and d-dependence of the query complexity using the quantum MALA

procedure developed in Section 2.9.2.

2.10.1.1 Quantum speedup for the standard annealing process

Reference [Mon15] developed a quantum-accelerated Monte Carlo method for

mean estimation with B-bounded relative variance.2 We state the result as follows.

Lemma 2.39 (Theorem 6 of [Mon15]). Assume there is an algorithm A such that

v(A) ≥ 0 and Var(v(A))
E[v(A)]2

≤ B for some B ≥ 1, and an accuracy ϵ < 27B/4. Then there

is a quantum algorithm which outputs an estimate µ̃ such that

Pr
[
|µ̃− E[v(A)]| ≥ ϵE[v(A)]

]
≤ 1

4
, (2.97)

with

O
(B
ϵ
log3/2

(B
ϵ

)
log log

(B
ϵ

))
(2.98)

queries to A.

Lemma 2.40 (Lemma 1 of [Mon15]). Let A be a (classical or quantum) algorithm

which aims to estimate some quantity µ, and whose output µ̃ satisfies |µ − µ̃| ≤ ϵ

except with probability γ, for some fixed γ < 1/2. Then, for any δ > 0, it suffices to

repeat A O(log 1/δ) times and take the median to obtain an estimate which is accurate

to within ϵ with probability at least 1− δ.

2Reference [AHN+21] improves the scaling from Õ(B/ϵ) to Õ(
√
B/ϵ). Such a result also follows

from the quantum Chebyshev inequality of [HM19]. Since B = O(1) in our case, we apply the
original algorithm of [Mon15].
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This result provides a way of estimating the telescoping product (2.41). The

following theorem and its proof closely follows Theorem 8 of [Mon15], while the

definitions of the partition function and the cooling schedule are different.

Theorem 2.41 (Quantum speedup of annealing). Let Z be the normalizing constant

in (2.3). Consider a sequence of values gi as in (2.44), with Eρi (g
2
i )

Eρi (gi)
2 = O(1). Further

assume that we have the ability to sample ρi for i ∈ [M ]. Then there is a quantum

algorithm which outputs an estimate Z̃, such that

Pr[(1− ϵ)Z ≤ Z̃ ≤ (1 + ϵ)Z] ≥ 3

4
, (2.99)

using

O
(M2

ϵ
log3/2

(M
ϵ

)
log log

(M
ϵ

))
= Õ

(M2

ϵ

)
(2.100)

samples in total.

Proof. For i ∈ [M ], we estimate Eρi(gi) with output g̃i up to additive error (ϵ/2M)Eρi(gi)

with failure probability 1/4M . We output as a final estimate

Z̃ = Z̃1

M∏

i=1

g̃i, (2.101)

where Z̃1 is the normalizing constant of the Gaussian distribution with variance σ2
1

as in Lemma 2.12. Assuming that all the estimates are indeed accurate, we have

1− ϵ ≤ (1− ϵ

2
)
(
1− ϵ

2M

)M
≤ Z̃

Z
≤
(
1 +

ϵ

2M

)M
≤ eϵ/2 ≤ 1 + ϵ. (2.102)

Thus |Z̃ − Z| ≤ ϵZ with probability at least
(
1− 1

4M

)M
≥ 1− 1

4
=

3

4
. (2.103)

Based on Lemma 2.13 and Lemma 2.14, Eρi (g
2
i )

Eρi (gi)
2 = O(1), so Varρi (gi)

Eρi (gi)
2 = O(1).

By Lemma 2.39, each requires

O
(M
ϵ
log3/2

(M
ϵ

)
log log

(M
ϵ

))
(2.104)
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samples from ρi, and the total number of samples is

O
(M2

ϵ
log3/2

(M
ϵ

)
log log

(M
ϵ

))
. (2.105)

This completes the proof.

2.10.1.2 Quantum MALA for estimating the normalizing constant

We now describe how to combine quantum annealing with quantum MALA

to reduce the query complexity of estimating the normalizing constants.

We begin with the following lemma on non-destructive mean estimation.

Lemma 2.42 (Non-destructive mean estimation with quantum MALA). For ϵ < 1,

given Õ(ϵ−1) copies of a state |ρ̃i−1⟩ such that ∥|ρ̃i−1⟩ − |ρi−1⟩∥ ≤ ϵ, there exists a

quantum procedure that outputs g̃i such that

|g̃i − Eρi [gi]| ≤ ϵ · Eρi [gi] (2.106)

with success probability 1− o(1) using

Õ(κ1/2d1/2ϵ−1) (2.107)

steps of the quantum walk operator corresponding to the MALA with stationary dis-

tribution ρi, where δ is the spectral gap of the Markov chain. The quantum procedure

also returns Õ(ϵ−1) copies of the state |ρ̃i⟩ such that ∥|ρ̃i⟩ − |ρi⟩∥ ≤ ϵ.

Proof sketch. This lemma is a variant of Lemma 4.4 in [CCLW20]. Notice that Corol-

lary 2.37 implies that we can prepare |ρ̃i⟩ from |ρ̃i−1⟩ using Õ(κ1/2d1/2p−1) quantum

walk steps, where p ≤ |⟨ρi|ρi−1⟩|. By Lemma 2.15, we have p = Ω(1). The lemma

follows by properly choosing the parameters in Lemma 4.4 in [CCLW20].

Theorem 2.43 (Quantum speedup using MALA, annealing, and quantum walk).

Let Z be the normalizing constant in (2.3). Assume we are given the access to query
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the quantum gradient oracle (2.5). Then there is a quantum algorithm which outputs

an estimate Z̃, such that

Pr[(1− ϵ)Z ≤ Z̃ ≤ (1 + ϵ)Z] ≥ 3

4
, (2.108)

using

Õ
(
d3/2κ1/2ϵ−1

)
(2.109)

queries to the quantum gradient oracle in total.

Proof. The number of annealing stages is M = Õ(
√
d). At the ith stage, we estimate

Eρi [gi] with relative error ϵ/M . Hence, we can apply Lemma 2.42 M times, where

each application takes

Õ(κ1/2d1/2(ϵ/M)−1) = Õ(κ1/2dϵ−1) (2.110)

MALA quantum walk steps. This process takes

M · Õ(κ1/2dϵ−1) = Õ(κ1/2d3/2ϵ−1) (2.111)

steps in total.

By Lemma 2.35, each step of the quantum walk operator can be implemented

by querying the gradient oracle and the evaluation oracle O(1) times. Therefore, we

can estimate Z with relative error ϵ using Õ(κ1/2d3/2ϵ−1) queries to the gradient and

evaluation oracles.

2.10.2 Quantum multilevel Langevin algorithms

We now consider an alternative approach for estimating the normalizing con-

stant, by replacing MALA by a multilevel Langevin approach. More concretely, for

each sample we perform the underdamped Langevin diffusion (ULD) or the random-

ized midpoint method for underdamped Langevin diffusion (ULD-RMM) that has
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an improved dependence on the dimension, and apply the multilevel Monte Carlo

(MLMC) to preserve the dependence on the accuracy.

Multilevel Monte Carlo methods have attracted extensive attention in stochas-

tic simulations and financial models [Gil08, Gil15]. This approach was originally de-

veloped by [Hei01] for parametric integration, and used to simulate SDEs in [Gil08].

Considering a general random variable P , MLMC gives a sequence of estimators

P0, Pl, . . . , PL for approximating P with increasing accuracy and cost, and uses the

telescoping sum of E[Pl−Pl−1] to estimate E[P ]. For Pl−Pl−1 with smaller variance

but larger cost, MLMC performs fewer samples to reach a given error tolerance, re-

ducing the overall complexity. MLMC has been widely discussed and improved under

many settings, and has been used in various applications [Gil15].

To estimate normalizing constants, a variant of MLMC has been proposed by

[GLL20, Lemmas C.1 and C.2]. Unlike standard MLMC for bounding the mean-

squared error, this approach upper bounds the bias and the variance separately, mak-

ing the analysis more technically involved. The first quantum algorithm based on

MLMC was developed by [ALL+21, Theorem 2]. They upper bound the additive er-

ror with high probability (as is common for quantum algorithms). They also observe

that the mean-squared error can control both the bias and the variance [ALL+21,

Section 2.2] and that the mean-squared error is almost equivalent to the additive

error with high probability [ALL+21, Appendix A]. Considering this, we still use the

additive error scenario for estimating normalizing constants, both for convenience and

for compatibility with the quantum annealing speedup of Theorem 2.41.

We first introduce the general quantum speedup of MLMC as described in [ALL+21],

and then apply these results to our problem.

2.10.2.1 Quantum-accelerated multilevel Monte Carlo method

We begin by describing the following general result on quantum-accelerated

multilevel Monte Carlo (QA-MLMC).
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Lemma 2.44 (Theorem 2 of [ALL+21]). Let P denote a random variable, and let

Pl (for l ∈ {0, 1, . . . , L}) denote a sequence of random variables such that Pl approx-

imates P at level l. Also define P−1 = 0. Let Cl be the cost of sampling from Pl, and

let Vl be the variance of Pl − Pl−1. If there exist positive constants α, β = 2β̂, γ such

that α ≥ min(β̂, γ) and

• |E[Pl − P ]| = O(2−αl),

• Vl = O(2−βl) = O(2−2β̂l), and

• Cl = O(2γl),

then for any ϵ < 1/e there is a quantum algorithm that estimates E[P ] up to additive

error ϵ with probability at least 0.99, and with cost




O
(
ϵ−1(log 1/ϵ)3/2(log log 1/ϵ)2

)
, β̂ > γ,

O
(
ϵ−1(log 1/ϵ)7/2(log log 1/ϵ)2

)
, β̂ = γ,

O
(
ϵ−1−(γ−β̂)/α(log 1/ϵ)3/2(log log 1/ϵ)2

)
, β̂ < γ.

(2.112)

We apply this result to the payoff model of general stochastic differential equa-

tions (SDEs) as discussed in [ALL+21]. Consider an SDE

dXt = µ(Xt, t) dt+ σ(Xt, t) dWt (2.113)

for t ∈ [0, T ], where we assume µ and σ are Lipschitz continuous. Given an initial

condition X0 and an evolution time T > 0, we aim to compute

E[P(XT )], (2.114)

where P(X) is the so-called payoff function as a functional of X. In Lemma 2.44, we

denote P(XT ) as P , and the goal is to estimate E[P ].

We also consider a numerical scheme that produces X̂k with time step size

h = T/n. We say the scheme is of strong order r if for any m ∈ {1, 2}, there exists a

constant Cm such that

E
(
∥X̂n −XT∥m

)
≤ Cmh

rm. (2.115)
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Note that it suffices to verify this condition for m = 2 since (E∥X̂n−XT∥)2 ≤ E∥X̂n−
XT∥2. We further assume the coefficients of the scheme are Lipschitz continuous. For

the discretization nl = 2l with step size h = T/2l, we let Pl denote P(X̂nl
), an

estimator of P .

Finally, we assume P(X) is LP -Lipschitz continuous. Thus, we have satisfied

the three assumptions of Proposition 2 of [ALL+21], which estimates the rates of

|E[Pl − P ]|, Vl, Cl in Lemma 2.44. We state a simpler version as follows.

Lemma 2.45 (Proposition 2 of [ALL+21]). Given an SDE and a scheme of strong

order r with Lipschitz continuous constants, and given a Lipschitz continuous payoff

function P, we have α = r, β = 2r, and γ = 1.

Note that while we relax the definition of a scheme of strong order r, our

definition (2.115) is sufficient to prove Lemma 2.45. More concretely, in the proof of

Proposition 2 of [ALL+21], we have the following simplified inequalities:

|E[Pl − P ]| ≤ E|P(X̂n)− P(XT )| ≤ LPE∥X̂n −XT∥ ≤ LPC1h
r = O(2−rl), (2.116)

Vl ≤ E|P(X̂n)− P(XT )|2 ≤ LPE∥X̂n −XT∥2 ≤ LPC2h
2r = O(2−2rl), (2.117)

Cl = O(nl) = O(2l), (2.118)

and therefore α = r, β = 2r, and γ = 1.

Finally, we can characterize the performance of QA-MLMC as follows.

Lemma 2.46 (Theorem 3 of [ALL+21]). Given an SDE and a scheme of strong

order r with Lipschitz continuous constants, and given a Lipschitz continuous payoff

function P, QA-MLMC estimates E[P] up to additive error ϵ with probability at least

0.99 with cost

O
(
ϵ−1(log 1/ϵ)3/2(log log 1/ϵ)2

)
, r > 1, (2.119)

O
(
ϵ−1(log 1/ϵ)7/2(log log 1/ϵ)2

)
, r = 1, (2.120)

O
(
ϵ−1/r(log 1/ϵ)3/2(log log 1/ϵ)2

)
, r < 1. (2.121)
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Note that we can amplify the success probability to 1− δ for arbitrarily small

δ > 0 using the powering lemma (Lemma 2.40).

2.10.2.2 Quantum-accelerated multilevel Langevin method

We have described ULD and ULD-RMM in Algorithm 4 and Algorithm 5,

respectively. We now apply these schemes to simulate the underdamped Langevin

dynamics as the SDE. According to (2.115), ULD and ULD-RMM are schemes of

order 1 and 1.5, respectively.

Let the payoff function P be gi as defined in (2.44). Our goal is to estimate

the mean of P(X̂nl
) = gi(X̂nl

) using several samples X̂nl
produced by ULD or ULD-

RMM. If g is assumed to be Lg-Lipschitz as in Lemma C.2 of [GLL20], we have a

Lipschitz continuous payoff function P with LP = Lg. Although gi = exp
( ∥x∥2
σ2
i (1+α

−1)

)

is not Lipschitz, according to Section 4.3 of [GLL20], we can truncate at large x and

replace gi by hi := min
{
gi, exp

( (r+i )2

σ2
i (1+α

−1)

)}
with

α = Õ

(
1√

d log(1/ϵ)

)
, (2.122)

r+i = Eρi+1
∥x∥+Θ(σi

√
(1 + α) log(1/ϵ)), (2.123)

to ensure hi
Eρigi

is O(σ−1i ) Lipschitz and
∣∣Eρi(hi − gi)

∣∣ < ϵ by Lemmas C.7 and C.8

of [GLL20]. For simplicity, as in Section 4.2 of [GLL20], we regard gi as a Lipschitz

continuous payoff function in our main results.

Thus, using Lemma 2.46 to estimate Zi+1

Zi
= Eρi(gi), QA-MLMC using either

ULD or ULD-RMM can reduce the ϵ-dependence of the number of steps to Õ(ϵ−1).

Then each step of ULD or ULD-RMM uses the value of ∇f(x) about O(1) times as

shown in Algorithm 4 and Algorithm 5.

Having described the implementations of quantum inexact ULD and ULD-

RMM, we now state the quantum speedup for estimating normalizing constants using

multilevel ULD and annealing, or multilevel ULD-RMM and annealing, as follows.
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Theorem 2.47 (Quantum speedup using multilevel ULD and annealing). Let Z

be the normalizing constant in (2.3). Assume we are given access to the quantum

gradient oracle (2.5). Then there is a quantum algorithm which outputs an estimate

Z̃ such that

Pr[(1− ϵ)Z ≤ Z̃ ≤ (1 + ϵ)Z] ≥ 3

4
(2.124)

using

Õ
(d3/2κ2

ϵ

)
(2.125)

queries to the quantum gradient oracle.

Proof. As in Theorem 2.41 and Theorem 2.43, for i ∈ [M ] with M stages, we estimate

Eρi(gi) with output g̃i up to additive error (ϵ/2M)Eρi(gi) with failure probability

1/4M , which ensures |Z̃ − Z| ≤ ϵZ with probability at least 3
4
.

According to Lemma 2.46, each sample of ρi using multilevel ULD uses Õ(Mκ2
√
d

ϵ
)

queries to the quantum evaluation oracle (2.4) used in Algorithm 6 or Algorithm 7.

For M = Õ(
√
d) stages, the query complexity of estimating the normalizing constant

is Õ(M2κ2
√
d

ϵ
) = Õ(d

3/2κ2

ϵ
).

Theorem 2.48 (Quantum speedup using multilevel ULD-RMM and annealing). Let

Z be the normalizing constant in (2.3). Assume we are given the access to the quantum

gradient oracle (2.5). Then there is a quantum algorithm which outputs an estimate

Z̃ such that

Pr[(1− ϵ)Z ≤ Z̃ ≤ (1 + ϵ)Z] ≥ 3

4
(2.126)

using

Õ
(d7/6κ7/6 + d4/3κ

ϵ

)
(2.127)

queries to the quantum gradient oracle.
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Proof. As above, for i ∈ [M ] with M stages, we estimate Eρi(gi) with output g̃i up

to additive error (ϵ/2M)Eρi(gi) with failure probability 1/4M .

According to Lemma 2.46 and Lemma 2.11, each sample of ρi using multilevel

ULD uses Õ(M(κ7/6d1/6+κd1/3)
ϵ

) queries to the quantum gradient oracle (2.5) or the

quantum evaluation oracle (2.4) (with additional Õ(1) cost). For M = Õ(
√
d) stages,

the query complexity of estimating the normalizing constant is Õ(M
2(κ7/6d1/6+κd1/3)

ϵ
) =

Õ(d
7/6κ7/6+d4/3κ

ϵ
).

2.11 Proof of the Quantum Lower Bound

To prove Theorem 2.9, we use the following quantum query lower bound on

the Hamming weight problem.

Proposition 2.49 (Theorem 1.3 of [NW99]). For x = (x1, . . . , xn) ∈ {0, 1}n, let

∥x∥1 =
∑n

i=1 xi be the Hamming weight of x. Furthermore, let ℓ, ℓ′ be integers such

that 0 ≤ ℓ < ℓ′ ≤ n. Define the partial boolean function fℓ,ℓ′ on {0, 1}n as

fℓ,ℓ′(x) =

{
0 if ∥x∥1 = ℓ

1 if ∥x∥1 = ℓ′.
(2.128)

Let m ∈ {ℓ, ℓ′} be such that |n
2
−m| is maximized, and let ∆ = ℓ′− ℓ. Then given the

quantum query oracle

Ox|i⟩|b⟩ = |i, b⊕ xi⟩ ∀i ∈ [n], b ∈ {0, 1}, (2.129)

the quantum query complexity of computing the function fℓ,ℓ′ is Θ(
√
n/∆+

√
m(n−m)/∆).

Now we prove Theorem 2.9 using a construction motivated by Section 5 of

[GLL20].

Proof. We start from a basic function f0(x) = ∥x∥2
2

. The partition function of f0 is
∫

Rk

e−f0(x)dx = (2π)k/2. (2.130)
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We then construct n cells in Rd. Without loss of generality we assume that n1/k is

an integer, and let l := 1/(
√
kn1/k). We partition [−1/

√
k, 1/
√
k] into n1/k intervals,

each having length 2l. Let Ii denote the ith interval, where i ∈ [n1/k]. Each cell

will thus be represented as a k-tuple (i1, . . . , ik) ∈ {1, 2, . . . , n1/k}k corresponding to

Ii1 × · · · × Iik ⊂ Rk.

Next, each cell τ = (i1, . . . , ik) with center denoted vτ is assigned one of two

types (as detailed below), and we let

f(x) =

{
f0(x) if cell τ is of type 1
f0(x) + cτq(

1
l
(x− vτ )) if cell τ is of type 2.

(2.131)

The function q and the normalizing constant cτ are carefully chosen, following Lemma

D.1 in [GLL20], such that

• f(x) is 1.5-smooth and 0.5-strongly convex; and

• the partition function Zf =
∫
Rk e

−f(x)dx = (2π)k/2 − C · n2

n
, where n2 is the

number of type-2 cells, and C is at least Ω(l2).

With these properties, we consider two functions as follows. We choose δ such

that ϵ = Θ(δ1+4/k). One of the functions has a 1/2+δ fraction of its cells of type 1 (and

a 1/2−δ fraction of type 2). The other function has a 1/2−δ fraction of its cells of type

1 (and a 1/2 + δ fraction of type 2). Note that one query to the quantum evaluation

oracle (2.4) can be implemented using one quantum query to the binary information

indicating the type of the corresponding cell. In addition, by Proposition 2.49 with

ℓ = (1 − δ)n/2 and ℓ′ = (1 + δ)n/2, it takes Ω(1/δ) quantum queries to distinguish

whether there are (1 + δ)n/2 or (1 − δ)n/2 cells of type 1. Since C = Ω(l2), the

partition functions of the two functions differ by a multiplicative factor of at least

1 + Ω(l2δ), where l = Θ(n−1/k) = Θ(δ2/k), and hence l2δ = Θ(δ1+4/k) = Θ(ϵ). The

quantum query complexity is therefore Ω(1/δ) = Ω(ϵ−
1

1+4/k ) as claimed.
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Chapter 3: Quantum Speedups of Approximately
Convex Optimization

3.1 Introduction

Optimization theory is a central research topic in computer science, mathe-

matics, operations research, etc. Currently, many efficient algorithms for optimizing

convex functions have been proposed (see for instance [BV04]), but much less is

known for nonconvex optimization. In this chapter, we investigate polynomial-time

algorithms for optimizing approximately convex functions. On the one hand, such

algorithms enjoy robustness and cover many natural scenarios including stochastic

convex optimization, empirical risk minimization, etc. On the other hand, approxi-

mately convex optimization paves the way of understanding nonconvex optimization

in the general case.

Specifically, let K ⊆ Rn be a convex set. We call F : Rn → R as an approxi-

mately convex function over K if there is a convex function f : K→ R such that

sup
x∈K
|F (x)− f(x)| ≤ ϵ/n. (3.1)

Throughout the chapter, we assume that f is L-Lipschitz with respect to ℓ∞ norm, i.e.,

|f(x)−f(y)| ≤ L∥x−y∥∞ for any x, y ∈ K. We assume that B2(0, 1) ⊆ K ⊆ B2(0, R),

i.e., the convex body K contains the unit ball centered at 0 and is contained by a ball

of radius R centered at 0. Unless otherwise mentioned, we aim at algorithms with

poly(logR) dependence in R.

It is standard to assume the zeroth-order oracle of F , which returns the func-

tion value F (x) given an input x. As far as we know, the state-of-the-art algorithm

for finding an x∗ ∈ K such that F (x∗) −minx∈K F (x) ≤ ϵ with high probability was

proposed by Belloni et al. [BLNR15], which takes Õ(n4.5)1 queries to the zeroth-order

1The Õ and Ω̃ notation omits poly-logarithmic terms, i.e., Õ(g) = O(g poly(log g)) and Ω̃(g) =
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oracle. On the other hand, Ref. [RL16] proved that if the approximation error in (3.1)

is at least Ω̃(max{ϵ/n, ϵ2/√n}), there exists a function F which no algorithm can find

a point x∗ ∈ K such that F (x∗) − minx∈K F (x) ≤ ϵ using poly(n, 1/ϵ) queries to F .

In other words, the ϵ/n term in (3.1) is fundamental, and it has been the standard

assumption of studying approximately convex optimization in [BLNR15, RL16].

Based on approximate convex functions, a closely related scenario is stochastic

convex functions, where we have a function F : Rn → R such that F (x) = f(x) + ϵx.

Here f : Rn → R is a convex function and ϵx is a sub-Gaussian random variable with

parameter σ, i.e., E[exp(λϵx)] ≤ exp(σ2λ2/2) for any λ. This implies that

Pr[|ϵx| ≥ σt] ≤ 2 exp(−t2/2) ∀t ≥ 0. (3.2)

Using this fact, Belloni et al. [BLNR15] gave an algorithm for stochastic convex

optimization with Õ(n7.5/ϵ2) queries to a zeroth-order oracle of F .

Contributions. In this chapter, we conduct a systemic study of quantum algo-

rithms for the optimization of approximately convex functions, with applications to

zeroth-order stochastic convex bandits. Quantum computing is a rapidly advancing

technology, the capability of quantum computers is dramatically increasing and re-

cently reached “quantum supremacy" by Google [AAB+19] and USTC [ZWD+20b].

In optimization theory, quantum advantages have been proven for semidefinite pro-

grams [AGGW17, BKL+17, BS17, AG19], general convex optimization [AGGW20,

CCLW20], the escaping from saddle point problem in optimization [ZLL21], etc.

Nevertheless, as far as we know, quantum algorithms for approximately convex op-

timization and stochastic convex optimization are widely open. In this chapter, we

consider these problems using the quantum zeroth-order evaluation oracle OF , a stan-

dard model used in previous quantum computing literature [AGGW20, CCH+19,

Ω(g poly(log g)). Unless otherwise mentioned, both notations also omit poly(log 1/ϵ) terms.
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CCLW20, ZLL21]:

OF |x, y⟩ = |x, F (x) + y⟩ ∀x ∈ Rn, y ∈ R. (3.3)

Here |·⟩ is the Dirac notation, and preliminaries of quantum computing will be covered

in Section 3.2. Intuitively, Eq. (3.3) can take inputs with form
∑m

i=1 ci|xi⟩⊗|0⟩ where

xi ∈ Rn ∀i ∈ [m] and
∑m

i=1 |ci|2 = 1, and if we measure the outcome quantum state,

we get F (xi) with probability |ci|2. In particular, the quantum zeroth-order oracle

allows the ability to query different locations in superposition, which is stronger than

the classical counterpart (i.e., m = 1). Nevertheless, if the classical zeroth-order oracle

can be implemented by explicit arithmetic circuits, the quantum oracle in (3.3) can

be implemented by quantum circuits of the same size up to logarithmic factors. As

for stochastic convex functions, similar to (3.3), we assume the following oracle:

Of |x, y⟩ = |x⟩
∫

ξ∈R

√
gx(ξ)|f(x) + y + ξ⟩ dξ ∀x ∈ Rn, y ∈ R, (3.4)

where for any x ∈ Rn, gx(ξ) follows a sub-Gaussian distribution as in (3.2).

Our first result is a quantum algorithm for optimizing approximately convex

functions:

Theorem 3.1. With probability at least 0.9, we can find an x∗ ∈ K such that

F (x∗)−min
x∈K

F (x) ≤ ϵ (3.5)

using Õ(n3) queries to the quantum evaluation oracle (3.3).

We remark that the succss probability can be easily boosted up to 1 − δ for

any δ ∈ (0, 1), by paying an extra log(1/δ) factor in the quantum query complexity.

Compared to the best-known classical result by Belloni et al. [BLNR15] with query

complexity Õ(n4.5), we achieve a polynomial quantum speedup in terms of n. Tech-

nically, Belloni et al.’s algorithm is based on the simulated annealing process and

using the Hit-and-Run walk to generate samples in each stage. In this chapter, we
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give a user-friendly version of the quantum walk framework (Theorem 3.5) that can

be applied very easily to obtain quantum speedup for the mixing of classical Markov

chains. We then analyze the warmness and the overlap between adjacent Hit-and-Run

walks in the simulated annealing process, showing that our quantum walk framework

is applicable to each classical Hit-and-Run sampler. By implementing the random

walk quantumly, we improve the query complexity of the sampling procedure from

Õ(n3) to Õ(n1.5) (Theorem 3.8). We also design a non-destructive rounding proce-

dure (Lemma 3.9) in each stage of the simulated annealing that simulates the classical

rounding procedure in [BLNR15] but will not destroy the quantum states of the quan-

tum walks. Combining them together gives the Õ(n3)-query quantum algorithm for

minimizing an approximately convex function. Our result can also be applied to give

an Õ(n3)-query quantum algorithm for optimizing approximately convex functions

with decreasing fluctuations.

See Section 3.3 for more details and the proof of Theorem 3.1.

Furthermore, to estimate the mean of a random variable up to multiplicative

error ϵ, classical algorithms need to take 1/ϵ2 samples due to concentration inequalities

such as Chernoff’s bound, whereas quantum algorithms can take roughly 1/ϵ queries

(see Proposition 3.10). As a result, we obtain polynomial quantum speedup in both

n and 1/ϵ for stochastic convex optimization:

Corollary 3.2. With probability at least 0.8, we can find an x∗ ∈ K such that

f(x∗)−min
x∈K

f(x) ≤ ϵ (3.6)

using Õ(n5/ϵ) queries to the quantum stochastic evaluation oracle (3.4).

We apply Corollary 3.2 to solve the zeroth-order stochastic convex bandit

problem, which is a widely studied bandit model (see e.g., [HL16, Lat20, LG21]). The

problem is defined as follows. Let K ⊆ Rn be a convex body and f : K → [0, 1] be a

convex function. Here B2(0, 1) ⊆ K ⊆ B2(0, R). An online learner and environment
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interact alternatively over T rounds. In each round t ∈ [T ], the learner makes a query

to the quantum stochastic evaluation oracle (3.4), and returns a value xt ∈ K as the

current guess. The learner aims to minimize the regret

RT := E

[
T∑

t=1

(f(xt)− f ∗)
]
, where f ∗ = min

x∈K
f(x), (3.7)

and the expectation is taken over all randomness. The classical state-of-the-art

algorithm using a classical stochastic evaluation in each round achieves a regret

bound of Õ(n4.5
√
T ) [LG21], and there is a classical lower bound Ω(n

√
T ) on the

regret [DHK09]. Here we prove:

Theorem 3.3. There is a quantum algorithm for which RT = Õ(n5 log(T ) log(TR)).

This achieves poly(log T ) regret for zeroth-order stochastic convex bandits, an

exponential quantum advantage in terms of T compared to classical zeroth-order

stochastic convex bandits. As far as we know, we give the first quantum algorithms

with poly-logarithmic regret bound on online learning problems. An independent

work [WZL+22] gave quantum algorithms with poly-logarithmic regret for multi-

armed bandits and stochastic linear bandits, but these two types of bandits concern

reward of discrete objects and linear functions, respectively, which are fundamentally

different from the stochastic convex bandits we study.

To achieve this poly(log T ) regret for zeroth-order stochastic convex bandits,

we divide the T iterations into ⌊log2 T ⌋ intervals with doubling length 1, 2, 4, . . .. We

use the quantum queries from a previous interval to run our quantum stochastic

convex optimization algorithm and use the output as the guess for all iterations in

the next interval. Since we can achieve linear dependence in 1/ϵ in Corollary 3.2, it

can be calculated that the total regret in each iteration is at most Õ(n5 log(TR)),

leading to our claim. The proof details are given in Section 3.4.

Open questions. Our work raises several natural questions for future investigation:
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• Can we further improve the dimension dependence of our approximate convex

optimization algorithm? The current quantum speedup mainly leverages the

quantum hit-and-run walk; it is of general interest to understand whether we

can gain quantum advantage at other steps, or whether the convergence analysis

of the hit-and-run walk per se can be improved.

• Can we improve the dimension dependence of the regret of our zeroth-order

stochastic convex bandits? It is natural to check whether our n5 term can be

improved by quantizing the classical state-of-the-art [LG21] and other recent

works.

• Can we give fast quantum algorithms for more general nonconvex optimization

problems, or with poly-logarithmic regret for more general bandit problems?

3.2 Preliminaries
3.2.1 Quantum computing in continuous space

Some basic notations and properties of quantum computing are introduced in

Appendix B. Here, we note that in general, the definition of quantum states can be

extended to a continuous domain. For instance,

|v⟩ =
∫

Rn

vx|x⟩dx

represents a quantum state as long as
∫
Rn |vx|2dx = 1. To keep quantum states

normalized in ℓ2 norm, operations in quantum computing are unitary transformations.

And we note that this continuous state notation is just for simplicity and has already

been used in previous works (e.g., [CCH+19]). To implement the algorithms in real-

world quantum computers, some discretization techniques will be applied.
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3.2.2 Classical and quantum walks

A classical Markov over the space Ω is a sequence of random variables {Xi}i∈N
such that for any i > 0 and x0, . . . , xi ∈ Ω,

Pr[Xi = xi | X0 = x0, · · · , Xi−1 = xi−1] = Pr[Xi = xi | Xi−1 = xi−1].

The Markov chain can be represented by its stochastic transition matrix P such

that
∑

y∈Ω P (x, y) = 1 for any x ∈ Ω. A distribution π is stationary if it satisfies
∑

x∈Ω π(x)P (x, y) = π(y) for any y ∈ Ω. A Markov chain is reversible if its stationary

distribution satisfies the following detailed balance condition:

π(x)P (x, y) = π(y)P (y, x) ∀x, y ∈ Ω.

The mixing time of a Markov chain with initial distribution π0 is the number of steps

t = t(ϵ) ∈ N such that the total variation distance between the time-t distribution

and the stationary distribution is at most ϵ for any ϵ ∈ (0, 1), i.e.,

dTV(P
tπ0, π) ≤ ϵ.

In quantum, we can also define the discrete-time quantum walk [Sze04], which

is a quantum-analogue of classical Markov chain. More precisely, we use a quantum

state to represent a classical probability distribution:

{π(x)}x∈Ω ←→ |π⟩ =
∑

x∈Ω

√
π(x)|x⟩.

In quantum walk, there are two operations:

• Reflect: An operator R that reflects the quantum states with respect to the

subspace span{|x⟩|ψx⟩}x∈Ω, where |ψx⟩ =
∑

y∈Ω

√
P (x, y)|y⟩.

• Swap: An operator S that swap the two quantum registers: S|x⟩|y⟩ = |y⟩|x⟩.
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Then, the quantum walk operator W is defined as: W := S ◦ R. Intuitively, the

first quantum register contains the current position of the random walk, and the

second register contains the previous position. In each step of quantum walk, the R

operator makes a superposition in the second register of the next step positions with

amplitudes proportional to their transition probabilities. Then, the S operator swaps

the two quantum registers, using the first register to store the new positions and the

second register to store the old position. In this way, we complete one-step of the

random walk coherently (in superposition).

The quantum advantage of the quantum walk comes from the spectrum of W .

Note that the state of stationary distribution
∑

x∈Ω

√
π(x)|x⟩|ψx⟩ is invariant under

W . In other words, it is an eigenvector with eigenvalue 1 (eigenphase 0). On the other

hand, the other eigenvectors of W has eigenphase at least
√
2δ, where δ is the spectral

gap2 of the transition matrix P . Therefore, applying the quantum phase estimation

algorithm using O(1/
√
δ) calls to W can distinguish the state corresponding to the

stationary distribution and other eigenstates. See [Sze04, WA08, Chi21] for more

details.

3.2.3 Hit-and-Run walk

Hit-and-Run walk was introduced by R.L. Smith [Smi84], and has a long line of

reserach [BBRR+87, BRS93, CS93, ZSM+93, Lov99, LV03, LV06, LV07, AYBGM17]

for its mixing time and applications in sampling, optimization, and volume estimation.

Intuitively, the Hit-and-Run walk is defined as follows:

1. Pick a uniformly distributed random line ℓ through the current point x.

2. Move to a random point y along the line chosen from the restricted distribution

πℓ.

2The difference between the first and the second largest eigenvalues.
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More specifically, let f : Rn → R be a logconcave distribution density. Then, the

distribution induced by restricting f to the line ℓ is defined as follows:

πℓ(S) :=

∫
S
f(x)dx∫

ℓ
f(x)dx

∀S ⊂ ℓ.

The following lemma show the transition probability of the Hit-and-Run walk.

Lemma 3.4 ([Lov99]). Let f be the density of a logconcave distribution. If the current

point of Hit-and-Run is u, then the density function of the distribution of the next

point x is

fu(x) =
2

nπn

f(x)

µf (u, x)∥x− u∥n−1
,

where πn = πn/2

Γ(1+n/2)
and µf (u, x) is the f -measure of the chord through u and x.

3.3 Quantum Algorithm for Optimizing Approximately Con-
vex Functions

We give a polynomial quantum speedup for minimizing approximately con-

vex functions using the quantum walk algorithm [Sze04, WA08]. More specifically,

we consider the quantum walk in continuous space.3 Let P denote the (column)

stochastic transition density of a reversible Markov chain, i.e.,
∫

Rn

P (x, y)dy = 1 ∀x ∈ Rn,

and let π(x) denote the density of the stationary distribution. Then, we can imple-

ment a quantum walk unitary W (P ) such that its unique eigenvector with eigenvalue

1 (or equivalently eigenphase 0) is:
∫

Rn

√
π(x)|x⟩ ⊗ |ψx⟩dx,

3It can be naturally discretized as we do in simulating a Markov chain on classical digital com-
puters.
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where |ψx⟩ :=
∫
Rn

√
P (x, y)|y⟩dy mixes all the points that can be moved from x,

with amplitudes proportional to the transition probabilities. This quantum state can

be considered as a coherent encoding of the classical distribution π. The advantage

of quantum walk comes from the fact that W (P ) has phase gap
√
δ, where δ is the

spectral gap of P . Therefore, by the quantum phase estimation algorithm [Kit95],

quantum walk can achieve quadratic speedup in δ. In general, quantum walk algo-

rithm can quadratically speedup the hitting time of classical Markov chain. For the

mixing time, it requires some additional complicated constraints on the Markov chain

and distributions (see e.g., [AAKV01, WCNA09, OBD18, CLW19]). Based on previ-

ous studies on quantum walk mixing (see Section 2.8), we summarize the following

user-friendly quantum walk framework, which gives the quantum costs for speeding

up the mixing of classical Markov chains based on three purely classical properties.

Theorem 3.5 (User-friendly quantum walk framework). Let M0 be the initial Markov

chain with stationary distribution π0, M1 be the target Markov chain with stationary

distribution π1. Suppose M0,M1 satisfy the following properties:

• Mixing time: dTV(P
t0
1 · π0, π1) ≤ ϵ and dTV(P

t1
0 · π1, π0) ≤ ϵ.

• Warmness: ∥π0/π1∥ = O(1) and ∥π1/π0∥ = O(1), where ∥π/σ∥ :=
∫
Rn

π(x)
σ(x)

π(x)dx.

• Overlap: |⟨π0|π1⟩| =
∫
Rn

√
π0(x)π1(x)dx = Ω(1).

Furthermore, suppose we have access to a unitary U that prepares the initial state

|π0⟩ =
∫
Rn

√
π0(x)|x⟩dx. Then, we can obtain a state |π̃1⟩ with ∥|π̃1⟩ − |π1⟩∥2 ≤ ϵ

using

O
(√

t0 + t1 log
2(1/ϵ)

)

calls to the quantum walk operators.

Next, we can use Theorem 3.5 to speed-up the best-known classical algorithm

for optimizing approximately convex functions [BLNR15], which has the following

three levels:
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• High level: Perform a simulated annealing with K stages. At the i-th

stage, the target distribution πgi has density ∝ gi(x) = e−F (x)/Ti , where Ti :=

(1− 1/
√
n)i.

• Middle level: Use N samples from πgi to construct a linear transformation

Σi, rounding the distribution to near-isotropic position.

• Low level: Run the hit-and-run walk to evolve the distribution from πgi−1
to

πgi .

Here, each step of the hit-and-run walk picks a uniformly random direction at the

current point, and then walks on the 1-dimensional chord intersected by the direction

and K with probability density proportional to the logconcave density. We formally

state the hit-and-run walk in Algorithm 15.

We focus on speeding-up the Low level using Theorem 3.5. Hence, we need to

show that πgi and πgi+1
satisfy the properties therein. First of all, it has been proved

in [BLNR15] that ∥πgi/πgi+1
∥ = O(1) (Lemma 3.15). We prove the following lemma

with proof deferred to Section 3.6.1.

Lemma 3.6 (Informal version of Lemma 3.18). Let πgi be a distribution with density

proportional to gi(x) = exp(−F (x)/Ti), where F (x) is β-approximately convex. Then,

for any 0 ≤ i ≤ K − 1,

∥πgi+1
/πgi∥ ≤ 8 exp(2β/Ti+1) ≤ O(1).

Therefore, the warmness property is satisfied.

We also prove that the Markov chains in this annealing schedule are slowly

evolving:

Lemma 3.7 (Informal version of Lemma 3.20). Let πgi be a distribution with density

proportional to gi(x) = exp(−F (x)/Ti), where F (x) is β-approximately convex. Then,

for any 0 ≤ i ≤ K − 1,

|⟨πi|πi+1⟩| ≥ exp(−(β/Ti+1 + 1)/2) = Ω(1).
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Hence, the overlap property is also satisfied.

With the warmness and classical analysis of the hit-and-run walk (Theo-

rem 3.13), we get that the classical mixing time from πgi to πgi+1
and vice versa

can be bounded by Õ(n3).

Moreover, we also show in Section 3.6.1 and Lemma 3.21 that each call to the

quantum walk operator can be implemented by querying the evaluation oracle O(1)

times.

Thus, by Theorem 3.5, we get the following theorem:

Theorem 3.8 (Low level quantum speedup, informal version of Theorem 3.22). Let

γ ∈ (0, 1/e). Let gi(x) = exp(−F (x)/Ti) be the density of πgi with F (x) being β/2-

approximately convex. Let Ti = (1− 1/
√
n)i for 0 ≤ i ≤ K. Then, for each 0 ≤ i ≤

K − 1, given a state |πgi⟩, we can produce a state |σ̂(m)
i ⟩ such that

∥|πgi+1
⟩ − |σ̂(m)

i ⟩∥2 ≤ O(γ),

using m = Õ(n1.5) calls for the evaluation oracle of F .

In the Middle level, we need to use N independent samples from πgi to con-

struct a linear transformation Σi for rounding. However, we cannot directly measure

the state |πgi⟩, since it will destroy the quantum coherence. Instead, we propose a

non-destructive approach to construct the linear transformation (the proof is deferred

to Section 3.6.2):

Lemma 3.9 (Non-destructive rounding, informal version of Lemma 3.24). For each

i ∈ [K], the linear transformation Σi can be obtained using Õ(N) copies of the states
∣∣πgi−1

〉
, with query complexity Õ(N ·n1.5). Moreover, the states

∣∣πgi−1

〉
will be recovered

with high probability.

Now, we can put all the components together and obtain a quantum algorithm

for optimizing approximately convex function with Õ(n1.5) quantum query complexity
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(Algorithm 13). We sketch the proof in below and the formal proof is given in

Section 3.6.3:

Proof sketch of Theorem 3.1. Observe that at each annealing stage, the sample dis-

tribution is the same as the classical algorithm. Thus, by the classical analysis (The-

orem 3.17) in [BLNR15], the same optimization guarantee still holds for the quantum

algorithm. Thus, if we take K =
√
n log(n/ϵ) and N = Õ(n), the output x∗ of

QSimAnnealing procedure satisfies:

F (x∗)−min
x
F (x) ≤ O(ϵ)

with high probability.

Then, consider the query complexity. There are K stages in the annealing pro-

cess, where each stage maintains Õ(N) samples (quantum states). By Theorem 3.8,

evolving each state takes Õ(n1.5) queries. Therefore, the total query complexity is

K ·N · Õ(n1.5) = Õ(n3).

Here, we assume that the convex body K is known, e.g., K = Rn or Sn. How-

ever, even if K is unknown, we can call its membership oralce to run our algorithm.

More specifically, in constructing the initial state |π0⟩, we need to query the mem-

bership oracle for Õ(1) times. And since we prepare N copies, this step takes Õ(N)

queries in total. Then, in each step of the quantum walk, we need to query the mem-

bership oracle for Õ(1) times to determine the intersection point for the hit-and-run

process. Thus, the number of queries to the membership oracle of K is the same

as the the number of evaluation oracle queries. Hence, our algorithm will query the

membership oracle for Õ(n3) times in all.

As for the number of qubits to implement our algorithm, each state |π0⟩ uses

Õ(n) qubits. Thus, Õ(n2) qubits are used to store all states. And we need O(n)

ancilla qubits for the quantum walk unitaries. Therefore, our algorithm uses Õ(n2)

qubits in total.
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Algorithm 13 Quantum speedup for approximately convex optimization (Informal
version)
1: procedure QSimAnnealing ▷ Theorem 3.1
2: N ← Õ(n), K ← √n log(n/ϵ)
3: Prepare N (approximately) copies of |π0⟩, denoted as |π̃(1)

0 ⟩, . . . , |π̃(N)
0 ⟩

4: for i← 1, . . . , K do
5: Use {|π̃(j)

0 ⟩}j∈[N ] to nondestructively construct Σi ▷ Lemma 3.9
6: Apply quantum walk to evolve the states |π̃(j)

i−1⟩ to |π̃(j)
i ⟩ ▷ Theorem 3.8

7: end for
8: xjK ← measure the final state |π̃(j)

K ⟩ for j ∈ [N ]
9: return argminj∈[N ] F (x

j
K)

10: end procedure

Optimization of approximately convex functions with decreasing fluctua-

tions. Beyond the ℓ∞-norm assumption for all x ∈ K in Eq. (3.1), it is also possible

to give efficient algorithms for optimizing other types of approximately convex func-

tions. Specifically, Belloni et al. [BLNR15, Section 7] studied approximately convex

functions with decreasing fluctuations.

Suppose that the function f in (3.1) is 1-Lipschtiz and α-strongly convex with

minimum at xmin ∈ K:

f(x)− f(xmin) ≥ ⟨∇f(xmin), x− xmin⟩+ α
2
∥x− xmin∥2 ≥ α

2
∥x− xmin∥2.

Define a measure of "non-convexity" of F w.r.t to f in an n-dimensional ball of radius

r near xmin:

∆(r) := sup
x∈B2(xmin,r)

|F (x)− f(x)|.

We can call Theorem 3.1 iteratively. Suppose that at the start of the tth iteration we

have a ball B2(xt−1, 2rt−1) satisfying

B2(xmin, rt−1) ⊂ B2(xt−1, 2rt−1) ⊂ B2(xmin, 3rt−1).

After executing Theorem 3.1 in this iteration with Õ(n3) quantum queries, we reach

a point xt such that with high probability f(xt) − f(xmin) ≤ Cn∆(3rt−1)) for some
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global constant C > 0. Due to strong convexity, this gives a new radius rt recursively:

α

2Cn
r2t :=

α

2Cn
∥xt − xmin∥2 ≤ ∆(3rt−1).

When ∆(r) = crp for some c > 0, p ∈ (0, 2), the iteration stops when r∗ = (2 ·
3pcCn/α)1/(2−p), and when ∆(r) = c log(1 + dr) for some c, d > 0, the iteration stops

at r∗ satisfying

(2cCn/α) log(1 + 3dr∗) = (r∗)2.

The total number of quantum queries is still Õ(n3).

3.4 Quantum Algorithm for Zeroth-Order Stochastic Convex
Bandits

We first prove Corollary 3.2 using quantum mean estimation with a Gaussian

tail:

Proposition 3.10 (Adapted from [Ham21, Theorem 4.2]). Suppose that X is a ran-

dom variable on a probability space (Ω, p) with mean µ and variance σ2. Suppose we

have a unitary oracle U satisfying U |0⟩ =
∫
x∈Ω

√
p(x)|x⟩dx. Then, for any ∆ ∈ (0, 1)

and τ ∈ N such that τ ≥ log(1/∆), there is a quantum algorithm that outputs a mean

estimate µ̃ such that

Pr[|µ̃− µ| > σ log(1/∆)

τ
] ≤ ∆,

using O(τ log3/2(τ) log log(τ)) queries to U .

Proof of Corollary 3.2. We follow Section 6 of [BLNR15] while use Theorem 3.1 and

Proposition 3.10. Specifically, for a parameter 0 < α < 1, we let Nα be a box grid of K

with side length α. In other words, Nα is α-net of K in ℓ∞ norm. Since K ⊆ B2(0, R),

|Nα| ≤ (R/α)n.
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Note that for the sub-Gaussian random variable ϵx in (3.2), it has variance at

most 4σ2 because

E[|ϵx|2] =
∫ ∞

0

Pr[|ϵx| >
√
s]ds ≤ 2

∫ ∞

0

e−
s

2σ2 ds = 4σ2.

Upon a query x′ ∈ K, we define an oracle Oτ,α
f which returns f(x) + ϵ̃x for x ∈ Nα

which is closest to x′, and the ϵ̃x here is obtained by applying Proposition 3.10 with

the unitary oracle Of in Eq. (3.4) to estimate the function value f(x). Specifically,

with ∆ = exp(−t2) where t is a parameter determined later, we have

Pr[|ϵ̃x| >
σt2

τ
] ≤ exp(−t2). (3.8)

We note that in our algorithm based on the hit-and-run walk, with probability 1 we

do not revisit the same point. As a result, Oτ,α
f is no more powerful than Of since

the learner only obtains information on Nα, and in the rest of the proof we assume

Oτ,α
f as the oracle we use. We take

α = ϵ/2nL, t =
√
n ln(R/α) + ln 10.

Note that the value of t promises that exp(−t2)(R/α)n ≤ 0.1. In other words, with

probability at least 0.9, we promise that

max
x∈Nα

|ϵ̃x| ≤
σt2

τ
=
σ(n ln(R/α) + ln 10)

τ
. (3.9)

Finally, we take τ such that the RHS of (3.9) equals to ϵ/2n, which is equivalent to

τ =
2nσ(n ln(R/α) + ln 10)

ϵ
= Õ(n2/ϵ).

This will finally promise that

sup
x∈K
|F (x)− f(x)| ≤ max

x∈Nα

|ϵ̃x|+ αL ≤ ϵ

2n
+

ϵ

2n
=
ϵ

n
, (3.10)

meeting the condition of Theorem 3.1. Consequently, with probability at least 0.9 ·
0.9 > 0.8, we can find an x∗ ∈ K such that f(x∗)−minx∈K f(x) ≤ ϵ using Õ(n3) · τ =

Õ(n5/ϵ) queries to the quantum stochastic evaluation oracle (3.4).
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Algorithm 14 Quantum zeroth-order stochastic convex bandits
1: procedure QBandits(T )
2: m← ⌊log2 T ⌋, K ← ⌊log2(TR)⌋
3: x1 ← 0
4: for i← 1, 2, . . . ,m+ 1 do
5: t← 2i−1

6: if t ≤ m then
7: L← 2i−1 ▷ Ti := {2i−1, 2i−1 + 1, . . . , 2i − 1}
8: else
9: L← T − 2m + 1 ▷ Tm+1 := {2m, 2m + 1, . . . , T}

10: end if
11: for j ← 1, 2, . . . , K do
12: yj ← QMinStocConv(Oτ,α

f , L/K)▷ Corollary 3.2 with |Ti|/K queries
13: for l← 0, 1, . . . , L/K do
14: xt+l ← x2i−1 ▷ Onliner learner’s output at time t+ l
15: end for
16: if f(yj) < f(x2i) then
17: x2i ← yj
18: end if
19: end for
20: end for
21: end procedure

Proof of Theorem 3.3. We prove that Algorithm 14 satisfies Theorem 3.3.

Intuitively, we divide the T rounds into m + 1 intervals where m← ⌊log2 T ⌋,
such that [T ] =

⋃m+1
i=1 Ti and Ti := {2i−1, 2i−1 + 1, . . . , 2i − 1} for each i ∈ [m].

When executing in the interval Ti, the output required by the online learner is always

xt = x2i−1 , the x at the end of the last interval. On the other hand, the queries in the

current interval are applied to running the quantum stochastic convex optimization

algorithm in Corollary 3.2 and output a nearly-optimal solution with probability at

least 1 − O(1/T ). With |Ti| = 2i−1 queries at hand, we divide them into log(TR)

repeats of Corollary 3.2, each using 2i−1/ log(TR) queries in the quantum algorithm.

As a result, each repeat j ∈ [log(TR)] outputs a value x̃2i,j such that

f(x̃2i,j)−min
x∈K

f(x) ≤ Õ(n5 log(TR)/2i−1)

157



with probability at least 0.8. We take x2i := argminj∈[log T ] f(x̃2i,j). With probability

at least 1− 0.8log(TR) = 1−O(1/TR), we have

f(x2i)−min
x∈K

f(x) ≤ Õ(n5 log(TR)/2i). (3.11)

Going through all i ∈ [m+1] intervals, by the union bound, with probability at least

1− (m+ 1) ·O
( 1

TR

)
= 1−O

( log T
TR

)
,

we have

f(x2i)−min
x∈K

f(x) ≤ Õ(n5 log(TR)/2i−1) ∀i ∈ [m+ 1]. (3.12)

In all, we get that the regret bound as desired:

RT = E

[
T∑

t=1

(f(xt)− f ∗)
]

≤
(
1−O

(
log T

TR

))
·
m+1∑

i=1

2i−1 · Õ
(
n5 log TR

2i−1

)
+O

(
log T

TR

)
· T · LR

= Õ(n5 log(T ) log(TR)) +O(L log T )

= Õ(n5 log(T ) log(TR)).

3.5 Classical Approach for Optimizing Approximately Convex
Functions

In this section, we introduce the classical approach [BLNR15] for the opti-

mization of approximately convex functions as in Eq. (3.1).

3.5.1 Low level: Hit-and-Run for approximate log-concave distributions

The Hit-and-Run walk uses a unidimensional rejection sampler to sample a

point from the distribution πg restricted to a line ℓ. The following lemma shows the

performance guarantee of the unidimensional sampler:
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Algorithm 15 Hit-and-Run walk
1: procedure HitAndRun(π0, πg, Σ, m) ▷ πg is the target distribution on K

induced by a nonnegative function g, Σ is a linear transformation
2: x0 ← sample from π0
3: Choose accuracy parameter ϵℓ
4: for i← 1, . . . ,m do
5: u ← uniformly sample from the surface of ellipse given by Σ acting on

sphere
6: ℓ(t) := xi−1 + tu, compute [s, t]← ℓ ∩K

7: xi ← UniSampler(g, β, [s, t], ϵℓ)
8: end for
9: return xm

10: end procedure

Lemma 3.11 (Unidimensional rejection sampler, [BLNR15, Lemma 5]). Given β =

O(1). Let g be a β-log-concave function and ℓ be a bounded line segment on K. For

ϵ ∈ (0, e−2β/2), Algorithm 16 outputs a point x ∈ ℓ with a distribution π̃ℓ such that

dTV(π̃ℓ, πg|ℓ) ≤ 3e2βϵ.

Moreover, the algorithm requires Õ(1) evaluations of the function g.

The following theorem gives the mixing time of the standard Hit-and-Run

walk for an approximate log-concave distribution, where we assume that in each step

we directly sample from the restricted distribution πg|ℓ.

Theorem 3.12 (Mixing time of Hit-and-Run for approximate log-concave distribu-

tion, [BLNR15, Theorem 4]). Let πg be the stationary measure associated with the

Hit-and-Run walk based on a β/2-approximately log-concave function g, and let σ(0)

be an initial distribution with ℓ2-warmness M := ∥σ(0)/πg∥. There is a universal

constant C such that for any γ ∈ (0, 1/2), if

m ≥ Cn2 e
6βR2

r2
log4

(eβMnR

rγ2

)
log
(M
γ

)
,

then m steps of the Hit-and-Run random walk based on g yield

dTV(σ
(m), πg) ≤ γ.
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Algorithm 16 Unidimensional rejection sampler
1: procedure InitP(g, β, ℓ = [s, t])
2: while true do
3: x1 ← 3

4
s+ 1

4
t, x2 ← 1

2
s+ 1

2
t, x3 ← 1

4
s+ 3

4
t

4: if | log(g(x1))− log(g(x3))| > β then
5: t← x3 if g(x1) > g(x3); s← x1 otherwise
6: else if | log(g(x1))− log(g(x2))| > β then
7: t← x2 if g(x1) > g(x2); s← x1 otherwise
8: else if | log(g(x2))− log(g(x3))| > β then
9: t← x3 if g(x2) > g(x3); s← x2 otherwise

10: else
11: return p← argmaxx∈{x1,x2,x3} g(x)
12: end if
13: end while
14: end procedure
15: procedure BinSearch(g,xl, xr, Vl, Vr)
16: while true do
17: xm ← (xl + xr)/2
18: if g(xm) > Vr then
19: xr ← xm
20: else if g(xm) < Vl then
21: xl ← xm
22: else
23: return xm
24: end if
25: end while
26: end procedure
27: procedure InitE(g, β, ℓ = [s, t], p, ϵℓ)
28: if g(s) ≥ 1

2
e−βϵℓg(p) then

29: e0 ← s
30: else
31: e0 ← BinSearch(g, s,p, 1

2
e−βϵℓg(p), ϵℓg(p))

32: end if
33: if g(t) ≥ 1

2
e−βϵℓg(p) then

34: e1 ← t
35: else
36: e1 ← BinSearch(g,p, t, 1

2
e−βϵℓg(p), ϵℓg(p))

37: end if
38: return e0, e1
39: end procedure
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Algorithm 17 Unidimensional rejection sampler (Continue)
1: procedure UniSampler(g, β, ℓ = [s, t], ϵℓ)
2: p← InitP(g, β, ℓ)
3: e0, e1 ← InitE(g, β, ℓ, p, ϵℓ)
4: while true do
5: x← Uniform([e0, e1]), r ← Uniform([0, 1])
6: if r ≤ g(x)/(e3βg(p)) then
7: return x
8: end if
9: end while

10: end procedure

The next theorem shows the closeness between the output distribution of Algo-

rithm 15 and the target distribution πg. Due to the unidimensional rejection sampler

(Algorithm 16), the stationary distribution of Algorithm 15 may not be exactly πg.

Nevertheless, we can still show that it will not deviate a lot.

Theorem 3.13 (The effect of the rejection sampler, [BLNR15, Theorem 5]). Let

πg, σ(0) be defined as in Theorem 3.12. Let σ̂(m) denote the output distribution of

Algorithm 15 with initial distribution σ̂(0) in m steps. Let ϵℓ be the accuracy parameter

for the unidimensional rejection sampler (Algorithm 16). Then, we have

dTV(σ̂
(m), σ(m)) ≤ mϵℓ + 2dTV(σ̂

(0), σ(0)).

In particular, for γ ∈ (0, 1/e), suppose dTV(σ̂
(0), σ(0)) ≤ γ/8. Let s ∈ (0, 1) be

such that Hs ≤ γ/4, where Hs is defined to be:

Hs := sup
A⊂K:πg(A)≤s

|πg(A)− σ(0)(A)|.

Then, there is a constant C ′ such that, if we take ϵℓ := γe−2β/(12m) and

m ≥ C ′n2 e
6βR2

r2
log4

(eβnR
rs

)
log(1/s),

we have

dTV(σ̂
(m), πg) ≤ γ.
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3.5.2 Mid level: rounding into isotropic position

The following lemma rounds a β-log-concave distribution to near-isotropic

position.

Lemma 3.14 (Rounding β-log-concave distribution, [BLNR15, Lemma 9]). Let π be

a β-log-concave distribution in Rn. By taking N = Θ(n log n) i.i.d. samples x1, . . . ,xn

from π, we have

1

2
≤ σmin

( 1

N

∑

i∈[N ]

xix
⊤
i

)
≤ σmax

( 1

N

∑

i∈[N ]

xix
⊤
i

)
≤ 3

2

holds with probability at least 1− n−O(1).

3.5.3 High level: simulated annealing

At high level, we run a simulated annealing for a series of functions:

hi(x) := exp(−f(x)/Ti), and gi(x) := exp(−F (x)/Ti),

where f, F satisfy Eq. (3.1) and {Ti}i∈[K] are parameters to be chosen later.

Algorithm 18 Simulated annealing
1: procedure SimAnnealing(K, {Ti}i∈[K])
2: N ← Θ(n log n) ▷ The number of strands
3: Xj

0 ∼ Uniform(K) for j = 1, . . . , N
4: K0 ← K, Σ0 ← I
5: m← Õ(n3) ▷ Theorem 3.13
6: for i← 1, . . . , K do
7: Σ′i ← the rounding linear transformation for {Xj

i−1}j∈[N ]

8: Σi ← Σ′i ◦ Σi−1
9: for j ← 1, . . . , N do

10: Xj
i ← HitAndRun(Xj

i−1, πgi ,Σi,m) ▷ Algorithm 15
11: end for
12: end for
13: return argmini∈[K],j∈[N ] F (X

j
i )

14: end procedure
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Lemma 3.15 (The warmness of annealing distributions, [BLNR15, Lemma 8]). Let

g(x) = exp(−F (x)) be a β-log-concave function. Let πgi be a distribution with density

proportional to gi(x) = exp(−F (x)/Ti), supported on K . Let Ti := Ti−1

(
1− 1√

n

)
.

Then,

∥πgi/πgi+1
∥ ≤ Cγ = 5 exp(2β/Ti).

Theorem 3.16 (Sample Guarantee for the simulated annealing, [BLNR15, Theorem

6]). Fix a target accuracy γ ∈ (0, 1/e) and let g be an β/2-approximately log-concave

function in Rn. Suppose the simulated annealing algorithm (Algorithm 18) is run for

K =
√
n log(1/ρ) epochs with temperature parameters Ti = (1−1/√n)i for 0 ≤ i ≤ K.

If the Hit-and-Run with the unidimensional sampling scheme (Algorithm 15) is run

for m = Õ(n3) number of steps prescribed in Theorem 3.13, the algorithm maintains

that

dTV(σ̂
(m)
i , πgi) ≤ eγ

for each i ∈ [K], where σ̂(m)
i is the distribution of the m-th step of Hit-and-Run. Here,

m depends polylogarithmically on 1/ρ.

Then, we have the following optimization guarantee for the simulated anneal-

ing procedure:

Theorem 3.17 (Optimization guarantee for the simulated annealing, [BLNR15,

Corollary 1]). Suppose F is approximately convex and |F − f | ≤ ϵ/n as in Eq. (3.1).

The simulated annealing method with K =
√
n log(n/ϵ) epochs produces a random

point X such that

E[f(X)]−min
x∈K

f(x) ≤ ϵ,

and thus,

E[F (X)]−min
x∈K

F (x) ≤ 2ϵ.

Furthermore, the number of oracle queries required by the method is Õ(n4.5).
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3.6 Quantum Speedup for Optimizing Approximately Convex
Functions

As we discussed in previous section, there are three levels for the optimization

algorithm. The goal of this section is to prove Theorem 3.1, where we improve

the classical query complexity Õ(n4.5) (Theorem 3.17) to quantum query complexity

Õ(n3). The main idea is to use quantum walk algorithm (introduced in Section 2.8)

to speed-up the low level such that each sample can be generated with less queries.

3.6.1 Quantum speedup for low-level

In this section, we show how to use the quantum walk algorithm to speedup the

sampling procedure in the simulated annealing process. According to the framework

(Corollary 2.26), we first show that the each Markov chain’s stationary distribution in

the annealing process is a warm-start for its adjacent chains, and the Markov chains

are slowly-varying. Then, we show how to implement the quantum walk operator for

the Hit-and-Run walk. Finally, we prove the quantum speedup from Õ(n3) classical

query complexity to Õ(n1.5) quantum query complexity.

Warmness and overlap for the stationary distributions. We first show that

πgi is a warm-start for πgi+1
, and vice versa.

By lemma 3.15, we know that ∥πgi/πgi+1
∥ ≤ 5 exp(2β/Ti). Similarly, we can

also bound ∥πgi+1
/πgi∥:

Lemma 3.18. Let g(x) = exp(−F (x)) be a β-log-concave function. Let πgi be a

distribution with density proportional to gi(x) = exp(−F (x)/Ti), supported on K .

Let Ti := Ti−1

(
1− 1√

n

)
. Then,

∥πgi+1
/πgi∥ ≤ 8 exp(2β/Ti+1).
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Proof. Define Y (a) :=
∫
K
exp(−F (x)a)dx. Then, we have

∥πgi+1
/πgi∥ =

∫
K
exp(−F (x)(2/Ti+1 − 1/Ti))dx ·

∫
K
exp(−F (x)/Ti)dx( ∫

K
exp(−F (x)/Ti+1)dx

)2

=
Y (2/Ti+1 − 1/Ti)Y (1/Ti)

Y (1/Ti+1)2
.

Define G(x, t) := g(x/t)t. Then, we have

G(λx+ (1− λ)x′, λt+ (1− λ)t′) = g
(λx+ (1− λ)x′
λt+ (1− λ)t′

)λt+(1−λ)t′

= g
( λt

λt+ (1− λ)t′
x

t
+

(1− λ)t′
λt+ (1− λ)t′

x′

t′

)λt+(1−λ)t′

≥ exp(−β(λt+ (1− λ)t′)) · g
(x
t

)λt
· g
(x′
t′

)(1−λ)t′

= exp(−β(λt+ (1− λ)t′)) ·G(x, t)λ ·G(x′, t′)1−λ

= (exp(−βt)G(x, t))λ · (exp(−βt′)G(x′, t′))1−λ,

where the inequality follows from g is β-log-concave.

By Prékopa–Leindler inequality (Theorem 3.19), it implies that
∫

K

G(x, λt+ (1− λ)t′)dx ≥
(∫

K

exp(−βt)G(x, t)dx
)λ
·
(∫

K

exp(−βt′)G(x, t′)dx
)1−λ

.

Note that
∫

K

G(x, t)dx =

∫

K

g
(x
t

)t
dx = tn

∫

K

g(x)tdx = tn
∫

K

exp(−F (x)t)dx = tnY (t).

Hence, for λ = 1
2
, we have

(t+ t′

2

)2n
Y
(t+ t′

2

)2
≥ exp(−β(t+ t′)/2) · tnY (t) · t′nY (t′),

which implies that

Y (t)Y (t′)

Y ( t+t
′

2
)2
≤ exp

(β(t+ t′)

2

)
·
((t+ t′)2/4

tt′

)n
. (3.13)
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By taking t = 2/Ti+1 − 1/Ti and t′ = 1/Ti, we have

∥πgi+1
/πgi∥ ≤

Y (2/Ti+1 − 1/Ti)Y (1/Ti)

Y (1/Ti+1)2

≤ exp(2β/Ti+1) ·
( (1/Ti+1)

2

(2/Ti+1 − 1/Ti)(1/Ti)

)n

= exp(2β/Ti+1) ·
( 1

(2− (1− 1/
√
n))(1− 1/

√
n)

)n

= exp(2β/Ti+1) ·
(
1 +

1

n− 1

)n

≤ exp(2β/Ti+1) · exp(n/(n− 1))

≤ 8 exp(2β/Ti+1),

where the third step follows from Ti+1 = Ti(1− 1√
n
).

The lemma is then proved.

Remark 3.1. Since we assume that |F (x)− f(x)| ≤ ϵ/n in Eq. (3.1), i.e., β = ϵ/n, by

Lemmas 3.15 and 3.18, we know that the warmnessM := max{∥πg+i/πgi+1
∥, ∥πgi+1

/πgi∥}
can be bounded by O(exp(2ϵ/(nTi+1))). Since we choose the final temperature

Tk = ϵ/n, we get that M = O(1). Therefore, it satisfies the warmness condition

in Corollary 2.26.

Theorem 3.19 (Prékopa–Leindler inequality, [Pré71, Pré73]). Let 0 < λ < 1 and let

f, g, h : Rn → [0,∞) be measurable functions. Suppose that these functions satisfy

h(λx+ (1− λ)y) ≥ f(x)λ · g(y)1−λ ∀x, y ∈ Rn.

Then, we have
∫

Rn

h(x)dx ≥
(∫

Rn

f(x)dx
)λ
·
(∫

Rn

g(x)dx
)1−λ

.

Lemma 3.20 (Bound distribution overlap). Let g(x) = exp(−F (x)) be a β-log-

concave function. Let πgi be a distribution with density proportional to gi(x) =

exp(−F (x)/Ti), supported on K . Let Ti := Ti−1

(
1− 1√

n

)
. Then,

⟨πi|πi+1⟩ ≥ exp(−(β/Ti+1 + 1)/2).
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Proof. We can write the overlap as follows:

⟨πgi |πgi+1
⟩ =

∫
K

√
gi(x)gi+1(x)dx

(
∫
K
gi(x)dx)1/2 · (

∫
K
gi+1(x)dx)1/2

=

∫
K
exp(−F (x)(1/Ti + 1/Ti+1)/2)dx

(
∫
K
exp(−F (x)/Ti)dx)1/2 · (

∫
K
exp(−F (x)/Ti+1)dx)1/2

=
Y ((1/Ti + 1/Ti+1)/2)

Y (1/Ti)1/2Y (1/Ti+1)1/2
,

where Y (t) :=
∫
K
exp(−F (x)t)dx.

By Eq. (3.13), we have

Y (1/Ti)Y (1/TTi+1
)

Y ((1/Ti + 1/Ti+1)/2)2
≤ exp(β(1/Ti + 1/Ti+1)/2) ·

((1/Ti + 1/Ti+1)
2/4

1/(TiTi+1)

)n

= exp(β(2− 1/
√
n)/(2Ti+1)) ·

(
1 +

1

4(n−√n)
)n

≤ exp(
1

4

√
n√

n− 1
) · exp(β/Ti+1)

≤ exp(β/Ti+1 + 1),

where the second step follows from Ti+1 = Ti(1− 1/
√
n).

Therefore,

⟨πgi |πgi+1
⟩ ≥ exp(−(β/Ti+1 + 1)/2).

Remark 3.2. By taking β = ϵ/n and Ti ≥ ϵ/n in Lemma 3.20, we have for any

i ∈ [K − 1], the overlap can be upper-bounded by:

⟨πgi|πgi+1
⟩ ≥ exp(−(β/TK + 1)/2) = e−1.

Implementing the quantum walk operator. We introduce how to implement

the quantum walk update operator U such that:

U |x⟩|0⟩ =
∫

K

√
Px,y|x⟩|y⟩dy,
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where P is the stochastic transition matrix for the Hit-and-Run walk.

Given an input state |x⟩. We first prepare an n-dimensional Gaussian state in

an ancilla register:

|x⟩|0⟩ −→ |x⟩
∫

Rn

(2π)−n/4|z⟩dz.

Then, by normalizing z and applying the linear transformation Σ in another quantum

register, we get that

|x⟩
∫

Rn

(2π)−n/4|z⟩
∣∣∣∣
Σz

∥z∥

〉
dz.

If we un-compute the |z⟩ register, we get that (ignoring the normalization factor):

|x⟩
∫

ΣSn
|u⟩du.

Next, we coherently compute the two end-points of ℓ ∩ K for ℓ(t) := x + ut in the

ancilla registers:
∫

ΣSn
du|x⟩|u⟩|0⟩ −→

∫

ΣSn
du|x⟩|u⟩|s, t⟩

We coherently simulate the unidimensional sampler (Algorithm 16). More specifically,

we can compute the points p, e0, e1 in ancilla registers:
∫

ΣSn
du|x⟩|u⟩|s, t, p, e0, e1⟩

Then, we prepare two unifrom distribution states in the next two ancilla qubits:
∫

ΣSn
du|x⟩|u⟩|s, t, p, e0, e1⟩

∫

[0,1]2
|r′, r⟩dr′dr

And the next proposed point y can be computed via y := e0 + r′(e1 − e0):
∫

ΣSn
du|x⟩|u⟩|s, t, p, e0, e1⟩

∫

[0,1]2
|r′, r⟩dr′dr|y⟩

Then, we check the condition r ≤ g(y)/(3βg(p)) by querying the evaluation oracle

twice and use an ancilla qubit to indicate whether it is satisfied:
∫

ΣSn

∫

[0,1]2
dudr′dr|x⟩|u⟩|s, t, p, e0, e1⟩|r′, r⟩|y⟩|b⟩,
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where b ∈ {0, 1}. Then, we post-select4 the last qubit for b = 1. By un-computing

the registers for u, s, t, p, e0, e1, r, r′, we get the desired state:

|x⟩
∫

K

√
Px,y|y⟩.

By Lemma 3.11, we get that this procedure (including the post-selection cost) takes

O(1) oracle queries with high probability. Therefore, we get the following lemma:

Lemma 3.21 (Implementation cost of the quantum walk update operator). For the

Hit-and-Run walk (Algorithm 15) with the unidimensional sampler (Algorithm 16),

the quantum walk update operator U can be implemented by querying the evaluation

oracle O(1) times.

Õ(n1.5)-query quantum algorithm. We have the following theorem:

Theorem 3.22 (Quantum speedup for the Hit-and-Run sampler). Let γ ∈ (0, 1/e).

Let πg be the stationary measure associated with the Hit-and-Run walk based on a

β/2-approximately log-concave function g. Let Ti = (1− 1/
√
n)i for 0 ≤ i ≤ K be the

annealing schedule. Suppose we use the quantum walk to implement the Hit-and-Run

walk (Algorithm 15). Then, for each 0 ≤ i ≤ K − 1, given a state |πgi⟩, we can

produce a state |σ̂(m)
i ⟩ such that

∥|πgi+1
⟩ − |σ̂(m)

i ⟩∥2 ≤ O(γ),

using m = Õ(n1.5) calls for the evaluation oracle.

Proof. We use the quantum walk framework in Theorem 3.5.

For the warmness, by Remark 3.1, we know that in this annealing schedule,

∥πgi/πgi+1
∥ and ∥πgi+1

/πgi∥ are upper-bounded by some constants.

4We can measure the last qubit. If the measurement outcome is 0, we reinitialize the r, r′ registers
and re-preapre |y⟩ and |b⟩. We repeat this process until we measure b = 1.
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Then, by Theorem 3.12, we get that the number of steps for evolving from

πgi to πgi+1
and from πgi+1

to πgi is Õ(n3) classically. The proof of Theorem 3.13

implies that the stationary distribution of the Hit-and-Run walk with unidimensional

sampler is very close to the original Markov chain, only causing a constant blowup

to the total variation distance. Thus, for γ′ = O(γ), we have t1(γ′), t2(γ′) = Õ(n3) in

Theorem 3.5.

By Remark 3.2, we know that in this annealing schedule, the adjacent distri-

butions have a big overlap. In particular, we have |⟨πgi |πgi+1
⟩| ≥ Ω(1), satisfying the

condition in Theorem 3.5.

Therefore, by Theorem 3.5, we get that the state |σ̂(m)
i ⟩ satisfying ∥|πgi+1

⟩ −
|σ̂(m)
i ⟩∥2 ≤ O(γ) can be prepared using Õ(n1.5) calls to the controlled walk operators.

By Lemma 3.21, each call to the quantum walk operator can be implemented

with O(1) query to the evaluation oracle. Hence, the total query complexity is Õ(n1.5).

The theorem is then proved.

3.6.2 Non-destructive rounding in the mid-level

In the middle level, we need to compute the linear transformation Σi that

rounds the β-logconcave distribution to near-isotropic position. Moreover, we are

given access to N copies of the quantum states |πgi⟩ and we will compute Σi in a

non-destructive way.

Classically, by Lemma 3.14, we can take

Σ′i(x
1, . . . , xN) :=

1

N

N∑

i=1

xjij
⊤
,

where xji is the j-th independent sample from πgi . Then, the linear transformation

in the i-th iteration is Σi composite with the linear transformation in the (i − 1)-th

iteration, i.e.,

Σi(x1, . . . , xn) := Σ′i(x1, . . . , xN) · Σi−1.
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In quantum, we can use a quantum circuit to simulate the classically compu-

tation for Σ′i and Σi coherently, which computes the following superposition state:

∫

K

dx1 · · ·
∫

K

dxN
N∏

j=1

√
πgi(x

j) ·
∣∣x1
〉
· · ·
∣∣xN
〉
|Σi(x1, . . . , x

n)⟩. (3.14)

That is, the first N quantum registers contain N copies of the state |πgi⟩, and the

last quantum register contains the linear transformation Σi. If we directly measure

the last register, we can get the desired matrix, but the coherence of the quantum

states |πgi⟩ are also destroyed.

To resolve this issue, we use the following theorem of Harrow and Wei:

Theorem 3.23 (Non-destructive amplitude estimation, [HW20]). Let P be an ob-

servable. Given state |ψ⟩ and reflections Rψ = 2|ψ⟩⟨ψ| − I and R = 2P − I, and

any η > 0, there exists a quantum algorithm that outputs ã, an approximation to

a := ⟨ψ|P |ψ⟩, so that

|a− ã| ≤ 2π
a(1− a)
M

+
π2

M2
.

with probability at least 1 − η and O(log(1/η)M) uses of Rψ and R. Morover the

algorithm restores the state |ψ⟩ with probability at least 1− η.

Then, we can create O(logN) copies of the state in Eq. (3.14), and non-

destructively estimate the mean of the last quantum register via the procedure in

[CCH+19, HW20]. More specifically, we start from Õ(N) copies of the states
∣∣πgi−1

〉
,

and evolve them to |πgi⟩. In the same time, the reflection operator R can be ap-

proximately implemented by Lemma 2.23. Then, the mean value can be estimated

by Theorem 3.23. Note that we can estimate all the coordinates of Σi in the same

time using the non-destructive mean estimation quantum circuit. And we get that

the success probability of this procedure is at least 1 − 1/ poly(N). After that, the

states in the first N registers will be restored. Therefore, we get that:
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Lemma 3.24 (Non-destructive rounding). For i ∈ [K], the linear transformation

Σi at the i-iteration of the annealing process (Algorithm 18) can be obtained using

Õ(N) copies of the states
∣∣πgi−1

〉
, with query complexity Õ(N · C) where C is the cost

of evolving
∣∣πgi−1

〉
to |πgi⟩. Moreover, the states

∣∣πgi−1

〉
will be recovered with high

probability.

3.6.3 Proof of Theorem 3.1

Algorithm 19 Quantum speedup for approximately convex optimization.
1: procedure QSimAnnealing(K, {Ti}i∈[K])
2: N ← Õ(n) ▷ The number of strands
3: Prepare N (approximately) copies of |π0⟩, denoted as |π̃(1)

0 ⟩, . . . , |π̃(N)
0 ⟩, where

π0 = Uniform(K)
4: for i← 1, . . . , K do
5: Use the N copies of the state |πi−1⟩ to nondestructively obtain the linear

transformation Σi. Let |π̂(1)
i−1⟩, . . . , |π̂(N)

i−1⟩ denote the post-measurements states ▷
Lemma 3.24

6: Apply quantum walk with Σi to evolve the states |π̂(1)
i−1⟩, . . . , |π̂(N)

i−1⟩ to
|π̃(1)
i ⟩, . . . , |π̃(N)

i ⟩ ▷ Theorem 3.22
7: end for
8: xjK ← measure the final state |π̃(j)

K ⟩ for j ∈ [N ]
9: return argminj∈[N ] F (x

j
K)

10: end procedure

Proof of Theorem 3.1. The quantum algorithm for optimizing an approximately con-

vex function is given in Algorithm 19. By Theorem 3.22 and Lemma 3.24, we know

that it has the same optimization guarantee as the classical procedure (Algorithm 18).

Thus, we take K =
√
n log(n/ϵ). And the output x∗ of QSimAnnealing procedure

satisfies:

F (x∗)−min
x∈K

F (x) ≤ O(ϵ)

with high probability.
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Then, consider the query complexity. We have K =
√
n log(n/ϵ) stages in

the annealing process. In each iteration, the quantum walk has query complexity

C = Õ(n1.5) by Theorem 3.22. Thus, the query cost of Line 5 is Õ(NC) = Õ(n2.5).

Also, the query cost of Line 6 is also Õ(n2.5). Therefore, the total query complexity

of the annealing procedure is

K · Õ(n2.5) = Õ(n3).
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Chapter 4: Early Fault-Tolerant Ground-State
Energy Estimation

4.1 Introduction

When will quantum computers solve valuable problems that are out of reach

for state-of-the-art classical approaches? To understand this future moment of quan-

tum advantage, we must identify what computational problems are most apt and

determine what quantum algorithms will be able solve them in the nearest time

frame. Despite some recent challenges being illuminated [LZUC22], estimating the

ground state energy of quantum systems [AGDLHG05] remains one of the leading

contenders for the first realization of practial quantum advantage. Solving this prob-

lem efficiently with a quantum computer would be of high value to areas including

combustion [GRB+20], batteries [KLP+22, DCR+22], and catalysts [GWL+22]. Con-

sidering that the progress in quantum hardware has consistently improved [Gam22],

we are urged to investigate: what are the minimal quantum resources needed to realize

quantum advantage with ground state energy estimation?

4.1.1 Previous methods for ground state energy estimation

Towards realizing ground state energy estimation on earlier quantum computers, re-

searchers have developed algorithms that reduce the required resource costs of the

algorithms, including number of qubits, gates, and ancillas. Most of these algo-

rithms are based on the variational quantum eigensolver (VQE) [PMS+14]. These

algorithms do not have performance guarantees and recent works have identified

roadblocks for the practicality of such approaches through the measurement problem

[GRB+20, JKG+22] and issues with optimization [MBS+18, AK22]. Yet, quantum

algorithms with performance guarantees [AGDLHG05, BGB+18, DLT22] demand

unfortunately-large quantum resources, requiring hundreds of logical qubits and over

billions of operations per circuit (e.g. greater than 1010 T gates [KLP+22]). The
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error correction overhead needed to run such quantum circuits is far beyond what

can be realized on today’s hardware. Towards realizing practical quantum advantage

sooner, we develop quantum algorithms in the goldilocks regime of having provable

performance guarantees while also exponentially reducing the required number of

operations.

The operations involved in many GSEE algorithms, including ours, are con-

trolled time evolution operations, c-exp (iHt). For the algorithms considered, the

total number of operations per circuit and the circuit depth are proportional (ignor-

ing logarithmic factors) to the evolution time t. We will refer to this measure as the

circuit depth. The circuit depth required by a GSEE algorithm is typically costed in

terms of ϵ, the target accuracy of the ground state energy estimate, and η, a lower

bound on the overlap of the input state ρ with the ground state1. In contrast to pre-

vious GSEE methods, the costs of our GSEE algorithms will depend on ∆, a lower

bound on the energy gap (i.e. the difference between the smallest and next-smallest

eigenvalue of H), typically governs the performance of ground state preparation meth-

ods [DLT22]. With these parameters established we are able to describe the costs of

previous methods for GSEE that aim to minimize the quantum resources. Recent

work [DLT22] has developed ground state energy estimation algorithms with circuit

depths scaling as Õ(1/ϵ), which require just a single ancilla qubit, and involve no

costly circuit operations beyond controlled time evolutions. That algorithm requires

running the circuits multiple times leading to a total runtime of Õ(ϵ−1η−1), which

achieves the so-called Heisenberg limit scaling in the runtime with respect to ϵ. Other

recent work [WBC21a] combined the ideas in [LT22] with the principles of randomized

Hamiltonian evolution (QDRIFT) [Cam19] to propose a ground state energy estima-

tion algorithm which trades off between number of non-Clifford gates and runtime.

1An important caveat for all known ground state energy estimation methods (c.f Table I of
[DLT22]) is that if η is extremely small, then we have little hope of accurately estimating the ground
state energy. Thus, it is common to assume that the Hamiltonian of interest admits a good ground
state approximation.
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All of these methods employ quantum circuits whose depth scales inversely

with the target accuracy ϵ. This circuit depth cost may put some important problem

instances out of reach for early fault-tolerant quantum computers. The question

addressed by this chapter is: is it possible to exponentially improve the accuracy-

dependence scaling of circuit depth in ground state energy estimation?

4.1.2 Summary of main results

We develop and analyze low-depth ground state energy estimation (GSEE) algorithms

with high accuracy for which the circuit depth scales exponentially better than Õ(1/ϵ).

As is typical, the circuit depth and quantum runtime of the algorithm is measured in

terms of the number of controlled evolution operations c-exp (−2πiH) referred to as

Hamiltonian evolution time.

Theorem 4.1 (Low-depth GSEE, informal version of Theorem 4.14). Let H be a

Hamiltonian with spectral gap at least ∆. Suppose we can prepare an initial state

ρ such that the overlap with the ground state satisfies ⟨E0|ρ|E0⟩ ≥ η. Given ∆, η,

and sufficiently small ϵ, there exists an algorithm to estimate the ground state energy

within accuracy ϵ with high probability such that:

• The circuit depth, measured in maximal Hamiltonian evolution time, is

Tmax = O(∆−1 · poly log ϵ−1η−1∆). (4.1)

• The quantum runtime, measured in total Hamiltonian evolution time, is

Ttot = O(η−2ϵ−2∆ · poly log ϵ−1η−1∆). (4.2)

Using the costs established in Theorem 4.1, Table 4.1 provides resource estimates that

show the reduction in gates per circuit for molecules of industrial interest. The re-

duction in gates per circuit affords a reduction in the fault-tolerant overhead required

176



New Regime

Circuit depth (Tmax)

Runtime
(Ttot)

η−2ϵ−1

η−1ϵ−1

η−1/2ϵ−1

∆−1true

η−2ϵ−2∆true

ϵ−1 η−1/2ϵ−1

Cor 4.2

Thm 4.1

[LT22, WBC21a]

[DLT22]
[DLT22]

Figure 4.1: This figure shows the landscape of early fault-tolerant GSEE algorithms
plotted according to their runtime and circuit depth measured in terms of total evo-
lution time (Ttot) and maximal evolution time (Tmax), respectively. The green region
indicates the new low-depth regime introduced in this work. The orange dot corre-
sponds to the ∆−1-depth GSEE algorithm (Theorem 4.1) when ∆ = ∆−1true, and the
curve shows the smooth trade off between Tmax and Ttot described in Corollary 4.2.
We also remark that the right-most dot which shows an algorithm in [DLT22] requires
multiple ancilla qubits and multi-qubit controlled operations, whereas the algorithms
in this work and [LT22, WBC21a] only use a single ancilla qubit. For simplicity, we
have ignored all the poly-logarithmic factors.

Molecule Gap (mHa) Gap Lower Bound (mHa) Gate Reduction [KLP+22] Gate Reduction [LT22]
EC 264± 20 244 43× 16×
PF 6

6 468± 20 448 78× 28×

Table 4.1: This table displays estimated circuit cost savings afforded by Algorithm
21 for two molecules relevant to battery design analyzed in previous work [KLP+22].
For these molecules in the cc-pVDZ basis, we can estimate the energy gaps using
EOM-CCSD calculations with ORCA software [Nee12, Nee18]. The target accuracy
considered in [KLP+22] was ϵ = 1 mHa. The standard approach to quantum phase
estimation (ignoring the cost due to imperfect ground state preparation) uses a circuit
with 2/ϵ applications of c-exp (2πiH) to achieve an ϵ accurate estimate with high
probability. We include the various logarithmic factors (c.f. Algorithm 21) and set
a conservative input state overlap value of η = 1/1000. In the last column we give
cost reductions relative to recent methods [LT22], which use 2/πϵ applications of c-
exp (2πiH).
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to implement ground state energy estimation. These reductions may help to bring

such problem instances within reach of earlier fault-tolerant quantum architectures,

potentially realizing quantum advantage sooner.

For some molecules, it might be the case that the runtime of this low depth

algorithm is too high to outperform state-of-the-art classical methods for solving the

same problem. Our second main result (c.f. Corollary 4.15) is that we can trade

circuit depth for total runtime reduction. This gives a means of speeding up the

overall algorithm.

Corollary 4.2. Let H be a Hamiltonian with spectral gap ∆true. Suppose we can pre-

pare an initial state ρ such that the overlap with the ground state satisfies ⟨E0|ρ|E0⟩ ≥
η. Then for arbitrary α ∈ [0, 1], given ∆true, η and sufficiently small ϵ, there exists an

algorithm to estimate the ground state energy within accuracy ϵ with high probability

such that:

• The circuit depth, measured in maximal Hamiltonian evolution time, is

Tmax = Õ(ϵ−α∆−1+αtrue ). (4.3)

• The quantum runtime, measured in total Hamiltonian evolution time, is

Ttot = Õ(η−2ϵ−2+α∆1−α
true ). (4.4)

Through the era of early fault-tolerant quantum computing, as quantum architectures

are able to realize deeper quantum circuits, the trade-off in Corollary 4.2 may lead

to a crossover point into quantum advantage.

4.1.3 Technical overview

Before introducing the method, we define the ground state energy estimation problem.

Suppose we are given a classical description of a quantum Hamiltonian H. This

Hamiltonian has (unknown) spectral decomposition H =
∑N−1

j=0 Ej |Ej⟩ ⟨Ej|, where
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E0 < E1 ≤ E2 ≤ ... ≤ EN−1 are the eigenvalues of H, and the |Ej⟩’s are orthonormal

eigenstates of H. Let ρ be an easy-to-prepare state (of the same dimension as H). Let

pj := ⟨Ej| ρ |Ej⟩ be the overlap between ρ and |Ej⟩, for 0 ≤ j ≤ N − 1. We assume

that two numbers η ∈ (0, 1) and ∆ > 0 are given such that p0 = ⟨E0| ρ |E0⟩ ≥ η and

E1−E0 ≥ ∆. Our goal is to estimate E0 with accuracy ϵ and confidence 1− δ, i.e. to

output a sample from a random variable Ê0 such that the failure probability satisfies

P
[
|Ê0 − E0| > ϵ

]
< δ, (4.5)

for given small ϵ > 0 and δ ∈ (0, 1). Furthermore, we want to achieve this by

using limited-depth quantum circuits and classical post-processing of the quantum

measurement outcome data.

Time signals from Hadamard tests. In our GSEE algorithm, the role of the

quantum computer is simply to provide statistical estimates of tr
[
ρe−iHτ

]
. The quan-

tum circuit we use to generate these estimates is known as a Hadamard test and is

shown in Figure 4.3. Labeling this outcome b ∈ {+1,−1}, the average value of b

output by the Hadamard test circuit is

E[b] = Re
[
tr
[
ρe−iHτ

]]
, (4.6)

when W = I and it is equal to the imaginary part when W = S† where S is the phase

gate. It is helpful to view the quantity tr
[
ρe−iHτ

]
as a complex-valued time signal,

with τ being the time. This time signal encodes information about the eigenvalues

of H and the density operator ρ. In particular, if we can determine how this signal

depends on the ground state energy E0, then we might be able to estimate E0 from

the time signal. Although we are unable to exactly determine the time signal, we

can estimate the real and imaginary parts of the signal at any time τ to within any

desired accuracy using sufficiently many Hadamard test measurement outcomes as

described above. The time cost of each Hadamard test is proportional to τ and the

total time cost will depend on how many Hadamard tests, or samples, we take over

the different chosen times τ .
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Filtering the spectrum Here we introduce the method for estimating and pro-

cessing the signals from the Hadamard test data. The Fourier transform (or frequency

signal) of to the ideal time signal tr
[
ρe−iHτ

]
is equal to the so-called spectral measure

of H associated with the initial state ρ and is given by

p(x) :=
N−1∑

j=0

pjδ(x− Ej). (4.7)

Although p(x) itself cannot be determined exactly from Hadamard test data, we

explain how to accurately estimate any convolution of p(x) with a filter function

f(x). For our purposes, the filter function is used as a tool for organizing the time

signal data from a limited time window into useful information about the spectrum

of H. We briefly explain how to evaluate (or, rather, estimate) the complex number

(f ∗ p)(x) for any given value x using low-depth Hadamard test circuits.

Three key features make low-depth convolution estimation possible. First, the

convolution can be expressed as a linear combination of p̂(t) = tr
[
ρe−2πiHt

]
,

(f ∗ p)(x) =
∫ ∞

−∞
f̂(t)p̂(t)e2πixtdt, (4.8)

where f̂(t) denotes the Fourier transform of f(x). Second, these traces can be esti-

mated from the Hadamard test data as shown in Eq. 4.6. Third, the circuit depth

of each Hadamard test is proportional to t. We can limit the circuit depth used in

the algorithm and still obtain an accurate estimate of the convolution by judiciously

truncating the integral approximation
∫ ∞

−∞
f̂(t)p̂(t)e2πixtdt ≈

∫ T

−T
f̂(t) tr

[
ρe−2πiHt

]
e2πixtdt. (4.9)

As explained in detail in Algorithm 20, the strategy we use to estimate (f ∗p)(x) uses

a so-called multi-level Monte Carlo approach. An unbiased estimate of (f ∗ p)(x) is

constructed by first (classically) sampling a time t in [−T, T ] drawn from a distribution

proportional to |f̂T (t)|. Conditioned on this outcome t, a sample is then drawn from

each of the real (W = I) and the imaginary (W = S†) part Hadamard tests with time
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t, returning X and Y , respectively. From these outcome data (t,X, Y ), we construct

a random variable whose average value is equal to (f ∗ p)(x),

Z(x; t,X, Y ) = ∥f̂T∥1e2πi(tx+ϕ(t)) · (X + iY ). (4.10)

where ei2πϕ(t) = f̂T (t)/|f̂T (t)|. It is important to note that the samples can be gener-

ated ahead of time; the choice of where to evaluate (f ∗ p)(x) can be made after this

data is gathered.

Designing the filters The filter function plays two roles in determining the algo-

rithm performance. First, the shape of the filter determines how easily the ground

state energy can be determined from (f ∗ p)(x). Second, the smoothness of the fil-

ter determines the severity of the truncation T that can be withstood, and therefore

the minimal viable circuit depth. This second role is what affords the exponential

reduction in circuit depth of our method.

Estimating the ground state energy from the convolution can be understood

through an example. In [LT22] they choose f(x) to be a periodic Heaviside function2.

As shown in Figure 4.2, this particular choice of convolution results in a series of steps,

the first of which is located at the ground state energy E0. Their algorithm proceeds

by using a binary search to locate this first step. The drawback of this approach is

that in order to resolve this first step to accuracy ϵ, the truncation must be Õ(1/ϵ).

This means that the circuit depth of the Hadamard test scales as Õ(1/ϵ). We design a

filter function and energy estimation strategy that requires a time window that scales

as O(log 1/ϵ). This corresponds to an exponential improvement in the circuit depth

dependence on the accuracy.

The key observation for the design of low-depth filter functions is as follows.

If a filter function satisfies the following properties, then it can isolate the minimum

2Θ(x) =

{
1 if x ∈ [2kπ, (2k + 1)π)

0 if x ∈ [(2k − 1)π, 2kπ)
∀k ∈ Z.
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eigenvalue from the others well and the corresponding convolution can be evaluated

easily:

1. The filter function f(x) has an exponentially-decaying tail, i.e., |f(x)| = exp (−Ω(|x|))
for sufficiently large x. This enables the filter function to “almost” eliminate the

interference of other eigenvalues to the peak around E0.

2. The filter function’s Fourier transform f̂(t) also has an exponentially-decaying

tail, i.e., |f̂(t)| = exp (−Ω(|t|)) for sufficiently large t. This allows f to be

well-approximated by a band-limited function, which means that the maximal

evolution time in the Hadamard tests will be small.

Based on this observation, a natural choice are filters based on Gaussian functions.

As shown in Figure 4.2, we choose a Gaussian derivative filter gσ defined as

gσ(x) := −
1√
2πσ3

xe−
x2

2σ2 .

Since the Gaussian derivative filter has an exponentially-decaying tail, (gσ ∗ p)(x)
resembles p0gσ(x−E0) in a neighborhood of E0. In particular, the unique zero point

of gσ ∗ p in this region is close to E0. Instead of the Gaussian function itself, the

Gaussian derivative filter is chosen because its slope at the location of the ground

state energy enables better resolution compared to locating the peak of the Gaussian

(with respect to the methods we analyzed).

Ground state energy estimation algorithm Using the Gaussian derivative filter

we describe the algorithm for ground state energy estimation that proves Theorem 4.1.

This is the first GSEE algorithm that uses Õ(∆−1)-depth quantum circuits to achieve

accuracy ϵ. A detailed presentation of the algorithm can be found in Algorithm 21.

The inputs to the algorithm are the Hamiltonian H, a lower bound on its gap ∆, a

lower bound on the ground state overlap η of the input state ρ, a rough estimate Ẽ0

of E0 with O(∆) accuracy, the required accuracy ϵ, and confidence 1− δ. The output

of the algorithm is an estimate of E0. The steps of the algorithm are as follows:
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1. Configure filter Set the Gaussian derivative filter function to have width σ ∈
Õ(∆) and choose the truncation of the filter to be T ∈ Õ(1/σ) = Õ(1/∆) (this

limits the circuit depth).

2. Estimate convolution (c.f. Algorithm 20) For a grid of M ∈ Õ(∆/ϵ) evenly-

spaced energies centered at Ẽ0 with width Õ(∆), estimate the Gaussian deriva-

tive convolution at each grid point.

(a) To estimate the Gaussian derivative convolution at each point, for Õ(η−2ϵ−2∆2)

rounds, draw a time t ∈ [−T, T ] with probability proportional to |f̂T (t)|
and run depth t real and imaginary Hadamard tests to generate binary

samples X and Y .

(b) Compute Z(x; t,X, Y ) (see Eq. 4.10) for each sample and average to out-

put the convolution estimate at x.

3. Estimate zero-crossing Among the M convolution estimates, find the esti-

mate closest to zero and report the corresponding energy as the ground state

energy estimate.

To realize the results in Corollary 4.2, we choose ∆ between ∆true and 1/ϵ.

4.1.4 Future directions

In this chapter we have introduced a framework for implementing ground state

energy estimation using tunable-depth quantum circuits. As shown in Figure 4.1,

the algorithms developed in this work are applicable to maximum circuit depths

ranging from Õ(1/∆) to Õ(1/ϵ). We leave to future work the development of tunable-

depth quantum algorithms outside of this region. While we have made progress

in establishing upper bounds over a range of circuit depths, an important future

direction is to establish lower bounds on depth-limited ground state energy estimation.

These directions would further the research program of characterizing the performance
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and limitations of using depth-limited quantum computers to estimate properties of

Hamiltonians.

Our work helps to establish the paradigm of developing quantum algorithms

using the tools of classical signal processing [LT22, ZWJ22, WSJ22]. Here, the quan-

tum computer is understood to generate a stochastic signal that encodes properties

of a matrix of interest. This stochastic signal can be processed to learn the matrix

properties of interest. The signal processing paradigm is well-suited to developing

algorithms for early fault-tolerant quantum computers. Quantum computations with

such architectures will be error prone, generating noisy signals. The tools of classical

signal processing have been designed to handle such noisy signals and can aid in the

design and analysis of robust quantum algorithms [WKJC21, KKPJ21, KKJ22].

One requirement of the algorithm is that a lower bound on the energy gap must

be specified. There exist quantum chemistry methods for estimating the gap (e.g.

using the ORCA software [Nee12, Nee18] as we did for our numerical comparisons).

However, such estimates can become inaccurate for large systems. It may be helpful

to incorporate a step into the quantum algorithm that estimates this gap. Although

this estimation is computationally hard in general [Amb14], many physical systems

of interest have structures that make the estimation feasible.

In this chapter, we did not consider the impact of implementation error on the

performance of the algorithm. We expect that our algorithm is able to tolerate some

degree of variation between the ideal Hadamard tests and the implemented Hadamard

tests. Building off of recent work [KKJ22], we believe the algorithm can be operated

so as to accommodate such deviations. We leave for future work the investigation of

robust quantum algorithms for ground state energy estimation.

The methods introduced here may help to bring the target of useful quan-

tum computing closer to the present. Yet, there is still much work needed to carry

out detailed resource estimations that predict the onset of quantum advantage us-

ing methods such as those we have introduced. More broadly, our hope is that this
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work contributes to the general understanding of how to use quantum computers

given practical constraints on their capabilities and might inspire the development of

quantum algorithms in other application domains.

4.2 Estimating ground state energy via Gaussian derivative
filtering

In this section, we propose a strategy for GSEE based on Gaussian deriva-

tive filtering. In Section 4.2.1, we define the Gaussian derivative function and prove

a nice property of the convolution between this filter and the spectral measure p.

In Section 4.2.2, we show how this property leads to a strategy for GSEE. In Sec-

tion 4.2.3, we prove that the Gaussian derivative function can be approximated by a

band-limited function, which is crucial for efficient evaluation of the convolution.

4.2.1 Convolving the spectral measure with a Gaussian derivative filter

Let us start by defining the Gaussian derivative function and demonstrating

its properties. Specifically, let σ > 0 be arbitrary, and let fσ(x) = 1√
2πσ

e−
x2

2σ2 be a

Gaussian function. The Fourier transform of fσ is

f̂σ(ξ) = e−
1
2
(σπξ)2 . (4.11)

Now consider the derivative of fσ, i.e.,

gσ(x) := f ′σ(x) = −
1√
2πσ3

xe−
x2

2σ2 . (4.12)

Then the Fourier transform of gσ is

ĝσ(ξ) = 2πiξf̂σ(ξ) = 2πiξe−
1
2
(σπξ)2 . (4.13)

The following properties of gσ and ĝσ will be useful:

Fact 4.3 (Properties of the Gaussian derivative function).
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1. gσ(0) = 0.

2. |gσ(x)| is even, increases monotonically in (−∞,−σ] ∪ [0, σ], and decreases

monotonically in [−σ, 0] ∪ [σ,∞).

3. gσ(x) decays exponentially to 0 as x→ ±∞.

4. ĝσ(ξ) decays exponentially to 0 as ξ → ±∞.

Now let us consider the convolution between the filter gσ and the spectral

measure p:

(gσ ∗ p)(x) =
N−1∑

j=0

pjgσ(x− Ej) = −
1√
2πσ3

N−1∑

j=0

pj(x− Ej)e−
(x−Ej)

2

2σ2 . (4.14)

It turns out that if σ is appropriately chosen, then |(gσ ∗ p)(x)| is small only if x is

close to E0, assuming x is at most O(σ)-away from E0:

Lemma 4.4. Let c =
√
2 ln (10/9) ≈ 0.45904, and let ∆ and η be as in the problem

formulation in the main text. Suppose ϵ > 0 is small enough such that ϵ ≤ c ·
min

(
0.9∆√

2 ln(9∆ϵ−1η−1)
, 0.2∆

)
. Then for

σ := min

(
0.9∆√

2 ln (9∆ϵ−1η−1)
, 0.2∆

)
, (4.15)

we have

• |(gσ ∗ p)(x)| <
0.6ϵp0√
2πσ3

, ∀x ∈ [E0 − 0.5ϵ, E0 + 0.5ϵ].

• |(gσ ∗ p)(x)| >
0.8ϵp0√
2πσ3

, ∀x ∈ [E0 − 0.5σ,E0 − ϵ) ∪ (E0 + ϵ, E0 + 0.5σ].

Proof. Note that our choice of σ and the condition on ϵ imply that ϵ ≤ cσ < 0.5σ.

As a consequence, we do have E0− 0.5σ < E0− ϵ and E0 + ϵ < E0 +0.5σ. Thus, the
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interval in the second bullet is well-defined. Moreover, we have

|gσ(0.9∆)| = 1√
2πσ3

0.9∆e−
0.81∆2

2σ2

≤ 1√
2πσ3

0.1ϵη (by the property σ ≤ 0.9∆√
2 ln(9∆ϵ−1η−1)

in Eq. (4.15))

≤ 1√
2πσ3

0.1ϵp0, (4.16)

where the last step follows from p0 ≥ η.

We prove the first and the second parts of the lemma below.

Part I. For any x ∈ [E0 − 0.5ϵ, E0 + 0.5ϵ], we have

|(gσ ∗ p)(x)| =
∣∣∣∣∣p0gσ(x− E0) +

N−1∑

j=1

pjgσ(x− Ej)
∣∣∣∣∣ (by Eq. (4.14))

≤ p0 |gσ(x− E0)|+
N−1∑

j=1

pj |gσ(x− Ej)|

≤ p0 |gσ(x− E0)|+ max
1≤j≤N−1

|gσ(x− Ej)| . (4.17)

The first term in Eq. (4.17) can be bounded as follows:

|gσ(x− E0)| ≤ |gσ(0.5ϵ)| (by |x− E0| ≤ 0.5ϵ < σ and Property 2 in Fact 4.3)

=
1√
2πσ3

0.5ϵe−
0.25ϵ2

2σ2 (by Eq. (4.12))

≤ 1√
2πσ3

0.5ϵ. (4.18)

To upper bound the second term in Eq. (4.17), first note that for each j ≥ 1,

|x− Ej| ≥ Ej − E0 − 0.5ϵ (since x ∈ [E0 − 0.5ϵ, E0 + 0.5ϵ])

≥ ∆− 0.5ϵ (since Ej − E0 ≥ E1 − E0 ≥ ∆)

> 0.9∆ (by the assumption ϵ ≤ 0.2c∆ < 0.1∆)

> σ, (4.19)
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where the last step follows from the property σ ≤ 0.2∆ in Eq. (4.15). Then we obtain

|gσ(x− Ej)| < |gσ(0.9∆)| (by Eq. (4.19) and Property 2 in Fact 4.3)

≤ 1√
2πσ3

0.1ϵp0, (4.20)

where the second step follows from Eq. (4.16).

Combining Eqs. (4.17), (4.18), and (4.20), we get that for x ∈ [E0− 0.5ϵ, E0+

0.5ϵ],

|(gσ ∗ p)(x)| < p0 ·
1√
2πσ3

0.5ϵ+
1√
2πσ3

0.1ϵp0 =
0.6ϵp0√
2πσ3

. (4.21)

Part II. For any x ∈ [E0 − 0.5σ,E0 − ϵ) ∪ (E0 + ϵ, E0 + 0.5σ], we have

|(gσ ∗ p)(x)| =
∣∣∣∣∣p0gσ(x− E0) +

N−1∑

j=1

pjgσ(x− Ej)
∣∣∣∣∣ (by Eq. (4.14))

≥ p0 |gσ(x− E0)| −
N−1∑

j=1

pj |gσ(x− Ej)|

≥ p0 |gσ(x− E0)| − max
1≤j≤N−1

|gσ(x− Ej)| . (4.22)

The first term in Eq. (4.22) can be lower bounded as follows:

|gσ(x− E0)| > |gσ(ϵ)| (by ϵ < |x− E0| ≤ 0.5σ and Property 2 in Fact 4.3)

=
1√
2πσ3

ϵe−
ϵ2

2σ2 (by Eq. (4.12))

≥ 1√
2πσ3

ϵe−
c2

2 (by the assumption ϵ ≤ cσ)

≥ 1√
2πσ3

0.9ϵ, (4.23)

where the last step follows from c =
√

2 ln (10/9).

To upper bound the second term in Eq. (4.22), note that for each j ≥ 1,

|x− Ej| ≥ Ej − E0 − 0.5σ (since x ∈ [E0 − 0.5σ,E0 − ϵ) ∪ (E0 + ϵ, E0 + 0.5σ])

≥ ∆− 0.5σ (since Ej − E0 ≥ E1 − E0 ≥ ∆)

≥ 0.9∆ > σ, (4.24)
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where the last two inequalities follow from the property σ ≤ 0.2∆ in Eq. (4.15). Then

we obtain

|gσ(x− Ej)| ≤ |gσ(0.9∆)| (by Eq. (4.24) and Property 2 in Fact 4.3)

≤ 1√
2πσ3

0.1ϵp0, (4.25)

where the last step follows from Eq. (4.16).

Combining Eqs. (4.22), (4.23), and (4.25), we get that for x ∈ [E0−0.5σ,E0−
ϵ) ∪ (E0 + ϵ, E0 + 0.5σ],

|(gσ ∗ p)(x)| > p0 ·
1√
2πσ3

0.9ϵ− 1√
2πσ3

0.1ϵp0 =
0.8ϵp0√
2πσ3

. (4.26)

The lemma is thus proved.

4.2.2 Basic strategy for ground state energy estimation

Lemma 4.4 prompts us to develop the following strategy for estimating ground

state energy. We first obtain an estimate Ẽ0 of E0 such that Ẽ0 is O(σ)-close to E0

with high probability. Then we find a point at which |(gσ ∗ p)| has small value in

a region [Ẽ0 − O(σ), Ẽ0 + O(σ)]. Using Lemma 4.4 we can prove that this point is

ϵ-close to E0 with high probability. Formally, we have

Lemma 4.5. Let ∆, η, ϵ and δ be as in the problem formulation in the main text. Sup-

pose ϵ satisfies the condition in Lemma 4.4. Let σ be defined as Eq. (4.15). Suppose

Ẽ0 is a random variable such that

P
[
|Ẽ0 − E0| >

σ

4

]
<
δ

2
. (4.27)

Let M := ⌈σ/ϵ⌉+1, and let xj := Ẽ0−0.25σ+(0.5σ/M) ·(j−1) for j ∈ [M ]. Suppose

h1, h2, . . . , hM are random variables such that

P
[
∀j ∈ [M ] : |(gσ ∗ p)(xj)− hj| ≤

0.1ϵη√
2πσ3

]
≥ 1− δ

2
. (4.28)

Let j∗ = argmin1≤j≤M |hj|. Then we have

P [|xj∗ − E0| > ϵ] < δ. (4.29)
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Proof. By our assumptions about Ẽ0 and h1, h2, . . . , hM and the union bound, we get

that the following events happen simultaneously with probability at least 1− δ:

• |Ẽ0 − E0| ≤ 0.25σ.

• |(gσ ∗ p)(xj)− hj| ≤ 0.1ϵη√
2πσ3 , ∀j ∈ [M ].

In this case, we have x0, x1, . . . , xM ∈ [Ẽ0−0.25σ, Ẽ0+0.25σ] ⊆ [E0−0.5σ,E0+

0.5σ]. Then by Lemma 4.4, we have that

• If |xj − E0| ≤ 0.5ϵ, then

|hj| ≤ |(gσ ∗ p)(xj)|+ |(gσ ∗ p)(xj)− hj| <
0.6ϵp0√
2πσ3

+
0.1ϵη√
2πσ3

≤ 0.7ϵp0√
2πσ3

.

(4.30)

• If |xj − E0| > ϵ, then

|hj| ≥ |(gσ ∗ p)(xj)| − |(gσ ∗ p)(xj)− hj| >
0.8ϵp0√
2πσ3

− 0.1ϵη√
2πσ3

≥ 0.7ϵp0√
2πσ3

.

(4.31)

Meanwhile, note that x1 ≤ E0 ≤ xM , and |xj+1− xj| ≤ 0.5ϵ, ∀j ∈ [M − 1]. So

there exists some j0 ∈ [M ] such that |xj0−E0| ≤ 0.5ϵ. This implies that |hj∗| ≤ |hj0 | <
0.7ϵp0√
2πσ3 , which in turn implies that |xj∗ − E0| ≤ ϵ. This lemma is thus proved.

It remains to show how to generate the random variables Ẽ0 and h1, h2, . . . , hM
that satisfy the conditions Eqs. (4.27) and (4.28) respectively. To obtain Ẽ0, we use

the GSEE algorithm in [LT22] which takes Õ(ϵ−1) maximal Hamiltonian evolution

time to achieve ϵ-accuracy. Since Ẽ0 only needs σ
4
-accuracy, this step has Õ(σ−1)

maximal evolution time. To obtain h1, h2, . . . , hM , we first introduce the band-limited

version of gσ, denoted as gσ,T , in Section 4.2.3, and prove that (gσ∗p)(x) ≈ (gσ,T ∗p)(x)
for a small T . Then we design a data structure ConvEval in Section 4.3 such that

this data structure can evaluate gσ,T ∗p at the points x1, x2, . . . , xM with high accuracy

and confidence after appropriate initialization.
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4.2.3 Gaussian derivative filters with bounded band-limits

In order to efficiently evaluate gσ ∗ p at any given point, we truncate the

spectrum of gσ and construct a T -bandlimit version gσ,T such that

(gσ ∗ p)(x) ≈ (gσ,T ∗ p)(x), ∀x ∈ R. (4.32)

Specifically, we define gσ,T by restricting ĝσ to [−T, T ] and performing the inverse

Fourier transform:

gσ,T (x) :=

∫ T

−T
ĝσ(ξ)e

2πixξdξ. (4.33)

Clearly, gσ,T → gσ as T →∞. The following lemma shows how to choose T such that

gσ,T can approximate gσ in L∞-norm:

Lemma 4.6. Let ϵ1 > 0 be arbitrary. Then for

T := π−1σ−1
√

2 ln
(
8π−1ϵ−11 σ−2

)
, (4.34)

we have

|gσ(x)− gσ,T (x)| ≤
ϵ1
2
, ∀x ∈ R. (4.35)

Proof. By the Fourier inversion theorem, we have

|gσ(x)− gσ,T (x)| =
∣∣∣∣
∫ −T

−∞
ĝσ(ξ)e

2πiξxdξ +

∫ +∞

T

ĝσ(ξ)e
2πiξxdξ

∣∣∣∣

≤
∫ −T

−∞
|ĝσ(ξ)| dξ +

∫ +∞

T

|ĝσ(ξ)| dξ

=2

∫ +∞

T

2πξe−
1
2
(σπξ)2dξ

=
4

σ2π
e−

1
2
σ2π2T 2

. (4.36)

By solving the inequality

4

σ2π
e−

1
2
σ2π2T 2 ≤ ϵ1

2
, (4.37)
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we get that it suffices to take

T ≥ π−1σ−1
√
2 ln

(
8π−1ϵ−11 σ−2

)
. (4.38)

The following claim shows that the L∞-approximation for gσ implies the L∞-

approximation for gσ ∗ p.

Claim 4.7. Let T be defined as in Lemma 4.6. Then we have

|(gσ ∗ p)(x)− (gσ,T ∗ p)(x)| ≤
ϵ1
2
, ∀x ∈ R.

Proof. For any x ∈ R, we have

|(gσ ∗ p)(x)− (gσ,T ∗ p)(x)| =
∣∣∣∣
∫ ∞

−∞
(gσ(z)− gσ,T (z))p(x− z)dz

∣∣∣∣

≤
∫ ∞

−∞
|gσ(z)− gσ,T (z)| p(x− z)dz

≤ ϵ1
2

∫ ∞

−∞
p(x− z)dz

=
ϵ1
2
, (4.39)

where the first step follows from the definition of convolution, the section step follows

from the triangle inequality, the third step follows from Lemma 4.6, and the last step

follows from the property of Dirac delta function.

Claim 4.7 implies that in order to estimate (gσ ∗ p)(x) within ϵ1-accuracy, it

suffices to evaluate (gσ,T ∗ p)(x) within 0.5ϵ1-accuracy, which can be achieved by the

method in Section 4.3.

4.3 Complexity of Evaluating the convolution

In this section, we focus on evaluating the convolution between a filter function

f and the spectral measure p to within ϵ-additive error. In Section 4.3.1, we develop
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an evaluation method for general filter functions with bounded band-limits. Then

in Section 4.3.2, we apply the method to the Gaussian derivative filter used in our

GSEE algorithm.

4.3.1 Evaluating the convolution via Hadamard tests

For the sake of generality, we will not restrict to a specific filter f but consider

arbitrary filters with bounded band-limits. Specifically, for a parameter T > 0, let fT
be a function with band-limit T , i.e.,

fT (x) =

∫ T

−T
f̂T (t)e

2πitxdt, (4.40)

where f̂T is the Fourier transform of fT and satisfies f̂T (t) = 0 for all t ∈ (−∞,−T )∪
(T,+∞). Furthermore, we require that f̂T is either continuous in [−T, T ] or a

weighted sum of Dirac delta functions (i.e., fT has a discrete spectrum). Here we

will state the results for the former case, and the reader can easily generalize them

to the latter case.

Given such a function fT , we can define a probability density ν in terms of its

Fourier weights:

ν(t) =
|f̂T (t)|
∥f̂T∥1

, ∀t ∈ [−T, T ]. (4.41)

Moreover, let ϕ(t) be the phase of f̂T (t), i.e., f̂T (t) = |f̂T (t)|ei2πϕ(t). Then we have

that

fT (x) =

∫ T

−T
∥f̂T∥1e2πi(tx+ϕ(t))ν(t)dt. (4.42)

Now given a quantum state ρ, a Hamiltonian H and a parameter t ∈ [−T, T ],
we define two random variables Xt and Yt as follows. Let bI and bS† be the mea-

surement outcome of the circuit in Figure 4.3 with τ = 2πt and W = I or S† (where

S is the phase gate), respectively. Then we define Xt = (−1)bI and Yt = (−1)bS† .
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As mentioned in the main text, we have that

E [Xt] = Re
(
tr
[
ρe−2πiHt

])
, E [Yt] = Im

(
tr
[
ρe−2πiHt

])
. (4.43)

Now given a point x ∈ R, we define the random variable Z(x) as follows. Let

t be a random variable with probability density function ν. Then we define

Z(x) := ∥f̂T∥1 · e2πi(tx+ϕ(t)) · (Xt + iYt) . (4.44)

It turns out that Z(x) is an unbiased estimator of the convolution fT ∗ p at

point x:

Lemma 4.8. For the random variable Z(x) defined as Eq. (4.44), we have that

E[Z(x)] = (fT ∗ p)(x), ∀x ∈ R. (4.45)

Proof. Let us first consider the conditional expectation E[Z(x)|t = t] for some t ∈
[−T, T ]. By Eq. (4.43) and the definition of Z(x) in Eq. (4.44), we get

E[Z(x)|t = t] = E
[
∥f̂T∥1e2πi(tx+ϕ(t))(Xt + iYt)

∣∣t = t
]

= ∥f̂T∥1e2πi(t0x+ϕ(t)) tr
[
ρe−2πiHt

]
. (4.46)

By the law of total expectation, we have

E[Z(x)] =
∫ T

−T
E[Z(x)|t = t] · P [t = t] dt

=

∫ T

−T
∥f̂T∥1e2πi(tx+ϕ(t)) tr

[
ρe−2πiHt

]
ν(t)dt

=

∫ T

−T
f̂T (t)e

2πitx tr
[
ρe−2πiHt

]
dt, (4.47)

where the last step follows from the definition of ν in Eq. (4.41) and the definition of

ϕ(t).
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It remains to prove that the above expression indeed coincides with fT ∗ p(x).
Indeed, we have that:

(fT ∗ p)(x) =
∫ ∞

−∞
p(x− y)fT (y)dy

=

∫ ∞

−∞

∫ T

−T
p(x− y)f̂T (t)e2πitydtdy

=

∫ T

−T
f̂T (t)dt

∫ ∞

−∞
p(x− y)e2πitydy. (4.48)

By the definition of p(x) in Eq. (4.7), we have that
∫ ∞

−∞
p(x− y)e2πitydy =

∫ ∞

−∞

∑

k≥0

pkδ(x− y − Ek)e2πitydy =
∑

k≥0

pke
2πit(x−Ek), (4.49)

where the last step follows from the integration of Dirac delta function. Then, it

implies that

(fT ∗ p)(x) =
∫ T

−T
f̂T (t)dt ·

∑

k≥0

pke
2πit(x−Ek) =

∫ T

−T
f̂T (t)e

2πitx tr
[
ρe−2πiHt

]
dt, (4.50)

where the last step follows from tr
[
ρe−2πiHt

]
=
∑

k≥0 pke
−2πitEk .

Comparing Eqs. (4.47) and (4.50), we conclude that E [Z(x)] = (fT ∗ p)(x) for

all x ∈ R. The lemma is thus proved.

With Lemma 4.8 established, it is now straightforward to analyze how many

samples we need to estimate the function fT ∗ p at various points within a target

accuracy.

Lemma 4.9 (Sample complexity of the convolution evaluation). Let {(t(i), X(i), Y (i))}Si=1

be S i.i.d. samples such that t(i) ∼ ν, X(i) ∼ Xti and Y (i) ∼ Yti, where ν is defined

as Eq. (4.41), and Xt and Yt are the measurement outcome of the circuit in Figure

4.3 with τ = 2πt and W = I or S, respectively. Let x1, x2, . . . , xM ∈ R be arbitrary.
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For each j ∈ [M ], let Zj be defined as follows:

Zj :=
∥f̂T∥1
S

S∑

i=1

e2πi(t
(i)xj+ϕ(t

(i))) · (X(i) + iY (i)). (4.51)

Then for any ϵ1 > 0 and δ1 ∈ (0, 1), letting

S :=

⌈
∥f̂T∥21 ln (4M/δ1)

ϵ21

⌉
, (4.52)

we have

P
[
∀j ∈ [M ] : |Zj − (fT ∗ p)(xj)| ≤ ϵ1

]
≥ 1− δ1. (4.53)

Proof. Recall that Z(x) = ∥f̂T∥1·e2πi(tx+ϕ(t))·(Xt + iYt) for any x ∈ R. Then Z̄j is the

empirical mean of S i.i.d. samples of Z(xj) that correspond to {(t(i), X(i), Y (i))}Si=1,

for each j ∈ [M ]. Since Xt and Yt take values in {1,−1}, we know that Re (Z(x))

and Im (Z(x)) take values in [−∥f̂T∥1, ∥f̂T∥1]. It then follows from Hoeffding’s in-

equality [Hoe63] that for our choice of S in Eq. (4.52), for any j ∈ [M ], it holds

that

P
[
|Re

(
Zj

)
− E[Re (Z(xj))]| >

ϵ1√
2

]
<

δ1
2M

, (4.54)

P
[
|Im

(
Zj

)
− E[Im (Z(xj))]| >

ϵ1√
2

]
<

δ1
2M

. (4.55)

Then by the triangle inequality and union bound, we get

P
[
|Zj − E[Z(xj)]| > ϵ1

]
<
δ1
M
. (4.56)

Meanwhile, by Lemma 4.8, we know that

E[Z(xj)] = (fT ∗ p)(xj). (4.57)

Thus, we have

P
[
|Zj − (fT ∗ p)(xj)]| > ϵ1

]
<
δ1
M
. (4.58)
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By a union bound over all j ∈ [M ], we get that

P
[
∃j ∈ [M ] : |Zj − (fT ∗ p)(xj)]| > ϵ1

]
< δ1. (4.59)

Remark 4.1. Note that Zj is a complex number in general, but (fT ∗ p)(xj) is real

provided that fT is real. In this case, we can re-define Zj as the real part of the

right-hand side of Eq. (4.51) and Lemma 4.9 will still hold. We envision that in some

scenarios, it is useful to have a complex filter fT , and hence define Zj as Eq. (4.51)

for the sake of generality.

Now we give a data structure ConvEval in Algorithm 20 for evaluating the

convolution fT ∗ p at multiple points.

Lemma 4.9 immediately implies that:

Corollary 4.10. Let x1, x2, . . . , xM ∈ R be arbitrary. Suppose the data structure

ConvEval is initialized with parameters (fT , ϵ, δ,M). Let hj be the output of the

procedure ConvEval.Eval(xj) for j ∈ [M ]. Then we have

P [∀j ∈ [M ] : |(fT ∗ p)(xj)− hj| ≤ ϵ] ≥ 1− δ. (4.60)

Lemma 4.11 (Running time of the convolution evaluation data structure). Suppose

the data structure FilterSampler runs in O(1)-time. Then, the data structure

ConvEval in Algorithm 20 has the following running times:

• Procedure Init(fT , ϵ, δ,M) has O(T ) maximal evolution time and O(ST ) total

evolution time, where S = O(ϵ−2∥f̂T∥21 log δ−1M).

• Procedure Eval(x) has O(S) classical post-processing time.
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Proof. The ConvEval.Init procedure runs the Hadamard test circuit 2S times to

get the samples
{
(x(i), y(i))

}S
i=1

. Since the filter function fT has spectrum bounded in

[−T, T ], the maximal evolution time is 2πT and the total evolution time is at most

4πST .

The ConvEval.Eval procedure then uses the S samples to compute the

estimate of (fT ∗ p)(x). Moreover, the computation is classical and elementary.

4.3.2 Application to Gaussian derivative filters

In this section, we apply the data structure ConvEval to the band-limited

Gaussain derivative filter gσ,T :

gσ,T (x) =

∫ T

−T
ĝσ(ξ)e

2πixξdξ = 2πi

∫ T

−T
ξe−

1
2
(σπξ)2+2πixξdξ. (4.61)

To apply Lemma 4.9, we first bound the L1-norm of its spectrum.

Claim 4.12. Let gσ,T be defined as Eq. (4.61). Then we have ∥ĝσ,T∥1 ≤ 4
πσ2 .

Proof. By the fact that ĝσ,T (ξ) = ĝσ(ξ)1|ξ|≤T and direct calculation, we obtain

∥ĝσ,T∥1 ≤ ∥ĝσ∥1 =
∫ +∞

−∞

∣∣∣2πiξe− 1
2
(σπξ)2

∣∣∣ dξ =
∫ +∞

0

4πξe−
1
2
(σπξ)2dξ =

4

πσ2
. (4.62)

Then we get the following corollary on the sample complexity of evaluating

gσ,T ∗ p on M points.

Corollary 4.13. Let ϵ1 > 0, δ1 ∈ (0, 1) and x1, x2, . . . , xM ∈ R be arbitrary. Suppose

the data structure ConvEval is initialized with parameters (gσ,T , ϵ1, δ1,M). Let hj
be the output of the procedure ConvEval.Eval(xj) for j ∈ [M ]. Then we have

P [∀j ∈ [M ] : |(gσ,T ∗ p)(xj)− hj| ≤ ϵ1] ≥ 1− δ1. (4.63)

Furthermore, it take S = O(ϵ−21 σ−4 logM/δ1) samples from Hadamard tests to obtain

h1, h2, . . . , hM .
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Proof. Claim 4.12 implies ∥ĝσ,T∥1 = O(σ−2). Thus the procedure ConvEval.Init(gσ,T , ϵ1, δ1,M)

draws S = O(ϵ−21 ∥ĝσ,T∥21 logM/δ1) = O(ϵ−21 σ−4 logM/δ1) samples from Hadamard

tests. Then Eq. (4.63) follows immediately from Corollary 4.10.

4.4 Main Theorem

In this section, we describe our main results about ground state energy esti-

mation.

In this section, we describe our main results about ground state energy esti-

mation. We first present a Õ(∆−1)-depth algorithm for GSEE in Algorithm 21. Then

we prove the following theorem:

Theorem 4.14 (Ground state energy estimation). Let H =
∑N−1

j=0 Ej|Ej⟩⟨Ej| be

a Hamiltonian such that E0 < E1 ≤ E2 ≤ · · · ≤ EN−1 are the eigenvalues of H,

and the |Ej⟩’s are orthonormal eigenstates of H. Suppose we are given access to the

Hamiltonian evolution eiHt for any t ∈ R. Let ∆ > 0 be given such that ∆ ≤ E1−E0.

Moreover, suppose we can prepare a state ρ such that ⟨E0| ρ |E0⟩ ≥ η for known η > 0.

Then, for sufficiently small ϵ > 0 and any δ ∈ (0, 1), there exists an algorithm

that estimates E0 within accuracy ϵ with probability at least 1− δ such that:

• The maximal Hamiltonian evolution time is Õ(∆−1);

• The total Hamiltonian evolution time is Õ(η−2ϵ−2∆);

• The classical running time is Õ(η−2ϵ−3∆3).

Proof. Algorithm: Suppose ϵ > 0 is small enough such that it satisfies the condition

in Lemma 4.4. We first run the algorithm in [LT22] to obtain a coarse estimate Ẽ0

of E0 such that Ẽ0 is σ/4-close to E0 with probability at least 1 − δ/2, where σ is

defined as Eq. (4.15). Then we run Algorithm 21 with parameters (ϵ, δ, Ẽ0, η) and

return its output xj∗ as the final estimate of E0.
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Correctness: By construction, Ẽ0 satisfies Eq. (4.27) in Lemma 4.5. Mean-

while, by Claim 4.7 and the choice of T in Algorithm 21, we have

|(gσ ∗ p)(x)− (gσ,T ∗ p)(x)| ≤
ϵ̃

2
, ∀x ∈ R, (4.64)

Meanwhile, since ConvEval is initialized with parameters (gσ,T , ϵ̃/2, δ/2,M) in Al-

gorithm 21, by Corollary 4.13, we get

P
[
∀j ∈ [M ] : |(gσ,T ∗ p)(xj)− hj| ≤

ϵ̃

2

]
≥ 1− δ

2
. (4.65)

Then it follows from Eqs. (4.64) and (4.65) and the triangle inequality that

P [∀j ∈ [M ] : |(gσ ∗ p)(xj)− hj| ≤ ϵ̃] ≥ 1− δ

2
, (4.66)

which coincides with Eq. (4.28) in Lemma 4.5, given the choice of ϵ̃ in Algorithm 21.

Now with both of its conditions met, Lemma 4.5 implies that the output of Algorithm

21, i.e., xj∗ , is ϵ-close to E0 with probability at least 1− δ, as desired.

Cost analysis: First, we run the algorithm in [LT22] to obtain Ẽ0. Since σ =

Ω̃(∆), this step has maximal evolution time Õ(∆−1), total evolution time Õ(∆−1η−2),

and classical post-processing time Õ(∆−1η−2).

Then, in Line 5 of Algorithm 21, we run ConvEval.Init(gσ,T , ϵ̃/2, δ/2, M) to

initialize the data structure ConvEval in Algorithm 20. We choose the parameters

as follows:

• ϵ̃ = Ω(ϵησ−3) = Ω̃(ϵη∆−3),

• T = Õ(σ−1) = Õ(∆−1),

• M = Θ(σϵ−1) = Θ̃(∆ϵ−1).

Thus, by Corollary 4.13, we have

S = Θ̃(ϵ−21 σ−4) = Θ̃(ϵ−2η−2∆6 ·∆−4) = Θ̃(ϵ−2η−2∆2). (4.67)
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The for-loop in Procedure ConvEval.Init of Algorithm 20 draws S samples from

the Hadamard test circuit. The sampling process has the maximal evolution time

2πT = Õ(∆−1) and total evolution time at most O(TS) = Õ(ϵ−2η−2∆).

Next, in Line 6 of Algorithm 21, we call the procedure ConvEval.Eval M

times to evaluate the convolutions at x1, x2, . . . , xM . Each evaluation takes O(S) =

Õ(ϵ−2η−2∆2) classical time. Hence, this step takes O(MS) = Õ(∆ϵ−1 · ϵ−2η−2∆2) =

Õ(ϵ−3η−2∆3) classical time.

Combining these steps together, we get that the whole GSEE algorithm takes:

• maximal evolution time Õ(∆−1),

• total evolution time Õ(∆−1η−2 + ϵ−2η−2∆) = Õ(ϵ−2η−2∆), and

• classical post-processing time Õ(ϵ−3η−2∆3),

as claimed.

As described in the introduction, it is favorable to be able to reduce the total

evolution time at the cost of increased maximal evolution time (or circuit depth).

This allows one to make the most use of the available circuit depth afforded by the

quantum architecture. Such a feature is desirable in the era of early fault-tolerant

quantum computing where there is likely to be a limit to the available coherence of

the device [Ton22]. Fortunately, this feature follows directly from the above theorem

and we present it as a corollary below. Note that in Theorem 4.14, ∆ is merely a lower

bound on the true spectral gap ∆true := E1 − E0 of Hamiltonian H, not necessarily

∆true itself. In fact, ∆ can range from Õ(ϵ) (in order to satisfy the condition in Lemma

4.4) to ∆true. By setting ∆ = Õ(ϵα∆1−α
true ) with α ∈ [0, 1], we obtain:

Corollary 4.15. Let H =
∑N−1

j=0 Ej|Ej⟩⟨Ej| be a Hamiltonian such that E0 < E1 ≤
E2 ≤ · · · ≤ EN−1 are the eigenvalues of H, and the |Ej⟩’s are orthonormal eigenstates

of H. Let ∆true = E1 − E0 be the spectral gap of H. Suppose we are given access to
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the Hamiltonian evolution eiHt for any t ∈ R. Moreover, suppose we can prepare a

state ρ such that ⟨E0| ρ |E0⟩ ≥ η for known η > 0.

Then for any α ∈ [0, 1], for sufficiently small ϵ > 0 and any δ ∈ (0, 1), there

exists an algorithm that estimates E0 within accuracy ϵ with probability at least 1− δ
such that:

• The maximal Hamiltonian evolution time is Õ(ϵ−α∆−1+αtrue );

• The total Hamiltonian evolution time is Õ(η−2ϵ−2+α∆1−α
true );

• The classical running time is Õ(η−2ϵ−3+α∆3−α
true ).

In particular, setting α = 0 or 1 leads to:

• ∆ = ∆true, for which Theorem 4.14 yields an algorithm with maximal evolution

time Õ(∆−1true) and total evolution time Õ(η−2ϵ−2∆true); or

• ∆ = Õ(ϵ), for which Theorem 4.14 yields an algorithm with maximal evolution

time Õ(ϵ−1) and total evolution time Õ(η−2ϵ−1) (i.e., the Heisenberg limit).

For general ∆ = Õ(ϵα∆1−α
true ) with α ∈ [0, 1], Theorem 4.14 yields an algorithm with

maximal evolution time Õ(ϵ−α∆−1+αtrue ) and total evolution time Õ(η−2ϵ−2+α∆1−α
true ). In

other words, tuning ∆ between the two extremes gives a trade-off between the circuit

depth and total runtime of the algorithm.

4.5 Comparison to the Approach of [LT22]

The main advantage of our approach compared to [LT22] is in the minimal

evolution time required to achieve a desired precision. Indeed, in their approach the

evolution time scales inverse linearly with the desired precision. For our approach, the

minimal evolution time is dictated by the reciprocal of the energy gap of the Hamil-

tonian and any additional precision we wish to attain only causes a poly-logarithmic
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factor in the evolution time. Of course, this comes at the expense of a higher sample

complexity at smaller evolution times. This trade-off between the evolution time and

the sample complexity is discussed in Corollary 4.15.

Note that this improvement in the minimal evolution time comes from two

conceptual differences in our approach compared to [LT22]: the choice of the filter

function (Heaviside versus Gaussian derivative) and how we then infer the value of

the ground state energy from the convolution (jump versus 0 of derivative).

Both our approach and that of [LT22] require a truncated approximation of the

underlying filter function to implement the algorithm with only finite-time evolutions.

However, as the Heaviside function has a jump at 0, the degree of the Fourier series

necessarily has to increase the better we want the approximation outside a small

neighborhood of 0 to be. For instance, in [LT22] they find an approximation Fd,ϵ such

that for d = O(ϵ−1 log ϵ−1δ−1) and

Fd,ϵ(x) =
1√
2π

d∑

k=−d

F̂d,ϵ,ke
ikx, (4.68)

we have3

1. − δ
2
≤ Fd,ϵ(x) ≤ 1 + δ for all x ∈ R.

2. |Fd,ϵ(x)−Θ(x)| ≤ δ for all x ∈ [−π + ϵ,−ϵ] ∪ [ϵ, π − ϵ].

Note that the evolution time required to implement the representation in Eq. (4.68)

is O(d). This scales logarithmically with the precision with which we approximate

the Heaviside function outside of the intervals [−π + ϵ,−ϵ] ∪ [ϵ, π − ϵ] and inverse-

polynomially in size of the interval around 0, (−ϵ, ϵ), where we are not guaranteed

that the two functions are close.

3note that [LT22] adopts different notations. There δ is the precision with which we approximate
the ground state energy, and here it is ϵ.
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The approach of [LT22] consists of finding the smallest point x such that

(p ∗ Fd,ϵ)(x) ≥ η. If we were convolving with the Heaviside function, this would

correspond to the ground state energy. But we will now argue that the neighborhood

around 0 for which we have the approximation can shift where the jump occurs.

Indeed, note that for x ∈ [E0 − ϵ, E0 + ϵ] and ϵ ≤ ∆ we have that:

(p ∗ Fd,ϵ)(x) = (p ∗Θ)(x) +

∫ ϵ

−ϵ
p(x− y)(Fd,ϵ(y)−Θ(y))dy

+

∫

[−1,1]\[−ϵ,ϵ]

p(x− y)(Fd,ϵ(y)−Θ(y))dy

Note that as |Fd,ϵ(x)−Θ(x)| ≤ δ for all x ∈ [−π + ϵ,−ϵ] ∪ [ϵ, π − ϵ] we have that
∣∣∣∣∣∣∣

∫

[−1,1]\[−ϵ,ϵ]

p(x− y)(Fd,ϵ(y)−Θ(y))dy

∣∣∣∣∣∣∣
≤ δ. (4.69)

However, as we only have the promise that − δ
2
≤ Fd,ϵ(x) ≤ 1+ δ for points in [−ϵ, ϵ],

we will not be able to infer the precise point of the jump at a precision larger than

O(ϵ) with this approach. This is because the residual integral term (i.e. the one over

(−ϵ, ϵ) in Eq. (4.69)) will cause fluctuations in this interval and we will not be able

to pin down the jump.

On the other hand, by choosing our filter to be Gaussian derivatives, we are

able to obtain a good approximation everywhere on the real line. Furthermore, by

choosing the zeros of the derivative as criteria, we only need to make sure that the

standard deviation is small enough to separate different eigenvalues. This way we

obtain a smaller maximal evolution time.

204



Figure 4.2: This figure compares the convolution functions and circuit depths used
in the ground state energy estimation method of LT22 [LT22] and the method de-
veloped here. The LT22 method uses a Heaviside convolution, while our method
uses a Gaussian derivative convolution. Their method requires a steep jump in the
convolution function, which necessitates Õ(1/ϵ)-depth circuits. Our method only re-
quires that the contribution of the excited state energies to the convolution function
does not interfere too much with that of the ground state energy. This affords the
use of a less-steep convolution function, which only requires Õ(1/∆)-depth circuits.
The trade-off is that our method requires more samples, leading to an increased total
runtime.

|0⟩ H • W H

ρ e−iHτ

Figure 4.3: Hadamard test circuit parameterized by the Hamiltonian evolution time
τ . H is the Hadamard gate and W is either I or S†, where S is the phase gate.
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Algorithm 20 Convolution evaluation data structure.
1: data structure FilterSampler
2: Init(fT ) ▷ Initialize for the filter fT
3: Sample() ▷ Sample ξ ∈ R with probability ∝ |f̂T (ξ)|
4: Norm() ▷ Return ∥f̂T∥1
5: end data structure
6:
7: data structure ConvEval
8: members
9: C(t,W ) ▷ Run the circuit in Figure 4.3 with τ = 2πt and W = I or S†

10: {(t(i), z(i))}i∈[S] ⊂ R× C ▷ Fourier samples
11: FilterSampler FS ▷ Filter function’s sampler
12: end members
13:
14: procedure Init(fT , ϵ, δ, M) ▷ ϵ is the target accuracy, δ is the tolerable

failure probability, M is the maximal number of points at which the convolution
is evaluated

15: FS.Init(fT )
16: L← FS.Norm()

17: S ←
⌈
L2 ln(4M/δ)

ϵ2

⌉
▷ Lemma 4.9

18: for i← 1, 2, . . . , S do
19: t(i) ← FS.Sample()
20: x(i) ← C(t(i), I) ▷ Hadamard test
21: y(i) ← C(t(i), S†) ▷ Hadamard test
22: z(i) ← L · e2πiϕ(t(i))(x(i) + iy(i))
23: end for
24: end procedure
25:
26: procedure Eval(x) ▷ Approximate (fT ∗ p)(x) within accuracy ϵ
27: Z ← 1

S

∑
i∈[S] e

2πit(i)x · z(i)
28: return Z
29: end procedure
30: end data structure
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Algorithm 21 Low-depth ground state energy estimation algorithm.

1: procedure GSEE(ϵ, δ, Ẽ0, ∆, η)

2: σ ← min

(
0.9∆√

2 ln(9∆ϵ−1η−1)
, 0.2∆

)

3: M ← ⌈σ/ϵ⌉+ 1, ϵ̃← 0.1ϵη√
2πσ3

4: T ← π−1σ−1
√

2 ln (8π−1ϵ̃−1σ−2) ▷ Filter band-limit (Lemma 4.6)
5: ConvEval.Init(gσ,T , ϵ̃/2, δ/2, M) ▷ Algorithm 20
6: for j = 1, 2, . . . ,M do
7: xj ← Ẽ0 − 0.25σ + (0.5σ/M) · (j − 1)
8: hj ← ConvEval.Eval(xj) ▷ Algorithm 20
9: end for

10: j∗ ← argmin1≤j≤M |hj|.
11: return xj∗
12: end procedure
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Chapter 5: Early Fault-Tolerant Ground-State
Property Estimation

5.1 Introduction

One of the primary applications of quantum computing is the simulation of

materials and molecules, which are inherently quantum mechanical. It is hoped that

future powerful quantum computers will be used in the development of materials and

drug discovery [CRAG18]. Although they have yet to realize commercial application,

quantum computers have been improving at a rapid rate, increasing the demand for

quantum algorithms with high-impact use cases. To date, the main focus of quantum

algorithm development for quantum chemistry and materials has been on ground state

energy estimation [CRO+19]. This problem is mathematically formulated as estimat-

ing the lowest eigenvalue of the Hamiltonian matrix that characterizes the physical

system. One of the first quantum chemistry applications of quantum computers was

to use quantum phase estimation for estimating the ground state energy of small

molecules [AGDLHG05]. More recently, the variational quantum eigensolver algo-

rithm [PMS+14] was developed to use near-term intermediate-scale quantum (NISQ)

computers to solve the ground state energy estimation problem.

However, in characterizing materials or analyzing small molecules for drug

discovery, one often needs to estimate properties of the ground state beyond just the

energy. These include transport properties [MW92], electric dipole moments [Jen17],

and molecular forces [OSS+19]. Such properties depend on expectation values of

observables O with respect to the ground state of a Hamiltonian H. The problem of

estimating such quantities was studied in [Amb14, GY19, GPY20], showing that it is

even harder, in a complexity theoretic sense, than the ground state energy estimation

problem in general. A straightforward approach to estimating ground state properties

is to first (approximately) prepare the ground state, from which properties can be

estimated. Many algorithms (e.g. [PW09, GTC19, LT20a]) have been developed for

208



ground state preparation. However, these algorithms only work for idealistic quantum

computers, and the quantum circuit depths involved in these methods are too deep to

even be implemented on early fault-tolerant quantum computers. Another approach

to preparing ground states that is more amenable to near-term quantum computers is

to use the variational quantum eigensolver algorithm [MMS+19, OSS+19]. However,

recent work has suggested that VQE alone is not practical for solving problems of

industrial relevance [GRB+20]; estimation methods which are more efficient (e.g.

[WKJC21]) than prepare and measure estimation, as used in VQE, seem necessary in

order for quantum computers to compete with state-of-the-art methods in quantum

chemistry and materials. Further issues with the variational quantum eigensolver

and its variants are that there are no guarantees on the quality of the output ground

state and that heuristic optimization methods struggle to prepare high-fidelity ground

states.

This motivates the development of quantum algorithms for ground state prop-

erty estimation (GSPE) which are both reliable and able to be run on near-term

quantum computers (e.g. early fault-tolerant quantum devices) with the following

characteristics: (1) The circuit depth (or the maximal Hamiltonian evolution time)

is small even with the price of increasing the total circuit size (or evolution time).

(2) The number of logical qubits is limited. The early fault-tolerant model captures

the challenges of building a large-scale long-time coherent quantum device, while also

being able to solve many important problems with provable performance guarantees

[BMN+21, BOM+21, Cam21, LT22, Lay22]. The central question that this chapter

addresses is then:

Is it possible to estimate ground state properties of a Hamiltonian reliably using

early fault-tolerant quantum computers?

In this chapter, we provide an affirmative answer to this question. Further-

more, we propose an algorithm for the ground state property estimation using low-

depth quantum circuits. The main theorem is stated as follows:
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Theorem 5.1 (Main theorem, informal). Given a Hamiltonian H and an observable

O. Suppose we have access to a unitary UI that prepares a state |ϕ0⟩ that has non-

trivial overlap with the ground state |ψ0⟩ of H. Then, there exists an algorithm

to estimate ⟨ψ0|O |ψ0⟩ with high accuracy and low-depth: the maximal Hamiltonian

evolution time is Õ(γ−1), where γ is the spectral gap of H.

We make a few remarks about our main result. First, we note that the maxi-

mal evolution time, which is the maximal length of time we need to perform coherent

time evolution, can roughly determine the depth of the quantum circuit. Our result

achieves a nearly-linear dependence on γ−1 and only poly-logarithmic on the accu-

racy ϵ−1, which improves the Õ(ϵ−1) maximal evolution time in the ground state

energy estimation algorithms [Som19, LT22, CBKC21, Ral21]. Second, our result

does not violate the Heisenberg limit because the total evolution time still depends

on poly(ϵ−1). Third, similar to almost all prior works in ground state preparation

and energy estimation (e.g. [Som19, LT20a, LT22]), we need the assumption that

the initial state has some nontrivial overlap with the ground state, as otherwise the

problem will become computationally intractable. Last, we consider the Hamiltonian

as a black-box, which is a common model in this field. To implement our algorithm,

for sparse local Hamiltonian, we can use the current state-of-the-art Hamiltonian sim-

ulation methods [BCC+15, LC17, CMN+18, LC19] with gate complexity depending

linearly in the evolution time and logarithmically in the accuracy.

Comparison to the straightforward method. We can compare our algorithm

with the straightforward approach of GSPE that first prepares the ground state and

then applies quantum phase estimation (QPE) to estimate the ground state property.

• In the first step, to achieve an ϵ-accuracy for the estimation, the ground state

need to be prepared with fidelity at least 1 − ϵ using the methods in [GTC19,

LT20a], which have circuit depth Õ(γ−1η−1) where η is the overlap between the

initial state and the ground state.
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• In the second step, QPE [KOS07, Ral21] requires circuit depth Õ(ϵ−1) for an

ϵ-accuracy estimation for the ground state property.

Therefore, this straightforward approach has circuit depth Õ(γ−1η−1+ϵ−1), while our

algorithm has circuit depth Õ(γ−1). Furthermore, they also need many (i.e., ω(1))

additional ancilla qubits for preparing the ground state, while we only use one ancilla

qubit. Our algorithm has a great advantage when the Hamiltonian’s spectral gap is

much larger than the estimation accuracy, making it easier to be implemented in the

early fault-tolerant devices.

Organization. In Section 5.2 we formally state the problem of ground state prop-

erty estimation. In Section 5.3 we review the method developed in [LT22] for estimat-

ing ground state energies. In the next three sections we explain our main algorithms

and give an analysis for their performances starting from the simplest case and build-

ing to the most-involved, general case. Section 5.4 presents the case of a unitary

observable which commutes with the Hamiltonian. Section 5.5 presents the case

of a unitary observable which does not necessarily commute with the Hamiltonian.

Section 5.6 describes the case of a general observable. Then, Section 5.7 gives two

applications of the ground state property estimation algorithm. Section 5.8 gives a

discussion of the results and presents some open questions.

5.2 Ground State Property Estimation Problem

In this section, we will formally define the ground state property estimation

problem. This problem was initially studied by Ambainis [Amb14] as the approximate

simulation problem (APX-SIM), and he proved that APX-SIM is PQMA[log]-complete1.

1PQMA[log] contains the problems with polynomial-time classical algorithms that are allowed to
make O(log n) queries to an oracle solving a promise problem in QMA.
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Problem 5.2 (Approximate simulation (APX-SIM), [Amb14]). Given a k-local Hamil-

tonianH, an ℓ-local observableO, and real numbers a, b, ϵ such that b−a ≥ 1/ poly(n),

and ϵ ≥ 1/ poly(n), for n the number of qubits the Hamiltonian H acts on, decide:

• Yes case: H has a ground state |ψ0⟩ such that ⟨ψ0|O |ψ0⟩ ≤ a,

• No case: for any state |ψ⟩ with ⟨ψ|H |ψ⟩ ≤ λ0+ ϵ where λ0 is the ground state

energy of H, it holds that ⟨ψ0|O |ψ0⟩ ≥ b.

In the follow-up works, APX-SIM was shown to be PQMA[log]-complete even for

5-local Hamiltonian and 1-local observable [GY19], and also for some physics models

like 2D Heisenberg model and 1D nearest-neighbor, translationally invariant model

[GPY20, WBG20]. However, these previous studies only focused on the decision

version of this problem. For the purpose of designing efficient algorithms, we first

define the “search version” of APX-SIM as follows:

Problem 5.3 (Search version of APX-SIM). Given a Hamiltonian H, an (local) ob-

servable O, and ϵ ∈ (0, 1), with Ω(1) probability, estimate ⟨ψ0|O |ψ0⟩ with an addi-

tive/multiplicative error at most ϵ.

In general, Problem 5.3 will not be more tractable than Problem 5.2. Thus,

we may need some prior information about the Hamiltonian H and its ground state.

Motivated by the widely used variational quantum eigensolver (VQE) [PMS+14,

MRBAG16] and the Hartree-Fock method [SO12] in quantum chemistry, it is of-

ten the case that for many real-world Hamiltonians, we are able to efficiently prepare

an initial state |ϕ0⟩ that has a nontrivial overlap with the ground state. Moreover, we

assume that the Hamiltonian H has a nontrivial spectral gap, where a large family of

Hamiltonians in practice satisfy this condition. With these assumptions, we formally

define the ground state property estimation problem as follows:

Problem 5.4 (Ground state property estimation (GSPE)). Given a Hamiltonian H

with spectral gap γ and ground state |ψ0⟩, an observable O, a unitary UI such that it
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prepares an initial state |ϕ0⟩ with |⟨ϕ0|ψ0⟩|2 ≥ η, and ϵ ∈ (0, 1), estimate ⟨ψ0|O |ψ0⟩
with an additive/multiplicative error at most ϵ with Ω(1) probability.

Remark 5.1. We notice that when O = H, Problem 5.4 becomes the ground state

energy estimation problem. Moreover, the prior knowledge of a large overlap for

the initial state is required for all quantum algorithms with provable performance

guarantees (e.g. [GTC19, LT20a, LT22]). It is also worth noting that even with these

assumptions, it is unlikely to use a purely classical algorithm to estimate the ground

state energy or property to high precision (unless P = BQP) [GLG22].

We propose a high-accuracy, early fault-tolerant quantum algorithm for GSPE

that satisfies the following properties:

• The maximal evolution time depends logarithmically on the accuracy ϵ and

overlap η.

• In addition to the Hamiltonian evolution and observable implementation, it only

uses one additional ancilla qubit.

5.3 An Overview of the Low-Depth Ground State Energy Es-
timation

In this section, we provide a brief overview of the low-depth ground state

energy estimation algorithm proposed by Lin and Tong [LT22]. Our algorithms are

inspired by this algorithm and use it as a subroutine.

More specifically, they showed that:

Theorem 5.5 ([LT22]). Given a Hamiltonian H with eigenvalues in the interval

[−π/3, π/3] and its ground state |ψ0⟩ has energy λ0. And suppose we can prepare an

initial state |ϕ0⟩ such that p0 ≥ η for some known η, where p0 := |⟨ϕ0|ψ0⟩|2. Then,

for any ϵ, ν ∈ (0, 1), there exists an algorithm that estimates λ0 with an additive

error ϵ with probability 1 − ν, by running a parameterized quantum circuit with the
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maximum quantum evolution time Õ(ϵ−1) and the expected total quantum evolution

time Õ(ϵ−1η−2).

The pseudo-code of their algorithm is given in Algorithm 22.

The main technique of their algorithm is a classical post-processing procedure

that extracts information from the following Hadamard test circuit (Figure 5.1).

|0⟩ H • W H

|ϕ0⟩ e−ijτH

Figure 5.1: Quantum circuit parameterized by j. H is the Hadamard gate and W is
either I or a phase gate. A detailed analysis of this circuit is given in Appendix C.1.1.

Let the initial state |ϕ0⟩ be expanded as |ϕ0⟩ =
∑

k αk |ψk⟩ in the eigen-basis

of H and let pk := |αk|2 be the overlap with the k-th eigenstate. They considered the

overlaps p0, p1, . . . as a density function:

p(x) :=
∑

k

pkδ(x− λk) ∀x ∈ [−π, π]. (5.1)

Then, the cumulative distribution function (CDF) C(x) :=
∫ x
−π p(t)dt can be ex-

pressed as a convolution of p(x) and the 2π-periodic Heaviside function H(x), which

is 0 in [(2k − 1)π, 2kπ) and 1 in [2kπ, (2k + 1)π) for any k ∈ Z. Thus, C(x) is also

a periodic function, which makes it convenient to apply the Fourier approximation.

They showed that H(x) can be approximated by a low-Fourier degree function F (x)

in the intervals [−π + δ,−δ] and [δ, π − δ]. Then, they defined the approximated

cumulative distribution function (ACDF) as C̃(x) := (F ⋆ p)(x) and proved that

C(x− δ)− η/8 ≤ C̃(x) ≤ C(x+ δ) + η/8 ∀x ∈ [−π/3, π/3]. (5.2)
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Moreover, for each x, we have

C̃(x) =
∑

|j|≤d

F̂je
ijx · ⟨ϕ0| e−ijH |ϕ0⟩ , (5.3)

where F̂j is the Fourier coefficient of F (x). Note that ⟨ϕ0| e−ijH |ϕ0⟩ can be estimated

via the parameterized quantum circuit (Figure 5.1). Hence, we can estimate the

ACDF at every point in [−π/3, π/3]. Moreover, they showed that the multi-level

Monte Carlo method can be applied here to save the number of samples needed to

achieve a high-accuracy estimation (Line 21).

Therefore, we can estimate the ground state energy λ0 by locating the first

non-zero point of the CDF C(x), which is η/8-approximated by the ACDF C̃(x).

Since we assume that p0 ≥ η, the approximation error and the estimation error of

C̃(x) can be tolerated, and we can find λ0 via a robust binary search (Line 18).

We note that the maximal evolution time of this algorithm corresponds to the

Fourier degree of F (x), which is Õ(ϵ−1) by the construction, making their algorithm

suitable for early fault-tolerant quantum devices. More details of this algorithm and

the proofs are given in Appendix C.1.

5.4 Algorithm for Commutative Case

In this section, we consider a easier case that O is unitary and commutes

with the Hamiltonian H, and give a two-step quantum-classical hybrid algorithm

for Problem 5.4. More specifically, suppose the initial state can be expanded in the

eigenbasis as follows: |ϕ0⟩ =
∑

k ck |ψk⟩ with pk := |ck|2. We note that {|ψk⟩} is also

an eigenbasis of O since O and H commute. In Step 1, we run [LT22]’s algorithm

to estimate the ground state energy λ0 and the overlap between the initial state and

the ground state p0. In Step 2, we construct a similar CDF function for the density
∑

k Okpkδ(x − λk), where Ok := ⟨ψk|O |ψk⟩. If we evaluate the CDF at λ0, we can

obtain an estimate of O0.
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5.4.1 Step 1: estimate the initial overlap

We first run the procedure EstimateGSE (Algorithm 22) to estimate the

ground state energy λ0 with an additive error ϵ. Let x⋆ be the output. We remark

that x⋆ satisfy C(x⋆+ τϵ) ≥ p0 and C(x⋆− τϵ) = 0. However, we can only extract p0
from the ACDF C̃(x), which satisfies:

C(x− τϵ)− η/8 ≤ C̃(x) ≤ C(x+ τϵ) + η/8 ∀x ∈ [−π/3, π/3]. (5.4)

If [x− τϵ, x+ τϵ] contains a “jump” of C(x), i.e., an eigenvalue λk, then the approxi-

mation error of C̃(x) will be large.

Hence, we say a point x is “good” for λk if [x − τϵ, x + τϵ] is contained in

[τλk, τλk+1). It is easy to see that C̃(x) will be an η/8-additive approximation of
∑

j≤k pk if x is good. Our goal is to find an xgood that is good for λ0, and estimating

C̃(xgood) gives the overlap p0. The following claim gives a way to construct xgood using

the spectral gap of H.

Claim 5.6 (Construct xgood). Let γ be the spectral gap of the Hamiltonian H. For any

ϵ ∈ (0, γ/4), x⋆ + τγ/2 is good for λ0, where x⋆ is the output of EstimateGSE(ϵ, η)

(Algorithm 22).

Proof. We know that x⋆ satisfies:

x⋆ − τϵ < τλ0 ≤ x⋆ + τϵ. (5.5)

Then, we have

x⋆ + τγ/2 > τλ0 − τϵ+ τγ/2 > τλ0 + τϵ. (5.6)

We also have

x⋆ + τγ/2 < τλ0 + τϵ+ τγ/2 (5.7)

≤ τ(λ1 − γ) + τϵ+ τγ/2

= τλ1 + τ(ϵ− γ/2)

< τλ1 − τϵ. (5.8)
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Therefore, x⋆ is good for λ0.

We note that in [LT22], the ACDF’s approximation error is chosen to be η/8.

We may directly change it to ϵη/8 without significantly changing the circuit depth,

since by Lemma C.6 the degree of F can only blowup by a log factor of ϵ.

Lemma 5.7 (Estimating the overlap). For any ϵ0, ν ∈ (0, 1), the overlap p0 :=

|⟨ϕ0|ψ0⟩|2 can be estimated with multiplicative error 1 ± O(ϵ0) with probability 1 −
ν by running the quantum circuit (Figure 4.3) Õ(ϵ−20 η−2) times with expected total

evolution time Õ(γ−1ϵ−2η−2) and maximal evolution time O(γ−1).

Proof. By Claim 5.6, if we set the additive error of ground state energy λ0 to be

O(γ), then we can construct an xgood that is good for λ0. By Theorem 5.5, it can be

done with maximum quantum evolution time Õ(γ−1) and the expected total quantum

evolution time Õ(γ−1η−2). Notice that we need to take d = O(δ−1 log(δ−1ϵ−10 η−1))

(Line 3 in Algorithm 22) to make C̃(xgood) be an O(ϵ0η)-approximation of p0, where

δ = τγ.

Next, we estimate C̃(xgood) with additive error ηϵ with probability 1− ν. We

have an unbiased estimator

G(x;Z,J) = FZeiθJ+Jx (5.9)

for C̃(x), where Z := X + iY is measured from the Hadamard test, and J is a

random variable for the Hamiltonian evolution time sampled proportional to the

Fourier weight of F , i.e., Pr[J = j] = |F̂j|/F for −d ≤ j ≤ d and F :=
∑
|j|≤d |F̂j|.

We can show that G(x;Z,J) has variance O(log2(d)), and one estimate can be

obtained with evolution time Õ(τd/ log(d)) in expectation. If we repeatedly sample

G(x;Z,J) and take the mean of them, then by Chebyshev’s inequality, the sample

complexity is Õ(ϵ−20 η−2ν−2) to have an additive error O(ϵ0η) with probability 1− ν.

Instead, we can use the so-called “median-of-means” trick to reduce the sample

complexity. More specifically, let Ng = O(log(1/ν)) and K = O(ϵ−20 ). We first
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partition m = NgK samples (Z1, J1), . . . , (Zm, Jm) into Ng groups of size K. Then,

for any i ∈ [Ng], the i-th group mean is

Gi :=
1

K

K∑

j=1

G(x;Z(i−1)K+j, J(i−1)K+j). (5.10)

The final estimator is given by the median of these group means, i.e.,

G(x) := median(G1, . . . , GNg). (5.11)

By Chernoff bound, it is easy to see that G(x) has an additive error at most (ηϵ0)

with probability 1−ν. It will imply that multiplicative error is at most 1±O(ϵ0) since

p0 = Θ(η). And the sample complexity of G(x) is Õ(ϵ−20 η−2). Hence, the expected

total evolution time is Õ(γ−1ϵ−20 η−2). Since we run the same quantum circuit to

estimate G(x), the maximal evolution time is still Õ(γ−1).

5.4.2 Step 2: estimate the O-weighted CDF

To estimate the expectation value of O, consider the following quantum circuit:

|0⟩ H • • W H

|ϕ0⟩ e−ijτH O

Figure 5.2: Quantum circuit parameterized by j. H is the Hadamard gate and W is
either I or a phase gate S.

Define the random variables Xj, Yj be as follows: for W = I, Xj := 1 if the

outcome is 0, and Xj := −1 if the outcome is 1. For W = S, Yj := −1 if the outcome

is 0, and Yj := 1 if the outcome is 1.

Then, we have the following claim on the expectation of the random variables

Xj, Yj:
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Claim 5.8 (A variant of Hadamard test). For any j ∈ Z, the random variable Xj+iYj

is an un-biased estimator for ⟨ϕ0|Oe−ijτH |ϕ0⟩.

The proof is deferred to Appendix C.1.1.

We can expand ⟨ϕ0|Oe−ijτH |ϕ0⟩ in the eigenbasis of H (which is also an eigen-

basis of O):

⟨ϕ0|Oe−ijτH |ϕ0⟩ =
∑

k,k′

c∗kck′e
−ijτλk ⟨ψk|O |ψ′k⟩

=
∑

k

pkOke
−ijτλk , (5.12)

where the last step follows from the simultaneous diagonalization of O and H, and

Ok := ⟨ψk|O |ψk⟩. We may assume that |Ok| ≤ 1 for any k ∈ N.

Inspired by the ground state energy estimation algorithm in [LT22], we define

the O-weighted “density function” for the observable as follows:

pO(x) :=
∑

k

pkOkδ(x− τλk). (5.13)

Note that pO(x) can be negative at some points.

Suppose the eigenvalues of τH is within [−π/3, π/3]. Then, we define the

O-weighted CDF and ACDF for pO(x) similar to [LT22]:

CO(x) := (H ∗ pO)(x), C̃O(x) := (F ∗ pO)(x), (5.14)

where H is the 2π-periodic Heaviside function and F = Fd,δ is the Fourier approx-

imation of H constructed by Lemma C.6. It is easy to verify that CO(x) equals to
∑

k pkOk1x≥pkOk
for any x ∈ [−π/3, π/3].

The following lemma gives an unbiased estimator for the O-weighted ACDF.

Lemma 5.9 (Estimating the O-weighted ACDF). For any x ∈ [−π, π], there exists

an unbiased estimator GO(x) for the O-weighted ACDF C̃O(x) with variance Õ(1).

Furthermore, GO(x) runs the quantum circuit (Figure 5.2) with expected total

evolution time O(τd/ log(d)), where d is the Fourier degree of F .
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Proof. C̃O(x) can be expanded in the following way:

C̃O(x) = (F ∗ pO)(x) (5.15)

=

∫ π

−π
F (x− y)pO(y)dy

=
∑

|j|≤d

∫ π

−π
F̂je

ij(x−y)pO(y)dy

=
∑

|j|≤d

F̂je
ijx

∫ π

−π
pO(y)e

−ijydy

=
∑

|j|≤d

F̂je
ijx
∑

k

pkOke
−ijτλk

=
∑

|j|≤d

F̂je
ijx · ⟨ϕ0|Oe−ijτH |ϕ0⟩ , (5.16)

where the third step follows from the Fourier expansion of F (x − y), the fifth step

follows from the property of Dirac’s delta function, and the last step follows from the

definition of pk and the eigenvalues of matrix exponential.

Define an estimator G(x;J,Z) as follows:

G(x;J,Z) := F · Zei(θJ+Jx), (5.17)

where θj is defined by F̂j = |F̂j|eiθj , Z = X + iY measured from the quantum circuit

(Figure 5.2) with parameter j = J, and F =
∑
|j|≤d |F̂j|.

Then, we show that G(x;J,Z) is un-biased:

E[G(x;J,Z)] =
∑

|j|≤d

E
[
(Xj + iYj)e

i(θj+jx)|F̂j|
]

(5.18)

=
∑

|j|≤d

F̂je
ijx · E [Xj + iYj]

=
∑

|j|≤d

F̂je
ijx · ⟨ϕ0|Oe−ijτH |ϕ0⟩

= C̃(x), (5.19)
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where the third step follows from Claim 5.8. Moreover, the variance of G can be

upper-bounded by:

Var[G(x;J,Z)] = E[|G(x;J,Z)|2]− |E[G(x;J,Z)]|2 (5.20)

≤ E[|G(x;J,Z)|2]

≤ 2F2, (5.21)

where the third step follows from |ei(θJ+Jx)| = 1, and the last step follows from

Xj, Yj ∈ {±1}. By Lemma C.6, we know that |F̂j| = O(1/|j|). Hence, we have

F =
∑
|j|≤dO(1/|j|) = O(log d). Thus, Var[G(x;J,Z)] = O(log2(d)).

The expected total evolution time is

Ttot := E[|J |] = τ
∑

|j|≤d

|j| · |F̂j|
F

= O(τd/ log(d)). (5.22)

The lemma is then proved.

The following lemma shows that the O-weighted CDF CO(x) can be approxi-

mated by the O-weighted ACDF C̃O(x):

Lemma 5.10 (Approximating the O-weighted CDF). For any ϵ > 0, 0 < δ < π/6,

let F (x) := Fd,δ(x) constructed by Lemma C.6 with approximation error ηϵ/8. Then,

for any x ∈ [−π/3, π/3], it holds that:

CO(x− δ)− ηϵ/8 ≤ C̃O(x) ≤ CO(x+ δ) + ηϵ/8. (5.23)

The proof is very similar to Lemma C.7, so we omit it here.

We can take δ := τγ/5 and let xgood := x⋆ + τγ/2. Then, by Claim 5.6, we

know that xgood is good for λ0, i.e., [xgood − τγ, xgood + τγ] ⊂ (τλ0, τλ1). Hence,

C̃O(xgood) satisfies
∣∣∣C̃O(xgood)− p0O0

∣∣∣ ≤ ηϵ/8. (5.24)

The following lemma shows how to estimate C̃O(xgood), which is very similar

to Lemma 5.7.
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Lemma 5.11 (Estimating p0O0). For any ϵ1, ν ∈ (0, 1), p0O0 can be estimated with

multiplicative error 1 ± O(ϵ1) with probability 1 − ν by runs the quantum circuit

(Figure 4.3) Õ(ϵ−21 η−2) times with expected total evolution time Õ(γ−1ϵ−21 η−2) and

maximal evolution time O(γ−1).

5.4.3 Putting it all together

In this section, we will put the components together and prove the following

main theorem, which gives an algorithm for the ground state property estimation.

Theorem 5.12 (Ground state property estimation with commutative observable,

Restate). Suppose p0 ≥ η for some known η, and let γ > 0 be the spectral gap of the

Hamiltonian. Then, for any ϵ, ν ∈ (0, 1), the ground state property ⟨ψ0|O |ψ0⟩ can be

estimated within additive error at most ϵ with probability 1− ν, such that:

1. the number of times running the quantum circuits (Figure 4.3 and 5.2) is

Õ(ϵ−2η−2),

2. the expected total evolution time is Õ(γ−1ϵ−2η−2),

3. the maximal evolution time is Õ(γ−1).

Proof. By Lemma 5.7, we obtain an estimate p0 for p0 with the guarantee that

∣∣p0 − p0
∣∣ ≤ O(ηϵ0), (5.25)

where ϵ0 will be chosen shortly.

By Lemma 5.11, we obtain an estimate p0O0 for p0O0 with the guarantee that

∣∣p0O0 − p0O0

∣∣ ≤ O(ηϵ1), (5.26)

where ϵ1 will be chosen shortly.
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Then, we have
∣∣∣∣
p0O0

p0
−O0

∣∣∣∣ =
∣∣∣∣
p0O0

p0
− p0O0

p0
+
p0O0

p0
− p0O0

p0

∣∣∣∣ (5.27)

≤ |p0O0 − p0O0|
p0

+ |p0O0|
∣∣∣∣
1

p0
− 1

p0

∣∣∣∣

≤ O(ηϵ1)

p0 −O(ηϵ0)
+ |p0O0|

∣∣∣∣
1

p0 −O(ηϵ0)
− 1

p0

∣∣∣∣

≤ O(ηϵ1)

η −O(ηϵ0)
+ |p0O0|

∣∣∣∣
1

p0 − p0O(ϵ0)
− 1

p0

∣∣∣∣
≤ O(ϵ1)(1−O(ϵ0)) + |O0|(1 +O(ϵ0)− 1)

≤ O(ϵ0 + ϵ1), (5.28)

where the second step follows from the triangle inequality, the third step follows from

Eqs. (5.25) and (5.26), the third step follows from p0 ≥ η, the fifth step follows from
1

1−x ≤ 1 +O(x) for x ∈ (0, 1).

Hence, if we take ϵ0 = ϵ1 = O(ϵ), we will achieve additive error at most ϵ.

For the success probability, we can make Eq.(5.25) hold with probability 1−ν/2
in Lemma 5.7 and Eq.(5.26) hold with probability 1− ν/2 in Lemma 5.11. Then, by

the union bound, we get a good estimate with probability at least 1− ν.

The computation costs follow directly from Lemma 5.7 and Lemma 5.11. And

the proof of the theorem is then completed.

5.5 Algorithm for General Unitary Observables

In this section, we will prove the following theorem for unitary observables in

the general case:

Theorem 5.13 (Ground state property estimation with general unitary observable).

Suppose p0 ≥ η for some known η and the spectral gap of the Hamiltonian H is at

least γ. For any ϵ, ν ∈ (0, 1), there exists an algorithm for estimating the ground state
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property ⟨ψ0|O |ψ0⟩ within additive error at most ϵ with probability at least 1−ν, such

that:

1. the expected total evolution time is Õ(γ−1ϵ−2η−2)

2. the maximal evolution time is Õ(γ−1).

In the following parts, we will first introduce the 2-d O-weighted density func-

tion and CDF, which extend the commuting observables to the general case. Then,

we will show how to combine them with the overlap estimation in Section 5.4.1 for

proving Theorem 5.13.

5.5.1 2-d O-weighted density function and CDF

Let |ϕ0⟩ =
∑

k ck |ψk⟩ where |ck|2 = pk. In general, O andH may not commute.

Hence, we consider a more symmetric form of expectation: ⟨ϕ0| e−ijτHOe−ij′τH |ϕ0⟩,
which can be expanded in the eigenbasis of H as follows:

⟨ϕ0| e−ijτHOe−ij
′τH |ϕ0⟩ =

∑

k,k′

c∗kck′e
−ijτλke−ij

′τλk′ ⟨ψk|O |ψ′k⟩

=
∑

k,k′

c∗kck′e
−ijτλk′e−ij

′τλk′ ⟨ψk|O |ψk′⟩ (5.29)

Similar to the commutative case, we define a 2-d O-weighted density function:

pO,2(x, y) :=
∑

k,k′

c∗kck′Ok,k′δ(x− τλk)δ(y − τλk′), (5.30)

where Ok,k′ := ⟨ψk|O |ψk′⟩. Then, define the corresponding 2-d O-weighted CDF

function as follows:

CO,2(x) := (H2 ∗ pO,2)(x, y), (5.31)

where H2(x, y) := H(x) ·H(y), the 2-d 2π-periodic Heaviside function.
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We first justify that CO,2 is indeed a CDF of pO,2 in [−π/3, π/3]:

C2(x, y) =

∫ π

−π

∫ π

−π
H2(x− u, y − v)p(u, v)dudv (5.32)

=
∑

k,k′

c∗kck′Ok,k′ ·
∫ π

−π

∫ π

−π
H2(x− u, y − v)δ(u− τλk)δ(v − τλk′)dudv

=
∑

k,k′

c∗kck′Ok,k′ ·H(x− τλk)H(y − τλk′)

=
∑

k,k′

c∗kck′Ok,k′ · 1x≥τλk,y≥τλk′

=
∑

k:τλk≤x,
k′:τλk′≤y

c∗kck′Ok,k′ . (5.33)

Hence, the definition of CO,2 is reasonable.

Then, we show that CO,2 can be approximated similar to the 1-d case. Let

F2(x) be the 2-d approximated Heaviside function, i.e.,

F2(x, y) := F (x) · F (y). (5.34)

The 2-d O-weighted approximated CDF (ACDF) is defined to be

C̃O,2(x, y) := (F2 ∗ pO,2)(x, y). (5.35)

The following lemma shows that C̃O,2(x, y) is close to CO,2(x
′, y′) for some (x′, y′)

close to (x, y).

Lemma 5.14 (Approximation ratio of the 2-d O-weighted ACDF). For any ϵ > 0,

0 < δ < π/6, let F2(x, y) := Fd,δ(x)·Fd,δ(y) constructed by Lemma C.6. Then, for any

x, y ∈ [−π/3, π/3], the 2-d O-weighted ACDF C̃O,2(x, y) = (F2 ∗ pO,2)(x, y) satisfies:

CO,2(x− δ, y − δ)− 2ϵ ≤ C̃O,2(x, y) ≤ CO,2(x+ δ, y + δ) + 2ϵ. (5.36)

Proof. By (2) in Lemma C.6, we have

|F (x)−H(x)| ≤ ϵ ∀x ∈ [−π + δ,−δ] ∪ [δ, π − δ], (5.37)
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which implies that for all x, y ∈ [−π + δ,−δ] ∪ [δ, π − δ],

|F2(x, y)−H2(x, y)| ≤ |F (x)F (y)−H(x)H(y)| (5.38)

= |F (x)F (y)− F (x)H(y) + F (x)H(y)−H(x)H(y)|

≤ F (x)|F (y)−H(y)|+H(y)|F (x)−H(x)|

≤ (F (x) +H(y))ϵ

≤ 2ϵ, (5.39)

where the last step follows from F (x) ∈ [0, 1] by (1) in Lemma C.6. Furthermore, we

also have for x ∈ [−δ, δ], y ∈ [−π + δ,−δ],

|F2(x, y)−H2(x, y)| ≤ |F (x)F (y)−H(x)H(y)| (5.40)

= |F (x)F (y)| (H(y) = 0)

≤ F (y)

≤ ϵ. (5.41)

Similarly, for x ∈ [−π + δ,−δ], y ∈ [−δ, δ],

|F2(x, y)−H2(x, y)| ≤ ϵ. (5.42)

Define FL,2 := F2(x− δ, y − δ) such that

|FL,2(x)−H2(x)| ≤ 2ϵ ∀(x, y) ∈ [−π + 2δ, 0]× [−π + 2δ, π] (5.43)

∪ [−π + 2δ, π]× [−π + 2δ, 0]

∪ [2δ, π]× [2δ, π].

For C̃L,2(x, y) := (FL,2 ∗ pO,2)(x, y), we have C̃L,2(x, y) = C̃O,2(x− δ, y − δ).
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Let p2 := pO,2. Then, for any x, y ∈ [−π/3, π/3], we have

∣∣∣CO,2(x, y)− C̃L,2(x, y)
∣∣∣ =

∣∣∣∣
∫ π

−π

∫ π

−π
p2(x− u, y − v)(H2(u, v)− FL,2(u, v))dudv

∣∣∣∣
(5.44)

≤
∫ π

−π

∫ π

−π
p2(x− u, y − v)|H2(u, v)− FL,2(u, v)|dudv

=

(∫ 0

−π

∫ π

−π
+

∫ π

0

∫ 0

−π
+

∫ π

2δ

∫ π

2δ

)
p2(x− u, y − v))|H2(u, v)− FL,2(u, v)|dudv

+

(∫ 2δ

0

∫ π

0

+

∫ π

0

∫ 2δ

0

−
∫ 2δ

0

∫ 2δ

0

)
p2(x− u, y − v))|H2(u, v)− FL,2(u, v)|dudv

≤ 2ϵ ·
(∫ 0

−π

∫ π

−π
+

∫ π

0

∫ 0

−π
+

∫ π

2δ

∫ π

2δ

)
p2(x− u, y − v)dudv

+

(∫ 2δ

0

∫ π

0

+

∫ π

0

∫ 2δ

0

−
∫ 2δ

0

∫ 2δ

0

)
p2(x− u, y − v))|H2(u, v)− FL,2(u, v)|dudv

≤ 2ϵ+

(∫ 2δ

0

∫ π

0

+

∫ π

0

∫ 2δ

0

−
∫ 2δ

0

∫ 2δ

0

)
p2(x− u, y − v))|H2(u, v)− FL,2(u, v)|dudv

≤ 2ϵ+

(∫ 2δ

0

∫ π

0

+

∫ π

0

∫ 2δ

0

−
∫ 2δ

0

∫ 2δ

0

)
p2(x− u, y − v)dudv

= 2ϵ+

(∫ x

x−2δ

∫ y

y−π
+

∫ x

x−π

∫ y

y−2δ
−
∫ x

x−2δ

∫ y

y−2δ

)
p2(u, v)dudv (5.45)

= 2ϵ+ CO,2(x, y)− CO,2(x− 2δ, y − 2δ),

where the second step follows from Cauchy-Schwarz inequality, the third step follows

from partitioning the integration region, the forth step follows from Eq. (5.43) and

the fact that p(x, y) is supported in [−π/3, π/3] × [−π/3, π/3] and δ < π/6 (see

Figure 5.3 (a)), the fifth step follows from pO,2(x) is a density function, the last step

follows from CO,2(x) is the CDF of pO,2(x) in [−π, π]× [−π, π] and x, y ∈ [−π/3, π/3]
(see Figure 5.3 (b)).

Hence, we have

C̃L,2(x, y) ≥ CO,2(x, y)− (2ϵ+ CO,2(x, y)− CO,2(x− 2δ, y − 2δ))

= CO,2(x− 2δ, y − 2δ)− 2ϵ, (5.46)
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π/3

−π/3
−π/3 π/3x− 2δ x

y − 2δ

y

(b)

Figure 5.3: (a) is the integral region for Eq. (5.44), where the integral in regions 1-6
can be upper bounded by Eq. (5.43). (b) is the integral region for Eq. (5.45).

which proves the first inequality:

C̃O,2(x− δ, y − δ) ≥ CO,2(x− 2δ, y − 2δ)− 2ϵ. (5.47)

Similarly, we can define FR,2 := F2(x + δ, y + δ) and C̃R,2(x, y) := (FR,2 ∗
p2)(x, y). We can show that

∣∣∣CO,2(x, y)− C̃R,2(x, y)
∣∣∣ ≤ 2ϵ+ CO,2(x+ 2δ, y + 2δ)− CO,2(x, y), (5.48)

which gives

C̃O,2(x+ δ, y + δ) ≤ CO,2(x+ 2δ, y + 2δ) + 2ϵ. (5.49)

The lemma is then proved.

5.5.2 Estimating the 2-d ACDF

We use the following parameterized quantum circuit to estimate the 2-d O-

weighted ACDF C̃O,2(x, y).
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|0⟩ H • • • W H

|ϕ0⟩ e−it1H O e−it2H

Figure 5.4: Quantum circuit parameterized by t1, t2. H is the Hadamard gate and W
is either I or a phase gate S.

Lemma 5.15 (Estimate 2-d O-weighted ACDF). For any x, y ∈ [−π/3, π/3], for any

ϵ, ν ∈ (0, 1), we can estimate C̃O,2(x, y) with additive error ηϵ with probability 1 − ν
by running the quantum circuit (Figure 5.4) O(ϵ−2η−2 log(1/ν)) times with maximal

evolution time Õ(γ−1) and total expected evolution time Õ(γ−1ϵ−1η−1).

Proof. C̃O,2(x, y) can be expanded in the following way:

C̃O,2(x, y) = (F2 ∗ p2)(x, y) (5.50)

=

∫ π

−π

∫ π

−π
F2(x− u, y − v)p2(u, v)dudv

=
∑

|j|≤d,|j′|≤d

∫ π

−π

∫ π

−π
F̂jF̂j′e

ij(x−u)eij
′(y−v)p2(u, v)dudv

=
∑

|j|≤d,|j′|≤d

F̂jF̂j′e
i(jx+j′y)

∫ π

−π

∫ π

−π
p2(u, v)e

−ijue−ij
′vdudv

=
∑

|j|≤d,|j′|≤d

F̂jF̂j′e
i(jx+j′y)

∑

k,k′

c∗kckOk,k′e
−ijτλke−ij

′τλk′

=
∑

|j|≤d,|j′|≤d

F̂jF̂j′e
i(jx+j′y) · ⟨ϕ0| e−ijτHOe−ij

′τH |ϕ0⟩ , (5.51)

To estimate ⟨ϕ0| e−ijτHOe−ij′τH |ϕ0⟩, we use the multi-level Monte Carlo method.

Define a random variables J, J ′ with support {−d, · · · , d} such that

Pr[J = j, J ′ = j′] =
|F̂j||F̂j′|

F2
, (5.52)
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where F :=
∑
|j|≤d |F̂j|. Then, let Z := XJ,J ′ + iYJ,J ′ ∈ {±1± i}. Define an estimator

G2(x; J, J
′, Z) as follows:

G2(x, y; J, Z) := F2 · Zei(θJ+Jx)ei(θJ′+J ′y), (5.53)

where θj is defined by F̂j = |F̂j|eiθj , and similar definition for θj′ . Then, we show that

G2(x, y; J, Z) is un-biased:

E[G2(x, y; J, J
′, Z)] =

∑

|j|≤d,|j′|≤d

E
[
(Xj,j′ + iYj,j′)e

i(θj+jx)ei(θj′+j
′y)|F̂j||F̂j′ |

]
(5.54)

=
∑

|j|≤d,|j′|≤d

F̂jF̂j′e
ijxeij

′y · E [Xj,j′ + iYj,j′ ]

=
∑

|j|≤d,|j′|≤d

F̂jF̂j′e
ijxeij

′y · ⟨ϕ0| e−ijτHOe−ij
′τH |ϕ0⟩

= C̃2(x, y), (5.55)

where the third step follows from Claim C.1. Moreover, the variance of G2 can be

upper-bounded by:

Var[G2(x, y; J, J
′, Z)] = E[|G2(x, y; J, J

′, Z)|2]− |E[G2(x, y; J, J
′, Z)]|2 (5.56)

≤ E[|G2(x, y; J, J
′, Z)|2]

= F4 · E[|XJ,J ′ + iYJ,J ′|2]

= 2F4, (5.57)

where the third step follows from |ei(θJ+Jx)| = |ei(θJ′+J ′y)| = 1, and the last step

follows from Xj,j′ , Yj,j′ ∈ {±1}.

By Lemma C.6, we know that F = Õ(1). Hence, we have for all x, y ∈
[−π/3, π/3],

E[G2(x, y)] = C̃O,2(x, y), and Var[G2(x, y)] = Õ(1). (5.58)

Then, using median-of-means estimator, we can obtain an ϵ-additive error

estimate of C̃O,2(x, y) with probability 1− ν using O(ϵ−2η−2 log(1/ν)) samples.
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The maximal evolution time is 2d = Õ(γ−1). And the expected evolution time

for one trial is

τ
∑

|j|,|j′|≤d

(j + j′)
|F̂j||F̂j′ |

F2
= 2τ

∑

|j|≤d

j
|F̂j|
F

= O(τd/ log(d)). (5.59)

Hence, the total expected evolution time is Õ(γ−1ϵ−2η−2).

The lemma is then proved.

λ0 xgood λ1

(a)

λ0

λ0

λ1

λ1

.

xgood

ygood

(b)

Figure 5.5: (a) shows a point that is good for λ0, where the blue interval is the
approximation region such that C̃O(xgood) is close to C(x) for some x in this interval.
(b) shows a good point in the 2-d case, where in the green square, the 2-d O-weighted
CDF CO,2 takes the same value CO,2(λ0, λ0). And the blue square is the approximation
region of (xgood, ygood) such that C̃O,2(xgood, ygood) is close to some CO,2(x, y) in this
region.

Similar to the 1-d case, we can construct a “good” point for (λ0, λ0) via the

following claim.

Claim 5.16 (Construct 2-d good point). Let γ be the spectral gap of the Hamiltonian

H. Let xgood := x⋆ + τγ/2 where x⋆ is the output of EstimateGSE(γ/8, τ, η, ν/10)
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(Algorithm 22). Then, (xgood, xgood) is good for (λ0, λ0). In particular, for any ϵ ∈
(0, 1), if the approximation error of F (x) is set to be ϵη, then

∣∣∣C̃O,2(xgood, xgood)− CO,2(λ0, λ0)
∣∣∣ ≤ 2ϵη. (5.60)

Proof. By Claim 5.6, we know that xgood is good for λ0, i.e., [xgood − δ, xgood + δ]

is contained in [λ0, λ1). It also holds in the 2-d case for (xgood, xgood). Then, by

Lemma 5.15, we have

CO,2(xgood − δ, xgood − δ)− 2ϵη ≤ C̃O,2(xgood, xgood) ≤ CO,2(xgood + δ, xgood + δ) + 2ϵη.
(5.61)

The claim then follows from CO,2(x, y) = CO,2(λ0, λ0) for any (x, y) ∈ [λ0, λ1) ×
[λ0, λ1).

5.5.3 Putting it all together

The main algorithm for the ground state property estimation will first estimate

the ground state energy λ0 and the overlap p0, which are described in Section 5.4.1.

Then, by Lemma 5.15 and Claim 5.16, the weighted expectation p0O0 can also be

estimated. Hence, we will obtain an estimate for O0 = ⟨ψ0|O |ψ0⟩.

Proof of Theorem 5.13. We first analyze the estimation error of Algorithm 24. By

Lemma 5.7, p0 (Line 19) has additive error at most O(ηϵ). By Lemma 5.15 and

Claim 5.16, p0O0 (Line 24) has additive error at most O(ηϵ). Then, by a similar error

propagation analysis in Theorem 5.12, we get that
∣∣∣∣
p0O0

p0
−O0

∣∣∣∣ ≤ O(ϵ). (5.62)

For the success probability, Algorithm 24 has three components: estimate

ground state energy, estimate p0, and estimate p0O0. By our choice of parameters,

each of them will fail with probability at most ν/3. Hence, Algorithm 24 will succeed

with probability at least 1− ν.
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The maximal evolution time and the total expected evolution time follows

from Theorem 5.5, Lemma 5.7, and Lemma 5.15.

5.6 Handling Non-Unitary Observables

One may notice that Algorithm 24 works only for unitary observables because

it needs to use the circuit in Figure 5.4 to estimate ⟨ϕ0| e−it2HOe−it1H |ϕ0⟩ for certain

t1, t2 ∈ R, in which controlled-O must be a unitary operation. In this section, we

show that under reasonable assumptions this algorithm can be modified to estimate

the ground state property ⟨ψ0|O |ψ0⟩ where O is a general observable.

Before we present this result, one may wonder why it is necessary. After all, we

can always decompose O into a linear combination of Pauli strings O =
∑

s⃗ws⃗Ps⃗, and

use Algorithm 24 to estimate each term µs⃗ := ⟨ψ0|Ps⃗ |ψ0⟩ individually, and return
∑

s⃗ws⃗µs⃗ as the result. While this strategy works in principle, it might be not efficient

enough to be practical, depending on the weights ws⃗’s of Pauli strings in the linear

expansion of O.

Alternatively, one can fix the issue of Algorithm 24 by designing a procedure

for estimating ⟨ϕ0| e−it2HOe−it1H |ϕ0⟩ for arbitrary non-unitary O. Such quantities are

utilized in the same way as before. We have followed this approach and found that

it is possible when there is a block-encoding of O. Namely, suppose O is an n-qubit

observable with ∥O∥ ≤ 1 and U is an (n+m)-qubit unitary operator such that

(⟨0m| ⊗ I)U(|0m⟩ ⊗ I) = α−1O (5.63)

for some α ≥ ∥O∥. More details about the block-encoding model can be found in

[CGJ19, LC19, GSLW19, Ral20]. Then we can still perform Hadamard test for U

to estimate ⟨ϕ0| e−it2HOe−it1H |ϕ0⟩ for arbitrary t1, t2 ∈ R. The main theorem of this

section is stated below:

Theorem 5.17 (Ground state property estimation with block-encoded observable).

Suppose p0 ≥ η for some known η and the spectral gap of the Hamiltonian H is at
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least γ. Suppose we have access to the α-block-encoding of the observable O. For

any ϵ, ν ∈ (0, 1), there exists an algorithm for estimating the ground state property

⟨ψ0|O |ψ0⟩ within additive error at most ϵ with probability at least 1− ν, such that:

1. the expected total evolution time is Õ(γ−1ϵ−2η−2α2),

2. the maximal evolution time is Õ(γ−1).

Proof sketch of Theorem 5.17. The algorithm for handling non-unitary block-encoded

observables is quite similar to Algorithm 24 for handling unitary observables, except

that it relies on a different procedure to estimate ⟨ϕ0| e−it2HOe−it1H |ϕ0⟩ for arbitrary

t1, t2 ∈ R. Here we briefly describe this procedure and defer the detailed analysis to

Appendix C.2.

Let C-V := |0⟩ ⟨0|⊗ I + |1⟩ ⟨1|⊗V be the controlled-V operation for arbitrary

unitary operator V . Let |ϕ0⟩ be an arbitrary n-qubit state. Consider the following

procedure (as illustrated in Figure 5.6:

|0⟩ H • • • W H

|0m⟩
U

|ϕ0⟩ e−it1H e−it2H

Figure 5.6: Quantum circuit parameterized by t1, t2. H is the Hadamard gate and W
is either I or a phase gate S. U is the block-encoding of the non-unitary observable
O.

1. Prepare the state |0⟩ |0m⟩ |ϕ0⟩.

2. Apply a Hadamard gate on the first register.

234



3. Apply a C-e−iHt1 on the first and third registers.

4. Apply C-U on the current state, obtaining

1√
2

(
|0⟩ |0m⟩ |ϕ0⟩+ |1⟩U |0m⟩ e−iHt1 |ϕ0⟩

)
. (5.64)

5. Measure the second register in the standard basis. If the outcome is not 0m, then

this procedure fails; otherwise, continue. The probability of this step succeeding

is

psucc =
1 + α−2 ⟨ϕ0| eiHt1O2e−iHt1 |ϕ0⟩

2
, (5.65)

and when this event happens, the state becomes

1√
2psucc

[
|0⟩ |ϕ0⟩+ α−1 |1⟩Oe−iHt1 |ϕ0⟩

]
. (5.66)

6. Apply a C-e−iHt2 on the first and third registers. The state becomes

1√
2psucc

[
|0⟩ |ϕ0⟩+ α−1 |1⟩ e−iHt2Oe−iHt1 |ϕ0⟩

]
. (5.67)

7. Apply W = I or phase gate S on the first register.

8. Apply a Hadamard gate on the first register.

9. Measure the first register in the standard basis. Then if W = I, the (condi-

tional) probability of getting outcome 0 is

P[0|succ] = psucc + α−1Re[⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩]
2psucc

; (5.68)

if W = S, this probability is

P[0|succ] = psucc − α−1 Im[⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩]
2psucc

. (5.69)
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Now we define two random variables X and Y as follows. First, we run the

above procedure with W = I in step 7. If step 5 fails, X = 0; otherwise, if the

measurement outcome is 0 or 1 in step 9, then X = α or −α, respectively. One can

show that X is an unbiased estimator of Re[⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩], i.e.

E[X] = Re[⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩]. (5.70)

Y is defined similarly. We run the above procedure with W = S in step 7. If step 5

fails, Y = 0; otherwise, if the measurement outcome is 1 or 0 in step 9, then Y = α

or −α, respectively. Then Y is an unbiased estimator of Im[⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩],
i.e.

E[Y ] = Im[⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩]. (5.71)

It follows that Z := X + iY is an unbiased estimator of ⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩, i.e.

E[Z] = ⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩ . (5.72)

Note that |Z|2 = |X|2 + |Y |2 ≤ 2α2 with certainty.

Equipped with the above method for estimating ⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩ for

arbitrary t1, t2 ∈ R, we can now use the same strategy as in Lemma 5.15 to estimate

C̃O,2(x, y). The other components of Algorithm 24 remain intact. The analysis of this

modified algorithm is almost the same as before, except that now we have

Var[G2(x, y)] = Õ(α2). (5.73)

As a consequence, compared to Theorem 5.13, the total evolution time of this modified

algorithm is larger by a factor of O(α2), while its maximal evolution time is of the

same order.

5.7 Applications

In this section, we discuss some applications of our ground state property es-

timation algorithm. To define an application of the ground state property estimation
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algorithm, we must specify a Hamiltonian of interest H and an observable of interest

O. An example application used in quantum chemistry and materials is the Green’s

function (see, e.g. [TAWL21]), where O = ai(z− (H−E0)
−1)a†j. In the following two

sections we describe another example from quantum chemistry and materials as well

as an example of a linear algebraic subroutine.

5.7.1 Charge density

The primary application of the technique is the estimation of ground state

properties of physical systems. Here we describe how to compute the charge density of

a molecule, which can be used to compute properties like electric dipole moments of a

molecule [RGM+21]. From a second-quantized representation of the electronic system

(assuming fixed positions of the nuclear positions), the charge density is determined

from the one-particle reduced density matrix as,

ρ(r⃗) = −e
∑

p,q

Dp,qϕp(r⃗)ϕq(r⃗), (5.74)

where e is the electric constant, Dp,q is the one-electron reduced density matrix

(1RDM) of the ground state, and ϕq(r⃗) are the basis wave functions chosen for the

second-quantized representation of the electronic system [HJO14]. The 1RDM of the

ground state is a matrix of properties of the ground state with each entry defined as

Dp,q = ⟨ψ0| a†paq |ψ0⟩ , (5.75)

where ap are annihilation operators. The operators involved in the 1RDM can each

be expressed as a linear combination of unitary operators using the Majorana repre-

sentation ap = 1
2
(γ2p + iγ2p+1), where the γk are hermitian and unitary2,

Dp,q =
1

4
(⟨ψ0| γ2pγ2q |ψ0⟩ − i ⟨ψ0| γ2p+1γ2q |ψ0⟩+ i ⟨ψ0| γ2pγ2q+1 |ψ0⟩+ ⟨ψ0| γ2p+1γ2q+1 |ψ0⟩) .

(5.76)

2To implement this application on a quantum computer we must represent the unitaries as opera-
tions on qubits. For an n-electron system, using the Jordan-Wigner or Bravyi-Kitaev transformation
[SRL12], each Majorana operator, and products thereof, can be represented as a Pauli string.
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Accordingly, we may use the method of Section 5.5 to estimate each entry of the

1RDM and then obtain the charge density function of the ground state. As a point

of comparison, we could alternatively use the variational quantum eigensolver algo-

rithm to prepare an approximation to the ground state and then directly estimate

each of the Pauli expectation values. However, there is no guarantee on whether a

target accuracy for the ground state approximation can be achieved. Remarkably,

the methods introduced in this chapter can be used to ensure a target accuracy in the

estimation regardless of the quality of ground state approximation, though possibly

at the cost of an increase in runtime.

5.7.2 Quantum linear system solver

In the seminal [HHL09] paper, a quantum algorithm is proposed to generate

a quantum state approximately proportional to the solution of a linear system of

equations. Namely, given a linear system Ax⃗ = b⃗, the algorithm produces a quantum

state close to |x⟩ :=
∑

j xj |j⟩√∑
j |xj |2

, where xj’s are the entries of x⃗ = A−1⃗b. In fact, in

many cases, we only need to know ⟨x|M |x⟩, where M is a linear operator. For

example, in quantum mechanics, many features of |x⟩ can be extracted in this way,

including normalization, moments, etc. One approach to solve this problem is first

solving the linear system using any quantum linear system solver [HHL09, CKS17,

CGJ19, GSLW19] to obtain the state |x⟩ and then performing the measurement of

M . However, a shortcoming of this method is that most of the quantum linear system

solvers require deep quantum circuits. And hence, the needed quantum resources may

not be accessible in the near future.

Recently, a few quantum algorithms [BPLC+19, HBR21, SSO19] were devel-

oped to solve linear systems of equations by encoding such a system into an effective

Hamiltonian

HG := A†(I − |b⟩ ⟨b|)A, (5.77)

whose ground state corresponds to the solution vector |x⟩. We can combine this idea
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with our ground state property estimation algorithm to get a low-depth algorithm for

estimating the properties of linear system solution. More specifically, suppose we can

simulate the Hamiltonian HG for some specified time and we know the normalization

factor τ such that the eigenvalues of τHG are in [−π/3, π/3]. For the operator M , we

can assume that M can be decomposed into a linear combination of Pauli operators

M =
∑L

ℓ=1 cℓσℓ, or we assume that M is given in the block-encoding form. The

estimation algorithm has two steps:

1. Run a quantum linear system algorithm (e.g. [SSO19], [AL22], or [LT20b]) with

constant precision to prepare an initial state |ϕ0⟩ such that | ⟨ϕ0|x⟩|2 is Ω(1).

2. Using |ϕ0⟩ from step 1 as the initial state, run Algorithm 24 to estimate ⟨x|M |x⟩
within ϵ-additive error for any ϵ ∈ (0, 1).

Step 1 takes Õ(κ) time, where κ is the condition number of A. To analyze the

computation cost of the second step, we need a lower-bound on the spectral gap of

HG. Since ⟨x|A†(I − |b⟩ ⟨b|)A |x⟩ = 0, we have λ0(HG) = 0. For the second smallest

eigenvalue, since HG = A†A− A† |b⟩ ⟨b|A, by Weyl’s inequality, we have

λ1(HG) ≥ λ0(A
†A)− λ1(A† |b⟩ ⟨b|A)

= λ0(A
†A), (5.78)

where the second step follows from A† |b⟩ ⟨b|A is rank-1. Due to the normalization,

the smallest (normalized) singular value of A is Ω(κ−1). Hence, we have γ = Ω(κ−2).

By Theorem 5.13, the maximal evolution time of the Hamiltonian will be

Õ(κ2). To further improve the circuit depth, we may apply the gap amplification

technique [SB13, SSO19] to quadratically increase the spectral gap ofHG. Specifically,

consider the following family of Hamiltonians:

H̄ ′G(s) := σ+ ⊗ Ā†(s)(I −
∣∣b̄
〉 〈
b̄
∣∣) + σ− ⊗ (I −

∣∣b̄
〉 〈
b̄
∣∣)Ā(s), (5.79)
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where σ± = (X ± iY )/2, Ā(s) := (1− s)Z ⊗ I + sX ⊗A,
∣∣b̄
〉
:= |+⟩ |b⟩ and s ∈ [0, 1].

Note that these Hamiltonians act on the original system and two ancilla qubits. Then

we have

(H̄ ′G(s))
2 =

[
H̄G(s) 0

0 (I −
∣∣b̄
〉 〈
b̄
∣∣)Ā(s)Ā†(s)(I −

∣∣b̄
〉 〈
b̄
∣∣)

]
, (5.80)

where

H̄G(s) := Ā†(s)(I −
∣∣b̄
〉 〈
b̄
∣∣)Ā(s). (5.81)

As shown in [SSO19], the eigenvalues of H̄ ′G(s) are

{
0, 0,±

√
λ1(s),±

√
λ2(s), . . .

}
, (5.82)

where λj(s)’s are the nonzero eigenvalues of H̄G(s). Furthermore, let |x(s)⟩ be the

unique ground state of H̄G(s). Note that |x(0)⟩ = |−⟩ |b⟩ and |x(1)⟩ = |+⟩ |x⟩. Then

the ground space of H̄ ′G(s) is spanned by {|0⟩ |x(s)⟩ , |1⟩
∣∣b̄
〉
}. In addition, for s = 1,

one can use Weyl’s ineqality to show that λ1(1) ≥ κ−2, which implies that the smallest

nonzero eigenvalue of H̄ ′G(1) is Ω(κ−1), as desired.

We can use the algorithm in [SSO19] to prepare a state that has Ω(1) overlap

with |0⟩ |x(1)⟩ = |0⟩ |+⟩ |x⟩ in Õ(κ) time. Specifically, this algorithm starts with

the state |0⟩ |x(0)⟩ = |0⟩ |−⟩ |b⟩, performs a sequence of unitary operations of form

e−itkH̄
′
G(sk) on it, and outputs a state ϵ-close to |0⟩ |x(1)⟩ in Õ(κϵ−1) time. Here we

set ϵ = Θ(1) and the time cost of this procedure is Õ(κ).

After obtaining a state |ϕ0⟩ that has Ω(1) overlap with |0⟩ |+⟩ |x⟩, we run Algo-

rithm 24 on |ϕ0⟩, H̄ ′G(1) and M̃ := |0⟩ ⟨0|⊗|+⟩ ⟨+|⊗M to estimate ⟨0,+, x| M̃ |0,+, x⟩ =
⟨x|M |x⟩. Notice that since we know the ground state energy of H̄ ′G(1) is zero, we do

not need to first estimate the ground state energy using Algorithm 22. Instead, we

directly evaluate the O-weighted CDF at zero. Therefore, by Theorem 5.17, we get

the following result:
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Corollary 5.18 (Quantum linear system solution property estimation). For a linear

system Ax⃗ = b⃗, suppose A has singular values in [−1,−1/κ]∪ [1/κ, 1] for κ > 1, and

the eigenvalues of H̄ ′G(1) (Eq. (5.79)) are in [−π/3, π/3]. Furthermore, suppose we

can implement e−itH̄′
G(s) (Eq. (5.79)) in Õ(t) time for all s ∈ [0, 1].

Then, for any linear operator M given by its α-block encoding unitary UM ,

and for any ϵ ∈ (0, 1), the expectation value ⟨x|M |x⟩ can be estimated with ϵ-additive

error with high probability such that:

• the depth of each circuit is Õ(κ).

• the expected total runtime is Õ(κϵ−2α2).

For comparison, the algorithm in [SSO19] needs Õ(κϵ−1) circuit depth to ob-

tain a state that is ϵ-close to |x⟩, which is larger than ours. Moreover, to estimate

⟨x|M |x⟩, even with amplitude estimation, it still needs Ω(ϵ−1) copies of the state to

achieve ϵ-additive error. Hence, its total runtime will be Õ(κϵ−2), nearly matching

our result (ignoring the dependence on the α factor).

5.8 Discussion and Outlook

We have shown a quantum-classical hybrid algorithm for estimating properties

of the ground state of a Hamiltonian, such that the quantum circuit depth is relatively

small and only poly-logarithmically depends on ϵ−1. Therefore, the algorithm has a

significant advantage in high-accuracy estimation, and it is possible to be implemented

in early fault-tolerant devices. In practice, our algorithm can solve many important

tasks by combining with some initial state preparation methods (e.g., VQE or QAOA).

In this chapter, we provide two examples, one in quantum chemistry and another in

solving linear systems. And we believe more applications will be explored in the

future.

Another important direction is to improve the total evolution time of our al-

gorithm which quadratically depends on ϵ−1. The blowup comes from evaluating
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the O-weighted CDF in high precision and a trade-off between maximal evolution

time and total evolution time. However, this does not meet the Heisenberg-limit of

linear dependence on ϵ−1 for generic Hamiltonians [AA17]. In our main result (Theo-

rem 5.13), the ϵ−2η−2 factor comes from the number of samples needed to reduce the

estimator’s error to O(ϵη). Amplitude estimation can be used to reduce this number

of samples and the total evolution time. However, this comes at the cost of signifi-

cantly increasing the maximal evolution time, which could require large fault-tolerant

overheads for reliable implementation. A strategy to achieve improved performance

that is more amenable to early fault tolerant quantum computers is to use recently

introduced “enhanced sampling” techniques [WKJC21]. If λ characterizes the fidelity

decay rate of the circuit as deeper circuits are used, then we would expect to need a

maximal evolution time of O(λ−1γ−1) and an total evolution time of O(λγ−1ϵ−2η−2).

Note that because this approach incorporates the impact of error into the algorithm,

the maximal evolution time is of no concern. Rather than being a cost that needs

monitoring, the maximal evolution time is chosen by the algorithm to minimize the

total evolution time. With this, we expect that as the quality of devices is improved,

the performance of the algorithm improves proportionally. We note that a similar

approach can also be applied to improve the total evolution time in [LT22] from

Õ(ϵ−1η−2) to Õ(λϵ−1η−2).

This work fits into the paradigm of “beyond the ground state energy” and

studies more general properties of the ground state. Can we go further beyond the

ground state? Some prior works have explored the estimation of such kind of prop-

erties of Hamiltonian. For example, Brown, Flammia, and Schuch [BFS11] studied

the density of states. Jordan, Gosset, and Love [JGL10] focused on the energy of ex-

cited states. Gharibian and Sikora [GS18] identified the energy barriers. Watson and

Bausch [WB21] explored detecting phase transitions via order parameters. In general,

for an unknown Hamiltonian, these estimation problems will be hard. An interesting

open problem is, given some prior knowledge of the Hamiltonian, can we design effi-

cient or low-depth quantum algorithms for estimating Hamiltonian properties beyond
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ground state?
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Algorithm 22 Ground State Energy Estimation
1: procedure EstimateGSE(ϵ, τ, η, ν)
2: ▷ Initialization
3: d← O(δ−1 log(δ−1η−1)), δ ← τϵ
4: for i← −d, . . . , d do
5: F̂i ← F̂d,δ,i
6: Compute θi, the phase angle of F̂i
7: end for
8: F ←∑

|i|≤d |F̂i|
9: Nb ← Ω(log(1/ν) + log log(1/δ)), Ns ← O(η−2 log2(d))

10: ▷ Sampling from the quantum circuit
11: for k ← 1, . . . , NbNs do
12: Independently sample Jk ∼ [−d, d] with Pr[Jk = j] ∝ |F̂j|
13: Measure (Xk, Yk) by running the quantum circuit with (Figure. 5.1) pa-

rameter k
14: Zk ← Xk + iYk
15: end for
16: ▷ Classical post-processing
17: xL ← −π/3, XR ← π/3
18: while xR − xL > 2δ do ▷ Invert CDF
19: xM ← (xL + xR)/2
20: for r ← 1, . . . , Nb do
21: Gr ← F

Ns

∑rNs

k=(r−1)Ns+1 Zke
i(θJk+JkxM ) ▷ Multi-level Monte Carlo

method
22: end for
23: if |{r : Gr ≥ (3/4)η}| ≤ Nb/2 then
24: xR ← xM + (2/3)δ
25: else
26: xL ← xM − (2/3)δ
27: end if
28: end while
29: return (xL + xR)/2
30: end procedure
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Algorithm 23 Ground State Property Estimation (Commutative Case)
1: procedure EstimateGSProp(ϵ, τ, η, γ, ν)
2: δ ← O(τγ), d← O(δ−1 log(δ−1ϵ−1η−1))
3: for j ← −d, . . . , d do
4: Compute F̂j := F̂d,δ,j and θj
5: end for
6: ▷ Estimate the ground state energy
7: x⋆ ← EstimateGSE(γ/8, τ, η, ν/10)
8: xgood ← x⋆ + τγ/2
9: ▷ Generate samples from the Hadamard test circuits

10: Ng ← O(log(1/ν)), K ← O(ϵ−2)
11: for k ← 1, . . . , NgK do
12: Sample (Zk, Jk) from the quantum circuit (Figure 4.3)
13: Sample (Z ′k, J

′
k) from the quantum circuit (Figure 5.2)

14: end for
15: ▷ Estimate p0
16: for i← 1, . . . , Ng do
17: Gi ← 1

K

∑K
j=1G(xgood;Z(i−1)K+j, J(i−1)K+j)

18: end for
19: p0 ← median(G1, . . . , GNg)
20: ▷ Estimate p0O0

21: for i← 1, . . . , Ng do
22: G

′
i ← 1

K

∑K
j=1G(xgood;Z

′
(i−1)K+j, J

′
(i−1)K+j)

23: end for
24: p0O0 ← median(G

′
1, . . . , G

′
Ng
)

25: return p0O0/p0
26: end procedure
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Algorithm 24 Ground State Property Estimation (General Case)
1: procedure EstimateGSProp(ϵ, τ, η, γ, ν)
2: δ ← O(τγ), d← O(δ−1 log(δ−1ϵ−1η−1))
3: for j ← −d, . . . , d do
4: Compute F̂j := F̂d,δ,j and θj
5: end for
6: ▷ Estimate the ground state energy
7: x⋆ ← EstimateGSE(γ/8, τ, η, ν/10)
8: xgood ← x⋆ + τγ/2
9: ▷ Generate samples from the Hadamard test circuits

10: B ← O(log(1/ν)), K ← Õ(ϵ−2)
11: for k ← 1, . . . , BK do
12: Sample (Zk, Jk) from the quantum circuit (Figure 4.3)
13: Sample (Z ′′k , J

′′
k,1, J

′′
k,2) from the quantum circuit (Figure 5.4)

14: end for
15: ▷ Estimate p0
16: for i← 1, . . . , B do
17: Gi ← 1

K

∑K
j=1G(xgood;Z(i−1)K+j, J(i−1)K+j)

18: end for
19: p0 ← median(G1, . . . , GB)
20: ▷ Estimate p0O0

21: for i← 1, . . . , B do
22: G

′′
i ← 1

K

∑K
j=1G2(xgood, xgood;Z

′′
(i−1)K+j, J

′′
(i−1)K+j,1, J

′′
(i−1)K+j,2) ▷

Eq. (5.53)
23: end for
24: p0O0 ← median(G

′′
1, . . . , G

′′
B)

25: return p0O0/p0
26: end procedure
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Chapter 6: QAOA for Network-Flow Optimization

6.1 Introduction

Combinatorial optimization (CO) tasks present many classically-hard com-

putational problems, and abound in practical applications from vehicle routing to

resource allocation, job scheduling, portfolio optimization, and integrated circuit lay-

out. Finding optimal solutions to many practically relevant classes of CO problems is

an NP-complete task, which is effectively intractable for large problems. In the past

decades, quantum computers promise tantalizing speedups on certain classically-hard

computational problems, such as integer factoring [Sho94] and structured search-

ing [Gro96]. Unfortunately, barring an upheaval of complexity theoretic dogma, quan-

tum optimization algorithms are not expected to efficiently yield optimal solutions to

NP-hard problems. However, for classical optimization on hard problems, one typi-

cally aims for reasonable but suboptimal approximations, and tremendous effort has

been put into improving the quality of approximate solutions. In a similar vein, there

is widespread hope that quantum-heuristics could yield better approximate solutions

than their classical counterparts.

This hope has been largely fueled by the introduction of the Quantum Ap-

proximate Optimization Algorithm (QAOA), a hybrid classical/quantum framework

originally motivated as a variational spin-off of the Quantum Adiabatic Algorithm

(QAA) [FGG14b]. QAOA consists of p-rounds of stroboscopic alternation between

a classical cost Hamiltonian and a quantum mixing Hamiltonian, with time inter-

vals for each evolution treated as variational parameters that are classically opti-

mized. While it was initially suggested that even a single round (p = 1) QAOA could

provide a quantum-improvement over classical state-of-the-art [FGG14a], the quan-

tum/classical gap was quickly closed [BMO+15], and there is growing evidence [Has19,

FGG20a, FGG20b, BKKT20] that p must generically scale with the problem-size in

order to achieve improved approximate solutions. Due to the difficulty of analyzing
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QAOA-performance at large-p, establishing rigorous evidence of quantum advantage

remains elusive, and the practical value of QAOA will likely be decided empirically

(like many successful classical heuristic methods).

Making QAOA into a successful quantum heuristic will require advances in

problem encoding, and algorithm efficiency. A key weakness of traditional QAOA is

that many relevant CO problems impose constraints among variables, which are not

respected by the QAOA heuristic. A typical approach to QAOA would be to map a

CO problem into a binary integer linear program (BILP), whose objective function is

mapped to an Ising-like spin model that can be implemented on quantum hardware.

In this formulation, constraints are typically softly enforced by adding a term to the

cost Hamiltonian that energetically penalizes constraint violations. This approach

is frequently inefficient, as it can result in exploration of an exponentially-large (in

problem size) set of infeasible (constraint-violating) configurations, which has been

shown to dramatically hamper performance [WRDR20].

An alternative technique is to modify the QAOA procedure to automatically

satisfy constraints throughout the algorithm. In [HWO+19, WRDR20], this ap-

proach was used to tackle graph-coloring problems (among others), where a number-

conserving mixing Hamiltonian was designed to preserve a one-hot encoding structure.

Due to the intimate connection between symmetries and conservation laws, this high-

lights a connection between physical symmetries and constraints in CO problems, and

suggests that physics-inspired solutions may be fruitful.

In this chapter, we exploit another common “symmetry" found in physical

systems: gauge-invariance 1, to implement a constraint-satisfying mixer for network

flow problems. Network flow problems are defined on graphs, where each link of a

graph has a directed flow of “goods” that takes real or integer values. In practice,

flow could represent an amount of vehicles, goods, communication packets, etc., being

1Strictly speaking, gauge invariance is not an ordinary symmetry, however the analogy is fre-
quently useful.
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transported through the network. Real-valued flow problems tend to admit classi-

cally efficient solutions via linear programming, whereas multi-commodity integer flow

problems are often classically hard. Integer flow problems have a wide array of ap-

plications from vehicle routing, traffic congestion minimization, and package delivery,

to communication network optimization. Each of these problem formulations share a

common constraint structure: the amount of flow entering a vertex must match the

total outgoing flow, plus (minus) a fixed amount at certain source (sink) nodes.

This flow structure is a discrete analog of Gauss law in electromagnetism:

∇ · E = ρ, where ρ is the charge density, if we re-interpret the electric field E as a

flow emanating out of a node, and the charge ρ as the amount of sourced or sinked

goods. The central idea of this chapter will be to exploit this analogy to develop

a lattice quantum electrodynamics (QED) inspired QAOA-mixer that automatically

preserves network-problem flow constraints.

The structure of the chapter is organized as follows: we briefly summarize

QAOA from the generalized perspective advocated in [FGG14a], and review the

structure of lattice-QED. We then establish a direct relationship to flow problems on

finite-dimensional graphs, and define a constraint-preserving generalization of QAOA

using a QED-style mixer. We numerically compare the performance of modified QED-

QAOA and the original (X-mixer) QAOA on a (classically easy) flow maximization

problem, and show that the quality of approximate solutions increases in a way that

is consistent with exponential-in-problem size scaling. We then explore QED-mixer

performance on classically-hard traffic congestion minimization problems, and study

the behavior with increasing problem size and number of QAOA rounds. A key step

in the algorithm is preparing an initial constraint-preserving state that is a quantum

superposition including all constraint-preserving states. Unlike the original QAOA,

where the X-mixer ground-state can be accomplished with a transversal set of single-

qubit rotations, the QED-mixer ground-state is more complicated. We explore and

compare multiple strategies for initial state preparation, and find, perhaps surpris-

249



ingly, that the QED-mixer ground-state is not optimal, suggesting a departure from

the adiabatic-algorithm reasoning often used to motivate QAOA.

6.2 Quantizing Network Flow Problems

To set the stage, we briefly review the constraint structure of network flow

problems, introduce the specific problem types that we will use to illustrate the QED-

inspired QAOA approach, and describe an implementation of their cost function as a

quantum Hamiltonian acting on qudits.

6.2.1 Constraints in flow problems

A flow problem is defined on a graph G with vertices V and edges E =

{(u, v)| u, v ∈ V are connected}. Here G is required to be a directed graph by many

versions of flow problems, such as max-flow problems, but can be undirected in other

cases like EDP. We denote the total number of vertices as |V|, and the number of

edges as |E|. On each edge, we define a flow: f(u, v) ∈ F taking value in some field F,

with f(u, v) = −f(v, u) . To facilitate implementation on discrete-leveled quantum

computing systems, in this chapter we will specialize to integer flows of k-different

commodities (i.e. F = Zk). We define the vertex from which a commodity originates

or terminates as a source or sink node respectively. We denote the sets of source and

sink nodes as {si}ki=1 and {ti}ki=1, and the amount of flow to be delivered for the ith

source-sink pair as di.

While there are a large variety of flow-problem formulations, they all share a

common constraint structure. Namely, valid flows may begin and terminate only on

source and sink nodes, respectively:

∑

v:(u,v)∈E

fi(u, v) = di(δu,si − δu,ti) ∀ u ∈ V. (6.1)
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Figure 6.1: Example flows on a 5× 5 grid graph A feasible network flow config-
uration (L) and an unfeasible configuration(R): the arrows stand for flow directions,
and different flows are distinguished by colors with numbers representing the amount
of flow on each edge(a certain assignment of the flows in the graph is called a config-
uration).

Figure. 6.1 illustrates selected examples of valid and invalid flow configurations.

In addition, many flow problems impose additional capacity constraints on

how many of each type of commodities may flow through a particular edge:

∑

i∈[k]

|fi(u, v)| ≤ c(u, v) ∀ (u, v) ∈ E, (6.2)

where c(u, v) ∈ Z+ is referred to as the edge-capacity: the total amount of all types

of flows cannot exceed the capacity on that edge.

Flow problems come in many varieties. Some, such as the single-commodity

max flow problem, have efficient classical algorithms. However, many practical prob-

lems require introducing multiple commodities and imposing finite edge-capacities,

which typically results in hard optimization problems. For example, the problem of

maximizing capacitated integer flow was proven to be NP-complete even for only two

source-sink pairs [EIS75].
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6.2.1.1 Qudit encoding

To encode integer flow problems onto quantum hardware, we imagine using

a register of (2di + 1)-level qudits (possibly encoded into ordinary qubits using, e.g.

binary or one-hot encoding) for each commodity and each edge (u, v) ∈ E, with the

qudit computational basis states {| − di⟩, . . . , | − 1⟩, |0⟩, |1⟩ . . . |di⟩} indicating the

amount of flow on that link 2 We note that, for this encoding the dimension of the

entire Hilbert space is thus the same as the number of all possible configurations on

the graph, which is
∏

i(2di + 1)|E|.

The total Hilbert space of this encoded system contains exponentially many

infeasible configurations that violate the flow constraints (Eq. (6.1)). The precise ratio

of feasible (flow-conserving) to infeasible (flow-violating) solutions varies by graph;

however, it is generally exponentially small in |V|. To see this, note that, the distance

between a pair of randomly chosen source and sink points is typically poly(|V|),
and for each valid path from source to sink, removing any edge along the path from

source to sink would result in an infeasible solution, resulting in combinatorially many

infeasible solutions for each feasible one.

6.2.1.2 Flow operators

We also introduce quantum flow operators on each edge e ∈ E, and for each

commodity type i = 1 . . . k:

E(i)
e =

di∑

f=−di

f |f⟩⟨f |e ⊗ 1e′ ̸=e (6.3)

where the symbol E anticipates an analogy with electric field operators in lattice-

QED. Applying E(i)
e on a state would just return the amount of flow on edge e.

2One could partially enforce capacity constraints by restricting the basis to {| −
c(u, v)⟩ . . . |c(u, v)⟩} for each commodity, however, this choice would conflict with our scheme for
producing a valid initial state.
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Furthermore, we denote the operator whose eigenstates are equal weighted

superpositions of flow values as:

X(i)
e =

di∑

f,f ′=−di

|f ′⟩⟨f |e ⊗ 1e′ ̸=e (6.4)

which is the natural qudit analog of the Pauli-X operator.

We also define the total flow of all goods on edge e ∈ E, as Ee ≡
∑k

i=1E
(i)
e ,

and similarly Xe ≡
∑k

i=1X
(i)
e . The conventional QAOA mixer is built from HM =

−∑eXe, which indiscriminately mixes between feasible and infeasible solutions, and

has a tendency to get “lost" in the exponentially larger infeasible parts of Hilbert

space.

6.2.2 The edge-disjoint path problem

The main problem we will consider in this chapter is a variant of the traffic

congestion minimization problem known as the edge-disjoint paths problem (EDP),

often regarded as a particularly clean problem that characterizes the NP-hardness of

flow optimization. Qualitatively, the frequently studied optimization version of EDP

seeks to route k different commodities without “congestion", i.e., without multiple

commodities flowing through the same edge:

EDP: Given a undirected graph G(V,E) with k source/sink-pairs (si, ti), find k paths

connecting si and ti for all i ∈ [k] such that the maximum of congestion in each edge

is minimized.

Since the maximum of congestion is a global function that is hard to implement

on a quantum circuit, we can reformulate EDP’s cost function by locally penalizing
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all congested edges instead:

min C ≡
∑

(u,v)∈E

max



0,

∑

i∈[k]

|fi(u, v)| − 1



 s.t.

∑

v:(u,v)∈E

fi(u, v) = di(δu,si − δu,ti) ∀ u ∈ V. (6.5)

In other words, in this version one aims at minimizing the total amount of congestion

on all edges instead of the maximum. Notice that an optimal solution with C = 0

will still be a solution of the EDP problem (with no congestion), whereas C > 0

configurations may be regarded as approximate solutions of the relaxed EDP.

EDP has been shown to be NP-hard even with a rather modest scaling of

commodity types (k ∼ log |V|) [CL12]. We restrict our attention to EDPs on planar

graph, where the problem remains NP-hard [CL12].

To convert the EDP cost-function into a quantum Hamiltonian, we reformulate

the cost function into an analytic form, and introduce the EDP cost Hamiltonian

(using the encoding described above):

HC,EDP =
∑

e∈E

[
(2E2

e − 1)2 − 1

48
] (6.6)

which has vanishing energy for non-congested links (with Ee = 0, 1) and penalizes

higher congestion. The normalization is chosen such that minimally congested links

with Ee = ±2 have one unit of energy cost. Eq. (6.6) is a reformulation of the cost

function in Eq. (6.5), whose flow constraints will be dealt with in later sections.

6.2.3 The single source shortest path problem

For classical simulations, the fully unconstrained multi-commodity Hilbert

space quickly becomes intractable. Therefore, to benchmark the modified QAOA

performance against the original formulation, we also consider a much simpler class

of single source shortest path problem (SSSP), which seek the shortest path (on a

weighted graph) between a single source and sink with unit demand (d = 1):
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SSSP: Given a weighted undirected graph G(V,E), with weights {we : e ∈ E}, and a

single pair of source and sink vertices s, t ∈ V, find the minimal length path connecting

s and t where length is defined as the sum of the weights along the path.

Notice that SSSP can be defined on either directed, undirected or mixed graphs,

and we choose to study the undirected version for consistency with the study of EDP.

Efficient classical algorithms for SSSP [Bel58, Dij59] are textbook-standard materi-

als (see also [KS19] for a quantum algorithm for directed acyclic graphs). In this

chapter, we do not aim to improve solution of SSSP, but only to use this problem

as a benchmark to compare the performance of different QAOA mixers in the graph

routing problem. Importantly, none of the QAOA strategies we test take advantage

of the classically efficient solution, providing a fair comparison.

s s s

t t t

Figure 6.2: Triangle graphs used in the study of SSSP problem In SSSP
simulations we look for the shortest (lowest-weight) path from the top node to the
bottom node, where weight on each edge is randomly assigned.

Since SSSP is a direct analogy of EDP (at k = 1), we can use the same

encoding scheme and write the cost Hamiltonian as

HC,SSSP =
∑

e∈E

we(Ee)
2 (6.7)

where we denote the edge e’s weight. Since only a single type of flow with demand 1

presents in the problem, the valid flow values are just -1,0,1 on any edge. The size of

the Hilbert space of SSSP is thus 3|E|, which, for large graphs, is far less than the 3k|E|
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# of
Triangles

Total #
States

#
Feasible
States

Feasible
fraction

2 729 3 4.1× 10−3

3 2187 4 1.8× 10−3

4 6561 8 1.2× 10−3

Table 6.1: A comparison between total and feasible Hilbert space dimension
Total Hilbert space dimension (|Htot|) and feasible sub-space dimension (|Hf|), and
ratio of feasible to total states |Hf|/|Htot|.

(with k ≥ 2) required for EDP, allowing us to classically simulate relatively larger

instances.

With these problem classes in hand, we now turn to the task of modifying

the QAOA algorithm to preserve the network flow constraints, beginning with a brief

review of QAOA to set notation.

6.3 From QAOA to Lattice QED

QAOA is designed to sample from low-cost states of a cost Hamiltonian HC

which is diagonal in the computational basis, and represents the objective function of

the optimization problem in question. In its original incarnation [FGG14a], the initial

state |ψ0⟩, is chosen to be the ground-state of a mixing Hamiltonian HM = HM,X

with:

HM,X = −
∑

i

Xi, (6.8)

which we will refer to as the “X-mixer." Subsequent generalizations [HWO+19] con-

sidered more complicated forms of HM designed to preserve constraints of various

forms. The algorithm proceeds by evolving:

|ψp(γ,β)⟩ =
p∏

j=1

e−iβjHM e−iγjHC |ψ0⟩ (6.9)
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to generate a variational wave function characterized by real-parameters {γi} and

{βi} (i = 1, 2, ...p), which are classically optimized (using the classical routine of ones

choice) to minimize the expected cost: γ∗,β∗ = argmin εC , where:

εC ≡ ⟨ψp(γ,β)|HC |ψp(γ,β)⟩. (6.10)

This biases the wave-function amplitude of |ψp(γ∗,β∗)⟩ towards low-cost configu-

rations, such that repeated sampling from this state preferentially yields low-cost

solutions.

In the limit of infinite p, QAOA contains Quantum Adiabatic Algorithm

(QAA) as a subset of possible solutions and is guaranteed to find the exact opti-

mum. For hard problem instances, precisely following the adiabatic path may require

p to grow super-exponentially with problem-size, but it is hoped that approximate

short-cuts to this adiabatic solution may be variationally identified with far lower p.

To apply this formalism, one must first map the optimization problem vari-

ables onto qubits, such that the cost for each qubit configuration can be computed in

a local manner. For constrained optimization problems, this often results in a waste-

ful encoding in which many qubit states do not satisfy the feasibility constraints.

One possible strategy would be to energetically penalize the constraint violation by

introducing a penalty term into HC for unsatisfied constraints. While straightfor-

ward in its implementation, this strategy results in wasteful exploration of (typically

exponentially many) configurations corresponding to infeasible solutions, degrading

algorithm performance. An alternative option [HWO+19] is to identify an alternate

mixing term HM which automatically preserves the constraint structure. Then, if an

initial state can be prepared to satisfy all constraints, the algorithm will only search

inside the feasible subspace. In what follows, we focus on the constraints common

to a large variety of network flow problems and show how to encode them into an

appropriate constraint-preserving mixer inspired by lattice-QED.
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6.3.1 Lattice QED Hamiltonian

The flow constraints described in Eq. (6.5) are of precisely the same form as

Gauss’s law for lattice-QED, if we interpret each commodity flow as a different “flavor"

of electric field, and the corresponding sources and sinks as positive and negative

charge di. This suggests that we can use gauge-invariant lattice-QED Hamiltonians to

implement constraint-preserving mixers for the network flow QAOA. Here, we briefly

review some relevant lattice-QED notations and formalisms. In what follows, we

specialize them to planar graphs, although our construction generalizes to arbitrary

finite-dimensional graphs (but would become infeasible for fully-connected graphs).

For notational simplicity, we initially suppress the commodity (“flavor") label.

The Hamiltonian formulation of the (compact) lattice QED, on a planar graph

G = (V,E), is defined by introducing discrete analogs of the continuum electric field

E(r) and vector potential A(r). Specifically, a (gauge-redundant) Hilbert space

is defined by electric field operators Euv = −Evu on each edge (u, v) ∈ E whose

eigenstates are denoted |euv⟩ with euv ∈ Z. Electric fields are oriented such that

Evu = −Evu. The conjugate operator to Euv is denoted by e−iAuv , which raises or

lowers the electric field:

eiAuvEuve
−iAuv = Euv + 1, (6.11)

and [e−iAuv , Ewx] = 0 for (w, x) ̸= (u, v).

Physical states are defined by projecting onto subspace that satisfies a lattice

analog of the continuum Gauss’ law ∇ ·E(r) = ρ(r), i.e.
∑

u:(u,v)∈EEuv = ρu, which

is precisely the same form as the flow constraint (Eq. (6.1)), provided that we equate

the electrical charge with demand, d. The Gauss’ law is equivalent to demanding

invariance under gauge transformations:

e−iAuv → e−iϕue−iAuveiϕv (6.12)

|ψ⟩ → ei
∑

u∈V ϕuρu |ψ⟩ (6.13)

258



for any vertex-dependent phases eiϕv ∈ U(1).

A special role is played by gauge invariant, Wilson loop operators, UΓ =

e−i
∮
Γ A⃗·dℓ⃗, which measure the magnetic flux through a closed oriented loop Γ, where

we use integral notation to indicate the product of e−iAuv over all links (u, v) on the

perimeter of Γ, with orientation along that of Γ. On planar graphs, which have trivial

homology, an arbitrary Wilson loop can be decomposed into a product of small loop

operators circling the elementary faces (plaquettes) of the graph, which we label by

F.

For dimensions d > 2, ordinary Maxwell electrodynamics emerges as the con-

tinuum and weak-coupling limit of the minimal gauge invariant Hamiltonian:

HMaxwell =
K

2

∑

uv∈E

E2
uv −

∑

f∈F

(Uf + U †f ) (6.14)

where Uf denotes the Wilson loop encircling face f in the right-handed sense, and

K is a coupling constant. The first term represents an electric field line tension,

whereas the second gives an energy cost to magnetic flux (which produces quantum

dynamics for electric fields). For d = 2, the lattice-QED systems is confined by

monopole/instanton proliferation for any non-zero electric field line tension, K > 0.

6.3.2 QED-mixer for network flow problems

To obtain a flow-conserving mixer, one can nominally choose any gauge-

invariant lattice-QED Hamiltonian, replacing electric field variables with flow vari-

ables. We introduce a separate electric-field “flavor" for each type of commodity

indicated by a superscript parenthetical index: E(i) with i = 1 . . . k. In practice,

we will choose our mixing Hamiltonian as the minimal Maxwell Hamiltonian, since

it contains only the minimal elementary Wilson loops, thereby simplifying its im-

plementation. Furthermore, we will set the electric field tension K to zero, since

the goal of a mixer Hamiltonian is to produce unbiased quantum tunneling between

different flow configurations. Significant efforts have been devoted to developing

259



various schemes for “qubitization" and quantum simulation of lattice gauge theo-

ries [MWR+14]. We will remain largely agnostic about the specific implementation

details, however, it is crucial to truncate the range of electric field values to lie be-

tween −c(u, v) ≤ Eu,v ≤ c(u, v). To this end, we modify the electric field raising

operator e−iAuv to annihilate |c(u, v)⟩, without altering its action on other states. We

refer to the resulting Hamiltonian:

HM,QED = −
k∑

i=1

∑

f∈F

(U
(i)
f + h.c.) (6.15)

as the QED-mixer. We require that sufficiently many elementary faces/plaquettes

f ∈ F are included to provide a complete basis of graph cycles, so that evolution

under Hm can transfer any flow-configuration to any other flow configuration. This

is easy to satisfy for planar graphs, one can readily verify that O(|V|) applications

of Hm connect any any two flow configurations (see Appendix D.1). We note that

the circuit complexity of implementing this mixing Hamiltonian grows length with

number of minimal cycles.

6.3.2.1 Avoiding Isolated Loop Generation

As written, the QED-mixer does not allow any flow constraint violations. How-

ever, this mixer still suffers from a potential problem: it can crate isolated loops of

circulating flow that do not connect to sources or sinks (see Figure. 6.3). These

isolated loops satisfy all flow constraints, but do not correspond to a physically rel-

evant solution. One option is to simply retain these isolated loops throughout the

QAOA, and prune them from the final solutions via classical post-processing. A po-

tential drawback is that is that isolated loops may incur unphysical costs, and on

large graphs, each valid path can be dressed with exponentially many isolated loops,

each of which could incur an unphysical cost penalty, masking the true cost of the

“pruned" post-processed solution during the QAOA optimization. Throughout the

remainder of this chapter, we will restrict our attention to problems with unit de-

mand for each type of good. For this subclass of problems, we can avoid isolated
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Figure 6.3: A configuration with an isolated loop Without the loop which is
detached from the path, this would be a feasible solution. One could remove it easily,
but having multiple isolated loops in a complicated graph would make such process
hard to perform

loop creation by introducing further restrictions on the QED-mixer, which we call

the restricted QED (RQED) mixer. In practice, this restriction will incur additional

circuit complexity and may be undesirable. We will later compare the performance

of the QED-mixer with and without restriction. The key step will be formulating a

method to efficiently detect whether acting with Uf or U †f would create an isolated

loop, depending on the graph property and specific problem. To avoid combinatorial

blow-up of Hamiltonian terms, this detection must be done locally, which we do as

follows. To determine whether adding electric field circulation around an elementary

cycle of the graph adds an isolated loop, consider acting with U †f to add an electric

field loop to a simple path and the following steps: Traverse the edge segments of

the cycle in a counterclockwise fashion. For each vertex v ∈ V, count the number

of electric field lines entering (E(i)
v,in) versus leaving (E(i)

v,out) the node. Denote their

difference-squared as

V(i) ≡
ℓ∑

j=1

(
E

(i)
vj ,in − E

(i)
vj ,out

)2
, (6.16)

where v1, . . . , vℓ are the nodes in the cycle. Notice that (E(i)
v,in−E(i)

v,out)
2 can only take

value 1 or 0. Since in our setting where maximum flow is 1, having two different

direction of flows at the same node would suggest the node being used repeatedly,
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Figure 6.4: An explanation of the “decision function" For simplicity, we consider
only one type of flow with max capacity 1. In both pictures, a flow (marked red)
initially travels through the plaquette and then a loop operator is applied, increasing
the flow on each edge on the plaquette by 1 in clockwise direction. The only difference
between the pictures is that, the flow enters the loop twice at A1 and A2, and applying
the operator resulted in redirected flow from A1 to B2, resulting in an isolated loop
A1, B2, ..., A1. To avoid such instances, we only apply the loop operator when exactly
one continuous path of flow appears in the plaquette, which can be determined locally.

which further implies the configuration already contains an isolated loop. Imposing

the Gauss’ law constraint, V(i) is equal to the total number of electric field lines

entering or exiting the loop (if the loop does not contain a source/sink; or one could

interpret a source as outside flow entering the loop and vice versa) without regard to

sign (which is necessarily even). One can readily check that an isolated loop will be

created unless V(i) = 2 (see Figure. 6.4 for sample instances).

With this in mind, we can then left-multiply U †f by a locally evaluable “decision

function" to define a modified loop operator:

U
(i)
f → Ũ

(i)
f = δV(i),2U

(i)
f , (6.17)

which does not create isolated loops. Note that δV(i),2 commutes with U so the

multiplication order is arbitrary.

In practice, δV(i),2 can be written as a polynomial with zeros at all even values

of V(i) other than 2:

δV(i),2 =
∏

j=0,1...ℓ;j ̸=1

(
2j − V(i)

2j − 2

)
, (6.18)

which permits implementation with circuit complexity ∼ poly(ℓ). For simple graph

structures, such as grids, where the sizes of elementary cycles are bounded indepen-
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dent of the system size, imposing this restriction adds only constant circuit-depth

overhead.

6.3.2.2 Initial state preparation

To begin the QAOA procedure, one must choose an initial state that is a quan-

tum superposition with weights on all possible solutions. In the original formulation

of QAOA, the initial state was chosen as the ground-state of the X-mixer Hamilto-

nian. This had two virtues: first, it ensured that QAOA could reduce to the quantum

adiabatic algorithm in the limit of large step number, p. Second, this state is an

equal weighted superposition of all computational states, and does not introduce an

intrinsic bias.

In contrast, for QED-mixers, the mixer ground-state is no longer an equal-

weight superposition. Moreover, it is not straightforward to implement the ground-

state of the QED or RQED mixers. For these reasons, we consider alternative state

preparation schemes. As a starting point, we assume that it is straightforward to

greedily prepare a computational basis state that satisfies the flow-constraints (a

detailed prescription will be given below for EDP problems).

Adiabatic ground-state preparation by reverse-annealing: One option would

be to adiabatically prepare the QED or RQED mixer ground-state via adiabatic

evolution from a classical Hamiltonian with the fixed computational basis state as

the ground-state to the (R)QED mixer ground-state. However, generically, the QED

mixer will have gapless photon-like excitations, whose gap scales to zero as ∼ 1/R

where R is the graph radius (maximal distance between two nodes), such that this

adiabatic ground-state preparation requires time ∼ O(R). Moreover, we will see

that starting from the ground-state of the mixer Hamiltonian actually leads to worse

QAOA performance, due to the reasons we will discuss in later sections.
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State preparation by mixer evolution: An alternative approach is to simply

time-evolve the initial flow-constraint-preserving computational basis state with the

mixing Hamiltonian for a certain amount of time, which spreads out the weight of

the Hamiltonian onto other configurations. In analogy to photon propagation in

electrodynamics, the flow should spread out ballistically (moving with constant ve-

locity), covering the graph in time ∼ O(R). Hamiltonian simulation techniques can

implement time-evolution for time t with performance that asymptotically tends to

O(t) [BCK15]. In practice, it may not be necessary to simulate continuous time

evolution, but rather one could break HM into local terms acting on disjoint sets of

qubits and stroboscopically alternate among them to achieve similar results.

To numerically analyze the spreading of the wave function, we introduce the

inverse participation ratio (IPR) test:

IPR =
∑

i

|ψi|4, (6.19)

where ψi is the amplitude of the wave-function in computational basis state i. IPR

measure is inversely proportional to how evenly the wave-function spread-out over

the computational basis states (i.e., among potential solutions to the optimization

problem). The choice of power 4 here is because 2 would always give 1 and higher

powers contain the same information about the wave function as 4th power does

except for rare cases. When the wave-function is concentrated on a single state,

IPR = 1; whereas an equal superposition of all states yields the minimal value of

IPR = 1/|H|, where H is the size of the Hilbert space (number of feasible solutions)

Figure. 6.5 shows the evolution of IPR with evolution under the RQED-

mixer for single source-sink pairs on different sized square-grids. Since the RQED-

Hamiltonian only evolves in the feasible solution space the test is done only within a

constructed feasible subspace. The IPR decays from one, approximately saturating

to a value close-to, but below the IPR for the mixer ground-state (blue dashed line),

in characteristic time tsat ∼ O(R) (where R is the graph radius). In addition, the
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Figure 6.5: IPR and entropy test – The figures show instances of IPR and flow
entropy (normalized to its maximum) S in the feasible space for single-source 4 × 4
(top) and 5 × 5 (bottom) square lattices for RQED-mixer in real time evolution. In
IPR tests, the black solid line stands for the minimum possible IPR value (equal
superposition of all possible paths from s to t), and the blue dashed line shows the
IPR for mixer ground state. All s− t pairs and initial paths are drawn at random. At
both sizes, the entropy curve characters the bumps and saturation in the IPR curve,
suggesting itself as a good alternative of IPR.

IPR exhibits approximately periodic revival behaviors, which are most evident on the

smaller 4×4 grid. As is well known from the study of Poincare recurrences, the period

of these revivals becomes (doubly)-exponential in size of the graph, since the number

of feasible solutions grows exponentially with the size of the graph, and can be safely

neglected even for moderate graph sizes (indeed the oscillations are negligible already

for the 5× 5 grid.)

To prepare the initial state for subsequent QAOA iterations, we evolve the

state until it just enters the saturation region where the IPR stabilizes to its long

time value (e.g. in the 5 × 5-grid this occurs around tsat ≈ 7.5, see Figure. 6.5). In

both tests, we observe that, inside the saturation region, the saturation-value of IPR

lies below that of the mixer’s ground-state, indicating that the mixer ground-state is

more biased than the time-evolved state. This feature is natural since the evolved

state is not low-energy and can be expected to contain additional configurational
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entropy.

In practice, IPR is challenging to measure as the Hilbert space size grows

exponentially. Instead, one can determine the saturation time by monitoring local

observables that act as witnesses for the IPR. Without loss of generality we focus on

a single commodity case, since for multiple commodities, the Hilbert space is a tensor

product of the single-commodity Hilbert spaces, with no inter-commodity interactions

in the state preparation procedure. We examine the probability of observing unit flow

(of either sign) on edge e ∈ E after evolution for time t under the mixing Hamiltonian

pe(t) =
⟨E2

e ⟩∑
e∈E⟨E2

e ⟩
(6.20)

which can be estimated by sampling from the state in the computational basis.

We then define the (normalized) “flow entropy" as the von-Neumann entropy

of this probability distribution:

Sf = −
1

|E| log 2
∑

e∈E

pe log(pe). (6.21)

Larger Sf ≤ 1 represents a more even distribution of paths. Sf saturates its maximal

value of 1 when each link carries flow with equal probability. The flow entropy exhibits

similar saturation behavior to the IPR, allowing one to measure the saturation time for

a given graph. Crucially, to accurately estimate flow, the probability pe needs only be

measured to accuracy ∼ 1/|E|, which requires sampling cost ∼ |E|2 that is polynomial

in problem size (in contrast to the exponentially small IPR), allowing an efficient

measurement to identify saturation time at which to stop the state preparation step.

6.3.3 Algorithm description

We are now ready to detail the steps of the modified QAOA for network flow

problems. Given a directed graph G(V,E) as input (if the graph is undirected, simply

choose an arbitrary orientation for the edges):
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1. Pre-process: Identify a set of elementary faces (i.e. choose a basis of closed

cycles) in G and store them. For a planar graph, this can be done classically in

polynomial time [dBCvKO08].

2. Hamiltonians simulation: Choose a technique to simulate time-evolution under

the cost and mixing Hamiltonians: HC , HM .

3. Initial state preparation: As described in Section 6.3.2.2, for each pair (si, ti)

given in the input, pick an arbitrary “seed" path, P0 (which can be found ef-

ficiently by standard methods), and define the corresponding computational

basis state as |P0⟩. Identify the saturation time tsat, for the graph by the flow-

entropy test described in the text. Then, simulate time-evolution under the

mixing Hamiltonian to form the initial state: |ψ0⟩ = e−iHM tsat|P0⟩.

4. Variational Optimization: Following the original QAOA procedure, but replac-

ing the the X-mixer with the (R)QED-mixer to avoid generated flow-constraint

violations, find γ∗,β∗ = argmin εC using any desired classical minimization

procedure,

5. Post-process Repeatedly sample from the optimized variational state |ψ(γ∗,β∗)⟩,
recording the best (lowest-cost) sample encountered as an approximate solution.

6.4 Numerical Simulation of Algorithm Performance

In this section, we present results from numerical simulation of QED-modified

and standard QAOA of small-scale network flow problems. Due to the rapid growth of

Hilbert space, |H| ∼ O(3k|E|), the accessible problem size is quite limited. In order to

provide a meaningful comparison of the QED-mixer, we first consider the (classically

easy) SSSP problem (k = 1), which will allow simulation of relatively larger graphs

to enable a comparison of QED-mixer and X-mixer. We then simulate EDP problems

with k = 2 on a grid graph for RQED-mixer only, where we can restrict our numerical

simulation to the feasible solution space of size ≪ |H|.
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For the original X-mixer, in each step, the variational parameters can be lim-

ited to [0, 2π] for {γi} and [0, π] for {βi}, due to the periodicity of evolution under

Pauli strings. The QED-mixer has no such periodicity. However, to run the QED-

mixer for longer times would require additional circuit depth with which additional

rounds of QAOA with the X-mixer could have been performed. Hence, to make a fair

comparison, we also restrict our variational parameter ranges for the QED-mixer to

the same range as for the original X-mixer.

In all simulations, we first perform a global search with differential evolution,

and then optimize with a local BFGS method [Fle13]. For both methods, we restrict

the optimizer to at most 200 minimization steps to balance accuracy and efficiency.

To generate a larger collection of problems from a limited set of graph types and

sizes, we generate random problem instances for each graph. For the SSSP problems

we consider for each triangle graph in Figure. 6.2 with source-and-sink located at

opposite corners, we generate random problem instances by drawing random weights

we i.i.d. for each edge from the uniform distribution on the unit interval [0, 1], and

seeding the state-preparation step with a uniformly-randomly chosen path, |P0⟩. For

the EDP problem, the edges are unweighted, so we further choose the source and sink

locations uniformly at random on different-sized grid graphs.

6.4.1 Comparing mixers

To compare the performance of QAOA on network flow problems using differ-

ent X-, QED-, and RQED-mixers, we adopt a metric called the approximation ratio

(AR) [WRDR20], defined as:

AR(γ,β) =
⟨ψp(γ,β)|Π(Cmax −HC)Π|ψp(γ,β)⟩

Cmax − Cmin

(6.22)

where Cmax and Cmin respectively represent the maximum and minimum costs from

the set of feasible solutions, and Π is the projector into the feasible subspace, which

ensures that only states without constraint violations and isolated loops are counted.
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The approximation ratio indicates fractional of improvement compared to the worst

case, normalized by the possible range of cost values, despite whether an EDP instance

on a certain problem exists. In practice, we perform multiple independent runs to

obtain average performance, namely, the average approximation ratio (AAR), as the

indicator of QAOA performance. Similarly, the variational optimization of QAOA

parameters is done with respect to the projected cost function:

ε̃C(γ,β) := ⟨ψp(γ,β)|ΠHCΠ|ψp(γ,β)⟩. (6.23)

Whereas, by construction, the QED- and RQED-mixers automatically avoid flow-

conservation violating constraints, flow-constraint violations can only be softly penal-

ized by introducing an extra term to the cost function for the X-mixer:

HC,penalty = ∆
∑

u∈V,i


 ∑

(u,v)∈E

E
(i)
(u,v) − di(δu,si − δu,ti)




2

. (6.24)

In principle, ∆ introduces an extra hyperparameter that must be optimized. Gen-

erally, ∆ should increase with problem size to avoid the tendency to lower cost by

violating constraints. For the problem-sizes we simulate, the results are not very sen-

sitive to the precise choice in ∆ (Figure. 6.6), and we choose ∆ = 1 throughout for

simplicity.

6.4.2 Mixer comparison on SSSP problems

We begin with a comparison of the performance between all three mixers: the

X-, QED- and RQED-mixer, for approximately solving SSSP problems on different

sized graphs. As expected, X-mixer exhibits substantially worse performance than

the flow-constraint preserving QED mixers. For a single QAOA round, p = 1, the

degradation in X-mixer’s performance with increasing graph sizes tracks the decreas-

ing trend of the ratio between the number of feasible solutions and the size of whole

Hilbert space (as shown in Figure. 6.7).
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Figure 6.6: Behavior of X-mixer QAOA with different penalties, ∆ for SSSP
problem at P = 1. This result shows that the average behavior of X-mixer QAOA is
fairly insensitive to the precise choice of the penalty coefficient ∆.

The unrestricted QED mixer initially matches the RQED-mixer on the small-

est problem instances, for which the graphs are too small to permit isolated loop

creation. As the graph size grows, the unrestricted QED mixer’s AAR drops below

that of the RQED-mixer. For the largest graphs, the QED-mixers’ AAR approaches

the value achieved by picking feasible paths at random, showing that isolated loop

creation can substantially degrade the unrestricted QED-mixer performance at p = 1.

This shows that, although we start with a feasible solution, isolated loops can

be created when using the QED-mixer in its original version. A multi-step QAOA

simulation shows that, for the 2-triangle graph, the QED-mixers are able to solve the

problem exactly at around p = 3, which is not surprising due to the small size of the

problem.

6.4.3 EDP on undirected graphs

Even though a direct comparison between the X-mixer and the QED-mixers

for EDP problems is expensive, we test out the performance of the QED-mixers
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alone on larger graphs by restricting the simulation to the feasible subspace to reduce

the computational power required. In order to be able to compare performances at

different graph sizes, we only consider EDP problems with k = 2 source-sink pairs. As

shown in Figure. 6.8, even though the solution space size for 4×4 grid is typically 100

or more times (depending on the location of sinks and sources) than that of the 3×3-

grid, the performance is only weakly affected – even after only a single QAOA round,

p = 1, the AAR remains higher than 0.7. As a complementary to the results in IPR

test, Figure. 6.9, shows how different initial state IPRs result in different outcomes

in solving EDP on 3× 3 grids. We observe that, the ground state preparation is not

a necessity for our mixer, but the equal superposition state of all feasible solutions

does serve as a best starting point of the three, followed closely by the initial state

prepared by evolving a random configuration with the mixing Hamiltonian, which is

with the IPR test.

These results suggest that having an unbiased ergodic superposition of solu-

tions is more advantageous than starting close to the mixer ground-state (for ordinary

QAOA with the X-mixer, these coincide).

6.5 Discussion

In this chapter, we designed and simulated a QED-inspired QAOA algorithm to

the flow network problems. In particular, we tested its performance with the EDP and

SSSP problems. The biggest difference between routing problems and other typical

QAOA benchmark problems (like MaxCut) is that the feasible solutions only consist

of an exponentially small fraction of the whole solution space. The standard QAOA

approach produces infeasible solutions with high probability. To resolve this issue,

we proposed the RQED-mixer, which automatically ensures the satisfaction of flow

constraints throughout the algorithm. By observing the analogy between Gauss’ Law

and those constraints, we theoretically and numerically demonstrated that the QED-

mixer is a natural choice for the routing problem. Although implementing the RQED-

271



mixer requires additional circuit complexity, the generating Hamiltonian is still local

and the number of terms is still linear in problem size, and optimization purely

within the feasible space makes the QAOA with RQED-mixer more likely to find

nearly optimal solutions in comparison to the standard QAOA approach. Part of the

simulation results showed that for SSSP problem, the average approximation ratio of

RQED-mixer is significantly higher than the X-mixer. For the harder problem, EDP,

our results also showed that QAOA with RQED-mixer can achieve high approximation

ratio on different size instances, although our numerical simulations were necessarily

limited to rather modest problem sizes.

Our experiments with different initial state strategies suggest an intriguing

departure from the “shortcut-to-adiabaticity" mechanism typically used to motivate

QAOA. Namely, QAOA is often motivated as a short-depth approximation to the

adiabatic mapping from mixer to the cost of ground-state. However, we have seen

that, at least on modest graph sizes available for classical simulation, starting with a

more ergodic (less biased) superposition of initial states produces better results than

starting in a low-energy state of the mixer, suggesting that a different mechanism

than approximate adiabaticity is at play.

Whether the improved performance and superiority of the non-adiabatic op-

erations extend to a larger problem size is an important question for future studies.

However, the scope of classical simulation is limited due to the typical explosion of

Hilbert space size with problem size. Analytic insights would be extremely valuable,

although have often proved challenging beyond small-p. One possible approach is to

investigate the locality of QAOA with the RQED-mixer. For standard QAOA with

X-mixer, the locality was studied [FGG20a] to prove the performance of QAOA on

the independent set problem, another famous NP-complete problem on graphs. Last

but not least, it would be desirable to implement the algorithm on near-term quantum

computers, as these devices begin to eclipse classical simulation [AAB+19].
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Figure 6.7: Comparing different mixers Top: Solving SSSP on different sized
triangle graphs with different mixers; 120 runs performed for each mixer: weight on
each edge is randomly drew from [0, 1]. Bottom: A multiple-step comparison: We
compare the behavior of the 3 mixers in solving SSSP problem on the 2-triangle graph
as plotted in Figure 6.2. Each point represents an average of 200 random instances.
Notice that, for this particular graph, it is impossible for the unrestricted QED-mixer
to create an isolated loop, making its performance almost identical to the RQED-
mixer.
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Figure 6.8: RQED-Mixer Behavior at p = 1 The simulation is done for 3×3, 3×4,
4× 4 grids for a 2-pair EDP problem. 200 random problem instances are performed
at each graph, by choosing the location of each source, sink, state preparation seed
path at random.

1 2 3 4 5
P

0.70

0.75

0.80

0.85

0.90

A
ve

ra
ge

 a
pp

ro
xi

m
at

io
n 

ra
tio

State_preparation
Equal_superposition
Eigen_state

Figure 6.9: RQED QAOA behavior in solving actual EDP problems with
different initial states We compare the effect of different choices of initial states
on the RQED-mixer’s performance, averaging over 200 random problem instances.
“Eigenstate" stands for the ground state.
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Chapter 7: Quantum Fine-Grained Complexity

7.1 Introduction

In the closest pair problem (CP), we are given a list of points in Rd, and

asked to find two that are closest. (See Fig. 7.1 for an illustration of this problem.)

This is a fundamental problem in computational geometry and has been extensively

studied. Indeed, CP is one of the standard examples in textbooks (such as [CLRS09]

and [KT06]) to introduce the divide-and-conquer technique. Moreover, CP relates to

problems that have critical applications in spatial data analysis and machine learn-

ing, such as empirical risk minimization [BIS17], point location [SH75, Bes98], time

series motif mining [MKZ+09], spatial matching problems [WTFX07], and cluster-

ing [NTM01]. Therefore, any improvement on CP may imply new efficient algorithms

for related applications.

Figure 7.1: An instance of the CP, where the the closest pair is labeled in the circle.

Like with many other geometric problems, the hardness of CP rises as the

dimension d increases. Shamos and Hoey gave the first O(n log n) deterministic algo-

rithm in R2 by using Voronoi diagrams [SH75], improving on the trivial O(n2d) upper

bound. Then, Bentley and Shamos gave an algorithm with 2O(d)n log n running time

via a divide-and-conquer approach [BS76]. A randomized algorithm by Khuller and

Matias [KM95, Rab76] takes 2O(d)n expected running time. A trivial lower bound
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for CP is Ω(n), since one must read all points to find the closest pair in the worst

case. Yao showed an Ω(n log n) lower bound for CP on the algebraic decision tree

model [CC89].

When we consider CP in polylog(n) dimensions, the running time of all ex-

isting algorithms blows up to Ω(n2), and thus it is unknown if there exists an algo-

rithm matching the unconditional lower bounds. Nevertheless, under the Strong Ex-

ponential Time Hypothesis (SETH), Karthik and Manurangsi [KM20a], and David et

al. [DSL19], recently proved a conditional lower bound of n2−o(1) for CP in polylog(n)

dimensions. This implies that the brute force approach is nearly optimal in polylog(n)

dimensions unless SETH is false. SETH was introduced by Impagliazzo and Pa-

turi [IP01], and is the assumption that for all ϵ > 0, there exists an integer k > 2

such that no algorithm can solve k-SAT in time O(2(1−ϵ)n).

The main idea behind the results of [KM20a, DSL19] is to prove a “fine-grained”

reduction from CNF-SAT to CP in polylog(n) dimensions. Fine-grained reductions are

reductions between computational problems that keep track of the exact polynomial

exponents. For instance, [KM20a] showed that CNF-SAT with 2n(1−o(1)) time is re-

ducible to CP in polylog n dimensions with n2−o(1) time, and thus the lower bound

for CP in polylog n dimensions is n2−o(1) unless SETH is false.

Surprisingly, to our knowledge, the quantum time complexity of CP was hardly

investigated before. The trivial quantum algorithm for CP is to use Grover’s search

algorithm on all n2 pairs, which takes O(nd) time. Sadakane et al. [SST01] sketched

a quantum algorithm that runs in O(n1−1/(4⌈d/2⌉)) time. Volpato and Moura [VM10]

claimed a quantum algorithm that uses O(n2/3) queries, but no analysis was given of

the running time, and as we will see, the conversion from the query-efficient algorithm

to a time-efficient algorithm is nontrivial. As for the lower bound, any quantum

algorithm for CP needs Ω(n2/3) time, since Aaronson and Shi [AS04] proved such

a lower bound for element distinctness, and CP contains element distinctness as a

special case, where a closest pair has distance 0.
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In this chapter, we resolve the quantum time complexity of CP. In con-

stant dimensions, we observe that by using a quantum walk for element distinct-

ness [Amb07, MNRS11], we can achieve O(n2/3) queries for CP. However, to obtain

the same time complexity, the algorithm needs some geometric data structure that

supports fast updates and checking, and that—crucially—is “history-independent”,

i.e., the data structure is uniquely represented, disregarding the order of insertion

and deletion. History-independence is essential since different representations of the

same data would destroy quantum interference between basis states.

We propose a geometric data structure that is history-independent and that

supports fast checking and updates. Our data structure works by discretizing Rd into

hypercubes with length ϵ/
√
d. Then, we use a hash table, skip lists, and a radix

tree to maintain the locations of the points and hypercubes. This data structure is

history-independent, and we can easily find pairs with distance at most ϵ with it.

We then find the closest pair by a binary search. By using our data structure and a

quantum walk [Amb07, MNRS11], we achieve quantum time complexity Õ(n2/3).

For CP in polylog(n) dimensions, one may expect a conditional lower bound

under SETH. However, SETH fails when quantum algorithms are considered since a

simple application of Grover’s search algorithm on all assignments solves CNF-SAT in

time Õ(2n/2). Furthermore, existing fine-grained reductions may require time greater

than O(2n/2).

In this chapter, we introduce the Quantum Strong Exponential Time Hypoth-

esis (QSETH) and quantum fine-grained reductions. We define QSETH as follows.

Definition 7.1 (QSETH). For all ϵ > 0, there exists some k ∈ N such that there is

no quantum algorithm solving k-SAT in time O(2(1−ϵ)
n
2 ).

We then observe that the classical definition of fine-grained reductions cannot

capture the features of quantum reductions such as superposed queries and speedups
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from quantum algorithms. For instance, a fine-grained reduction may reduce problem

A to solving many instances of problem B and then output the best solution; in this

case, one can use Grover’s search algorithm to achieve a quadratic speedup. Therefore,

instead of summing the running time over all instances as in Definition 7.9, we use a

quantum algorithm which solves all instances in superposition and outputs the answer.

We give a formal definition of quantum fine-grained reductions in Definition 7.12 and

show that under QSETH, any quantum algorithm for CP in polylog(n) dimensions

requires n1−o(1) time. This implies that Grover’s algorithm is optimal for the problem

up to an no(1) factor.

Intuitively, QSETH is the conjecture that applying Grover’s search algorithm

over all assignments in superposition is the optimal quantum algorithm for CNF-SAT.

This is similar to SETH, which says that a brute force search is optimal for CNF-SAT.

A series of works on CNF-SAT [Sch99, PPSZ05, PP10, Her15, SS17] shows that for

some constant c ∈ [1, 2], there exist (randomized) algorithms for n-variable k-SAT

that run in time 2n(1−c/k). As k grows, the running time of these algorithms approach

2n. When k is small, however, there are algorithms with better running times. For

instance, when k = 3, Schöning [Sch99] obtained an algorithm with O(1.334n) running

time, which was later improved to O(1.308n) by Paturi et al. [PPSZ05]. However,

none of the above mentioned algorithms have good running time on larger k’s, so

SETH remains a plausible conjecture.

When k is small enough, there are also quantum algorithms for k-SAT [Amb04,

DKW05] running in time much less than O(2n/2). However, these quantum algorithms

mainly use Grover search to speed up the classical algorithms of [Sch99, PPSZ05],

and thus do not perform well for large k, either. Therefore, we conjecture that for

large enough k, no quantum algorithm can do much better than Grover search.

Finally, we study the bichromatic closest pair problem (BCP) and the orthog-

onal vector problem (OV). Briefly, OV is to find a pair of vectors that are orthogonal

given a set of vectors in {0, 1}d ∈ Rd, and BCP is, given two sets A,B (representing

278



two colors) of n points in Rd, to find the pair (a, b) of minimum distance with a ∈ A
and b ∈ B.

We can summarize all of our results as follows.

Theorem 7.1 (Informal). Assuming QSETH, there is no quantum algorithm running

in time n1−o(1) for OV, CP, and BCP when d = polylog(n).

Theorem 7.2 (Informal). The quantum time complexity of CP in O(1) dimensions1

is Θ̃(n2/3)2.

Theorem 7.3 (Informal). For any δ > 0, there exists a quantum algorithm for BCP

with Õ(n1− 1
2d

+δ) running time. There exists a quantum algorithm which solves (1+ξ)-

approximate BCP in time Õ(ξ−dn2/3).

Theorem 7.4 (Informal). The quantum time complexity of OV in O(1) dimensions3

is Θ(n1/2).

Table 7.1 also summarizes what is known about upper and lower bounds on

the classical and quantum time complexities of all of these problems.

Related work A recent independent work by Buhrman, Patro and Speelman [BPS19]

also studied quantum strong exponential time hypothesis. They defined (a variant

of) QSETH based on the hardness of testing properties on the set of satisfying as-

signments of a SAT formula, e.g., the parity of the satisfying assignments. Based

on these hardness assumptions extended from the original QSETH, they gave condi-

tional quantum lower bounds for OV, the Proofs of Useful Work [BRSV17] and the

1We actually give a slightly stronger result: the same time complexities still hold when d =

O
(

log logn
log log logn

)
.

2The Θ̃ notation is Θ with logarithmic factors hidden in both upper and lower bounds.
3The same time complexities still hold when d = O(log log n).
4log∗(n) := log∗(log n) + 1 for n > 1 and log∗(1) := 0. Hence, 2O(log∗ n) is an extremely slow-

growing function.
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Dimension Lower Bound Upper Bound

CP

Θ(1)
Classical Ω̃(n) [CC89] Õ(n) [SH75, BS76, KM95]
Quantum Ω(n2/3) Theorem 7.33 Õ(n2/3) Corollary 7.32

polylog n
Classical n2−o(1) (Under SETH) [KM20a] O(n2)

Quantum n1−o(1) (Under QSETH) Theorem 7.12 Õ(n) Theorem 7.7

OV

Θ(1)
Classical Ω(n) O(n) [Wil17]
Quantum Ω(n1/2) Theorem 7.43 O(n1/2) Theorem 7.43

polylog n
Classical n2−o(1) (Under SETH) [Wil05] n2−o(1) [AWY15, CW16]
Quantum n1−o(1) (Under QSETH) Theorem 7.12 Õ(n) Theorem 7.7

BCP

Θ(1)

Classical Ω(n) O
(
n2− 2

⌈d/2⌉+1
+δ) [AESW91]

Quantum Ω(n2/3) Theorem 7.42 Õ(n1− 1
2d

+δ) for BCP Theorem 7.41
Õ(ξ−dn2/3) for (1 + ξ)-BCP Theorem 7.39

2O(log∗(n))4 Classical n2−o(1) (Under SETH) [Che18] n2−o(1) [AWY15, CW16]
Quantum n1−o(1) (Under QSETH) Theorem 7.18 Õ(n) Theorem 7.7

Table 7.1: A summary of our quantum complexity results and comparison to classical
results. The bold entries highlight our contributions in this chapter.

edit distance problem. In comparison, we formally define the quantum fine-grained

reductions and prove lower bounds for CP, OV, and BCP under the original form of

QSETH by showing the existence of quantum fine-grained reductions from CNF-SAT

to the these problems.

7.1.1 Proof overview

For ease of presentation, some notations and descriptions will be informal here.

Formal definitions and proofs will be given in subsequent sections.

We give an optimal (up to a polylogarithmic factor) quantum algorithm that

solves CP for constant dimensions in time Õ(n2/3). First note that there exists a

Johnson graph corresponding to an instance of CP, where each vertex corresponds to

a subset of n2/3 points of the input of CP, and two vertices are connected when the

intersection of the two subsets (they are corresponding to) has size n2/3−1. A vertex

is marked if the subset it corresponds to contains a pair with distance at most ϵ. Then,

the goal is to find a marked vertex on this Johnson graph and use binary search over

ϵ to find the closest pair. Our algorithm for finding a marked vertex is based on the

quantum walk search framework by Magniez et al. [MNRS11], which can be viewed as
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the quantum version of the Markov chain search on a graph (in our case, a Johnson

graph). The complexity of this quantum walk algorithm is O(S + 1√
λ
( 1√

δ
U + C)),

where λ is the fraction of marked states in the Johnson graph, δ is its spectral gap, S

is the cost for preparing the algorithm’s initial state, U is the cost for implementing

one step of the quantum walk, and C is the cost for checking the solution. For our

Johnson graph, λ = n−2/3 and δ = n−2/3. If we consider only the query complexity,

S = n2/3, U = O(1), and C = 0. However, the time complexity for C is huge in the

straightforward implementation, e.g., storing all points in an array according to the

index order, as we need to check all the pairs from the n2/3 points, which will kill

the quantum speedup. To tackle this, we discretize the space into small hypercubes.

With this discretization, it suffices to check O((
√
d)d) neighbor hypercubes to find a

pair with distance at most ϵ. To support the efficient neighborhood search, we need

an efficient data structure.

Existing data structures do not meet our need. They either have prohibitive

dependence on the dimension, such as Ω(n⌈d/2⌉) time for constructing and storing

Voronoi diagrams [Kle80], or do not have unique representation (i.e., they are history-

dependent), such as fair-split trees and dynamic trees [Bes98]. Note that the require-

ment of unique representation is due to the fact that different representations of the

same data would destroy the interference that quantum computation relies on. To

solve this problem, we propose a uniquely represented data structure that can answer

queries about ϵ-close pairs and insert/delete points efficiently. This data structure

is based on a hash table, skip lists, and a radix tree. With this data structure,

U = O(log n) and C = O(1). Hence, we have the desired time complexity (see Sec-

tion 7.4.2). We give another method for solving CP that only uses a radix tree as

the data structure. With only a radix tree, the algorithm cannot handle cases with

multiple solutions, and we need to subsequently reduce the size of the problem until

there is at most one solution (see Section 7.4.3). These two quantum algorithms have

the same time complexity.

Our quantum algorithm for solving approximate BCP follows the same spirit as
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that for CP, except that we use a finer discritization of the space (see Section 7.5.1). To

solve BCP exactly, we need a history-independent data structure for nearest-neighbor

search, but no such data structure is known. Instead, we adapt the nearest-neighbor

search data structure by Clarkson [Cla88] to the quantum algorithm proposed by

Buhrman et al. [BdWD+01] for element distinctness, which does not require history-

independence of the data structure because in the algorithm of [BdWD+01], no in-

sertions and deletions are performed once the data structure for a set of points is

constructed (see Section 7.5.2). Sadakane et al. [SST01] sketched an algorithm for

BCP with similar ideas and running time, but we give the first rigorous analysis.

To derive our quantum fine-grained complexity results for OV and CP when

d = polylog n under QSETH, we first define quantum fine-grained reductions. In

our definition, we consider problems whose input is given in the quantum query

model, and allow the reduction to perform superposed queries and run quantum al-

gorithms, e.g., amplitude amplification. The classical reductions from CNF-SAT to

CP [KM20a, DSL19] and OV [WY14] are not “quantum fine-grained” under QSETH.

These reductions fail because their running time exceeds 2n/2(1−ϵ), which is the conjec-

tured time complexity for CNF-SAT under QSETH. Therefore, we cannot derive from

them any non-trivial lower bounds for CP or OV based on QSETH. In the following,

we use the advantages of quantum algorithms to make these reductions work.

There are two main obstacles in “quantizing” the fine-grained reductions under

QSETH. The first obstacle is that the time cost for preparing the input of the problem

we reduce to is already beyond the required running time. For instance, consider the

reduction from CNF-SAT to OV. Let φ be a CNF-SAT instance on n variables and

m clauses. The classical fine-grained reduction divides all n variables into two sets

A and B of size n/2, and then maps all assignments for variables in A and B to

two sets VA and VB of 2n/2 vectors each. It is obvious that the time for writing

down VA and VB is already Θ(2n/2). Nevertheless, many quantum algorithms achieve

sublinear query complexities by querying the input oracle in superposition. Hence,

instead of first constructing the input of OV at once and then running the algorithm,
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we can simulate it “on-the-fly”: whenever the OV’s algorithm queries the input oracle

with some superposition of indices, we use a quantum subroutine to realize the input

oracle by mapping the query indices to the corresponding assignments in CNF-SAT,

and then to the corresponding vectors in VA and VB. This subroutine takes only O(n)

time, and therefore the quantum reduction, which has running time O(n) times the

running time of the OV algorithm, is quantum fine-grained.

Another difficulty in quantizing the fine-grained reductions is that some re-

duction needs to call the oracle multiple times, and the number of calls exceeds the

required running time. However, it is possible to achieve quadratic speedup if these

oracle calls are non-adaptive. For the reduction from BCP to CP, we can reduce a

BCP instance to n1.8+o(1) log n instances of CP, which is already larger than the con-

jectured Ω(n) quantum lower bound of BCP. By further studying the reduction, we

find that the solution to BCP is the minimum of the solutions to the the constructed

CP instances. Therefore, we can use the quantum minimum-finding algorithm to re-

duce the total time complexity to Õ(
√
n1.8+ϵ · tCP), which is enough to show that BCP

is quantum fine-grained reducible to CP.

With the above-mentioned techniques, we quantize the classical fine-grained

reductions, and show that CNF-SAT, with conjectured lower bound Ω(2n/2), is quan-

tum fine-grained reducible to OV and CP with lower bound Ω(n′)5, when the dimen-

sion d is polylog(n′).

7.2 Preliminaries

Definition 7.2 (Distance measure). For any two vectors a, b ∈ Rd, the distance

between them in the ℓ2-metric is denoted by ∥a − b∥ =
(∑d

i=1 |ai − bi|2
)1/2

. Their

distance in the ℓ0-metric (Hamming distance) is denoted by ∥a − b∥0 = |{i ∈ [d] :

ai ̸= bi}|, i.e., the number of coordinates on which a and b differ.

5n is the input size of CNF-SAT, and n′ is the input size of OV and CP.
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7.2.1 Quantum query model

We consider the quantum query model in this work. Let X := {x1, . . . , xn} be

a set of n input points and OX be the corresponding oracle. We can access the i-th

data point xi by making the query

|i⟩ |0⟩ OX−−→ |i⟩ |xi⟩ , (7.1)

and we can make queries to elements inX in superposition. Note that OX is an unitary

transformation in the formula above. Hence, a quantum algorithm with access to OX

can be represented as a sequence of unitary transformations.

Consider a quantum algorithm A with access to an oracle O and a initial state

|0⟩ := |0⟩Q |0⟩A |0⟩W , where the registers Q and A are for the queries and the answers

from the oracle, and the register W is the working space which is always hold by A.

Then, we can represent the algorithm as

UTOUT−1 · · ·OU1 |0⟩ . (7.2)

Let |ψ⟩i = UiO · · ·OU1 |0⟩ :=
∑

i,z |i⟩Q |0⟩A |z⟩W be the state right before applying

the i-th O, then

O |ψ⟩i :=
∑

i,z

|i⟩Q |xi⟩A |z⟩W . (7.3)

7.2.2 Quantum subroutine for unstructured searching and minimum find-
ing

Definition 7.3 (Unstructured search). Given a set P of n elements in {0, 1}, decide

whether there exists a 1 in P .

Theorem 7.5 (Grover’s search algorithm [Gro96, NC10]). There is a quantum algo-

rithm for unstructured search with running time O(
√
n).

By Theorem 7.5 and BBBV’s argument [BBBV97], the quantum time com-

plexity of unstructured search is Θ(
√
n). We can also get a Õ(

√
n) quantum algorithm

for minimum finding by combining Grover’s search algorithm and binary search.

284



Theorem 7.6 (Quantum minimum finding [DH96]). There is a quantum algorithm

that finds from a set of n elements with values in R, the index of the minimum element

of the set, with success probability 1
2

and run time Õ(
√
n).

7.2.3 Problem definitions

In this subsection, we first formally define OV, CP, and BCP. Then we show

the folklore algorithms for CP, BCP, and OV by Grover’s algorithm, which run in

time Õ(n).

Definition 7.4 (Orthogonal Vectors, OV). Given two sets A,B of n vectors in {0, 1}d

as input, find a pair of vectors a ∈ A, b ∈ B such that ⟨a, b⟩ = 0, where the inner

product is taken in Z.6

We denote OV with input length n and dimension d as OVn,d. We will use this

notation when we need to specify the parameters in the following sections.

Definition 7.5 (Closest Pair Problem, CP). Given a set P of n points in Rd and a

distance measure ∆, find a pair of distinct points a, b ∈ P such that ∆(a, b) is the

smallest among all distinct pairs in P .

Similar to OV, we denote CP with input length n and dimension d as CPn,d.

We will use this notation when the parameters in the following sections are required

to be specified. Note that in this work, we consider ∆(a, b) = ∥a− b∥ as the distance

measure for CP and BCP.

Definition 7.6 (Bichromatic Closest Pair Problem, BCP). Given two sets A,B of n

points in Rd and a distance measure ∆, find a pair of points a ∈ A, b ∈ B such that

∆(a, b) = min
a∈A,b∈B

∆(a, b). (7.4)

6Our definition is slightly different than some of the literature, for example, [CW19], which
is searching among pairs inside one set. Those two definitions are equivalent up to constant in
complexities.
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We also define an approximate version of BCP as follows.

Definition 7.7 ((1+ξ)-approximate Bichromatic Closest Pair Problem, (1+ξ)-BCP).

Given two sets A,B of n points ∈ Rd and a distance measure ∆, find a pair of points

a ∈ A, b ∈ B such that

∆(a, b) ≤ (1 + ξ) min
a∈A,b∈B

∆(a, b). (7.5)

Same as CP, we use BCPn,d and (1 + ξ)-BCPn,d to specify the parameters.

Definition 7.8 (Element Distinctness Problem, ED). Let f : [n] → [m] be a given

function. Decide whether there exist distinct i, j ∈ [n] such that f(i) = f(j).

For this problem, Ambainis [Amb07] gave a quantum algorithm with time

complexity Õ(n2/3), which matches the lower bound proved by Aaronson and Shi

[AS04] up to a polylogarithmic factor.

Theorem 7.7. There are Õ(n)-time quantum algorithms for CP and BCP when d =

O(poly log n).

Proof. We can solve CP and BCP by searching the minimum distance through all

pairs by the algorithm of Theorem 7.6. There are O(n2) pairs and checking each pair

took O(d) time, so the total running time is O(nd). For d = O(poly log n), the time

complexity equals to Õ(n).

7.2.4 Fine-grained complexity

As we have mentioned earlier in the introduction, a fine-grained reduction

from problem P to Q with conjectured lower bounds p(n) and q(n), respectively, has

the property that if we can improve the q(n) time for Q, then we can also improve

the p(n) time for P. We give the formal definition by Williams [VW15] in below.
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Definition 7.9 (Fine-grained reduction, [VW15]). Let p(n) and q(n) be non-decreasing

functions of n. Problem P is (p, q)-reducible to problem Q, denoted as (P, p) ≤FG

(Q, q), if for every ϵ, there exist δ > 0, an algorithm R for solving P with access to

an oracle for Q, a constant d, and an integer k(n), such that for every n ≥ 1, the

algorithm R takes any instance of P of size n and

• R runs in at most d · (p(n))1−δ-time,

• R produces at most k(n) instances of Q adaptively, that is, the jth instance Xj

is a function of {(Xi, yi)}1≤i<j where Xi is the ith instance produced and yi is

the answer of the oracle for Q on instance Xi, and

• the sizes ni of the instances Xi for any choice of oracle answers yi obeys the

inequality

k(n)∑

i=1

(q(ni))
1−ϵ ≤ d · (p(n))1−δ. (7.6)

Let (P, p) ≤FG (Q, q) for some non-decreasing function p(n) and q(n). If for

every ϵ > 0, we can solve problem Q in time q(n)1−ϵ with probability 1 for all input

length n, then there exists a δ > 0 such that we can solve the problem P in time

p(n)1−δ by Eq. (7.6).

Here are some known results about fine-grained reductions.

Theorem 7.8 ([KM20a, Wil05]).

(CNF-SATn, 2n) ≤FG (OVn1,d1 , n
2
1) ≤FG (BCPn2,d2 , n

2
2) ≤FG (CPn3,d3 , n

2
3), (7.7)

where d1 = Θ(log n1), d2 = Θ(log n2) and d3 = (log n3)
Ω(1).

Remark 7.1. The second reduction from OV to BCP has been improved to d2 =

2O(log∗ n) by Chen [Che18].
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There are several plausible hypotheses in fine-grained complexity, which can

imply conditional hardness results for many interesting problems. We first give the

definition of the strong exponential time hypothesis (SETH).

Hypothesis 7.9 (Strong Exponential Time Hypothesis, SETH). For every ϵ > 0, there

exists a k = k(ϵ) ∈ N such that no algorithm can solve k-SAT (i.e., satisfiability on a

CNF of width k) in O(2(1−ϵ)m) time where m is the number of variables. Moreover,

this holds even when the number of clauses is at most c(ϵ) ·m where c(ϵ) denotes a

constant that depends only on ϵ.

Another popular conjecture is the orthogonal vector hypothesis (OVH):

Definition 7.10 (Orthogonal Vector Hypothesis, OVH). For every ϵ > 0, there exists

a c ≥ 1 such that OVn,d requires n2−ϵ time when d = c log n.

Remark 7.2. Under SETH, we can have the following conclusions from Theorem 7.8:

• OVH is true.

• For all ϵ > 0, there exists a c > 0 such that BCPn,c logn cannot be solved by any

randomized algorithm in time O(n2−ϵ).

• For all ϵ > 0, there exists a c > 0 such that CPn,(logn)c cannot be solved by any

randomized algorithm in time O(n2−ϵ).

7.2.5 The framework for quantum walk search

In this subsection, we review the quantum walk framework for the Markov

chain search problem and demonstrate how to use it to solve the element distinctness

problem. For simplicity, we use the transition matrix P to refer to a Markov chain,

where P = (pxy)x,y∈X for X being the state space of P and pxy being the transition

probability from x to y. An irreducible and ergodic Markov chain has a unique

stationary distribution π, which is also the unique eigenvector of P with eigenvalue

1. Let M ⊆ X be a set of marked elements. In the Markov chain search problem, the
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objective is to find an x ∈M . We can perform the following actions: setup, sampling

from the π with cost S; update, making a transition with cost U, and checking whether

the current state is marked or not with cost C. To solve the search problem classically,

we perform a random walk as follows. Start from a point sampled from π and check

if it is marked. If not, make a number of transitions on P until it mixes, and then

check again. We then repeat this process until a marked state is found. The cost of

this random walk algorithm is O(S + 1
λ
(1
δ
U + C)), where λ := |M |/|X| and δ is the

spectral gap of P .

Quantum analogues of random walks, namely, quantum walks, have been

developed for solving different problems. In 2003, Ambainis [Amb07] proposed a

quantum walk algorithm for solving the element distinctness problem. His algo-

rithm also solves the Markov chain search problem on the Johnson graph with cost

O(S + 1√
λ
( 1√

δ
U + C)). In 2004, Szegedy [Sze04] gave a quantum walk algorithm for

more generalized Markov chains with cost O(S+ 1√
λδ
(U+C)). We can view Szegedy’s

quantum walk as a quantum counterpart of a random walk, where one checks the state

after each transition. Szegedy’s quantum walk only detects the presence of a marked

state, but cannot find one without extra costs. In 2006, Magniez et al. [MNRS11]

proposed a quantum walk search framework that unified the advantages of the quan-

tum walks in [Amb07] and [Sze04]. In this quantum walk framework, we can perform

the following operations:

• Setup: with cost S. preparing the initial state |π⟩ = 1√
|X|

∑
x

√
πx |x⟩.

• Update: with cost U. applying the transformation |x⟩ |0⟩ 7→ |x⟩∑y∈X
√
pxy |y⟩.

• Checking: with cost C, applying the transformation: |x⟩ 7→
{ −|x⟩ if x ∈M
|x⟩ otherwise.

The main result of [MNRS11] is summarized as follows.

Lemma 7.10 ([MNRS11]). Let P be an irreducible and ergodic Markov chain P on

X. Let M ⊆ X be a subset of marked elements. Let λ := |M |/|X| and δ be the

289



spectral gap of P . Then, there exists a quantum algorithm that with high probability,

determines M is empty or finds an x ∈M with cost O(S+ 1√
λ
( 1√

δ
U+ C)).

To solve the element distinctness problem, we define a Markov chain, following

the work [Amb07, BJLM13, Jef14]. The state space X is all subsets of [n] with size r.

The Markov chain is based on the Johnson graph on X, where an edge is connecting

S and S ′ if and only if |S ∩ S ′| = r − 1. The transition probability on each edge is

hence 1
r(n−r) . A state S is marked when there exist distinct i, j ∈ S such the ith and

the jth items are the same. The Markov chain has spectral gap δ ≥ 1/r (see [Jef14])

and it is easy to verify that λ ≥
(
n−2
r−2

)
/
(
n
r

)
= O(r2/n2). If we only consider the query

complexity, the setup procedure costs r queries, the update procedure costs one query,

and the checking procedure does not cost any query. Choosing r = n2/3 yields the

optimal query complexity O(n2/3).

7.3 Quantum Fine-Grained Complexity

In this section, we give the formal definitions of the quantum fine-grained

reduction and quantum strong exponential time hypothesis (QSETH). Moreover, we

show that under QSETH, for d = polylog(n), the lower bounds for CPn,d and OVn,d

are n1−o(1), which nearly matches the upper bounds given in Theorem 7.7.

7.3.1 Quantum fine-grained reduction and QSETH

QSETH is defined based on the assumption that the best quantum algorithm

for CNF-SAT is Grover search when the clause width k is large enough.

Hypothesis 7.11 (QSETH). For every ϵ > 0, there exists a k = k(ϵ) ∈ N such that

no quantum algorithm can solve k-SAT (i.e., satisfiability on a CNF of width k) in

O(2(1/2−ϵ)n) time where n is the number of variables. Moreover, this holds even when

the number of clauses is at most c(ϵ)n where c(ϵ) denotes a constant that depends

only on ϵ.
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Obviously, the Grover search can solve CNF-SAT in Õ(2n/2). To the best of

the our knowledge, there is no quantum algorithm that can do better than O(2n/2)

for any k.

We recall that in the quantum query model, the input of a problem is given

by a quantum oracle. Specifically, let P be a problem, and X be an instance of P

in the classical setting. Then, in the quantum query model, X will be given by an

oracle OX . We will denote an algorithm or an oracle A with access to OX by A(OX).

We say Aϵ is an ϵ-oracle for problem P, if for every instance OX , it holds that

Pr[Aϵ(OX) = P(X)] ≥ 1− ϵ, (7.8)

and the running time is O(1), where P(X) is the answer of X for problem P.

Definition 7.11 (Quantum oracles). Let X := {x1, . . . , xn} be an instance of some

problem and OX be the corresponding quantum oracle. To realize OX , we do not

need to write down the whole X; instead, we can just design a quantum circuit to

realize the mapping

|i⟩ |0⟩ OX−−→ |i⟩ |xi⟩ . (7.9)

Definition 7.12 (Quantum fine-grained reduction). Let p(n) and q(n) be nonde-

creasing functions of n. Let P and Q be two problems in the quantum query model

and Aϵ be an ϵ-oracle for Q with error probability ϵ ≤ 1/3. P is quantum (p, q)-

reducible to Q, denoted as (P, p) ≤QFG (Q, q), if for every ϵ, there exits a δ > 0, and

algorithm R with access to Aϵ, a constant d, and an integer k(n), such that for every

n ≥ 1, the algorithm R takes any instance of P of size n and satisfies the following:

• R can solve P with success probability at least 2/3 in time at most d · p(n)1−δ.

• R performs at most k(n) quantum queries to Aϵ. Specifically, in the jth query,

let Xj := {X1,j, X2,j, . . . } be a set instances of Q. Then, R realizes the oracles

{OX1,j
,OX2,j

, . . . } in superposition and applies Aϵ to solve the instances.
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• The following inequality holds.

k(n)∑

j=1

c(Xj) · q(nj)1−ϵ ≤ d · p(n)1−δ,

where c(Xj) is the time required for R to realize the oracles {OX1,j
,OX2,j

, . . . }
in superposition and nj := maxi |Xi,j|.

In Definition 7.12, the input of Aϵ is given as a quantum oracle such that Aϵ
can be a quantum query algorithm with running time strictly less than the input size.

Moreover, the quantum reduction R can realize quantum oracles {OX1,j
,OX2,j

, . . . }
in superposition, and thus the time required is maxi c(Xi,j) (where c(Xi,j) is the time

required to realize OXi,j
) instead of

∑
i c(Xi,j). This also allows R to use fast quantum

algorithms to process the information of A′ϵs output (e.g., amplitude amplification).

7.3.2 Lower bounds for CP, OV, and BCP in higher dimensions under
QSETH

Here, we give nearly linear lower bounds for OV and CP under QSETH by

showing that there exist quantum fine-grained reductions from SAT to these problems.

Theorem 7.12. Assuming QSETH, for all ϵ > 0, there exists a c such that OVn,c logn
and CPn,(logn)c cannot be solved by any quantum algorithm in time O(n1−ϵ).

We prove Theorem 7.12 by showing that there exist quantum fine-grained

reductions from CNF-SAT to OV, OV to BCP, and BCP to CP with desired parameters.

We first give the reduction from CNF-SAT to OV as a warm-up.

Lemma 7.13.

(CNF-SATn, 2n/2) ≤QFG (OVn1,d1 , n1), (7.10)

where n1 = 2n/2 and d1 = Θ(n).
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Proof. Let ϕ be a CNF formula with n variables and m = Θ(n) clauses. Let A be

an algorithm for OV. We first recall the classical reduction. Let ϕ := ϕ1 ∧ · · · ∧
ϕm. We divide the n variables into two sets A and B with |A| = |B| = n

2
. Let

A := {x1, . . . , xn/2} and B := {xn/2+1, . . . , xn}. We let SA := {a1, . . . , a2n/2} be all

assignments to A and SB := {b1, . . . , b2n/2} be all assignments to B. We describe two

mappings fA : SA → {0, 1}m and fB : SB → {0, 1}m as follows:

fA(ai) = [ϕ1(ai), . . . , ϕm(ai)]
T , and (7.11)

fB(bi) = [ϕ1(bi), . . . , ϕm(bi)]
T , (7.12)

where ϕj(ai) = 0 if ai is a satisfied assignment for ϕj, and ϕj(ai) = 1 otherwise; we

define ϕi(bi) in the same way. Let FA := {fA(ai) : i ∈ [2n/2]} and FB := {fB(bi) :
i ∈ [2n/2]}. Then, it is obvious that if there exist v ∈ FA and u ∈ FB such that

⟨v, u⟩ = 0, then ϕ is satisfiable. However, at first glance, this reduction with O(2n/2)

running time is not fine-grained since we require the cost of the reduction to be at

most 2n(1−δ)/2 for some δ > 0 by Definition 7.12, but writing down elements in FA

and FB already takes Ω(2n/2).

Nevertheless, as in Definition 7.11, a quantum fine-grained reduction only

needs to realize the functions fA and fB, which takes O(mkn) time where k is the

width of clauses. This is much less than O(2n(1−δ)/2). More specifically, fA and fB

are oracles for FA and FB, and for any quantum query to elements in FA or FB, the

reduction can implement oracles fA and fB:

|e, x⟩ |0⟩ fe−→ |e, x⟩ |fe(x)⟩ , (7.13)

where e ∈ {A,B}, and the time c(fe) for the reduction to implement fe for one quan-

tum query is at most O(kmn). Finally, this reduction only uses one oracle (FA, FB).

If there is an algorithm for OV which succeeds with probability 2/3, we can boost

the success probability of the reduction by repetition. Therefore, (CNF-SAT, 2n/2) is

quantum reducible to (OVn1,d1 , n1).
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Then, to prove (CNF-SAT, 2n/2) ≤QFG (CPn3,d3 , n3), we show that (BCPn2,d2 , n2) ≤QFG

(CPn3,d3 , n3) and (OVn1,d1 , n1) ≤QFG (BCPn2,d2 , n2), where n2, n3, d2, d3 are some func-

tions of n specified in the following lemmas.

Lemma 7.14. For d = Θ(log n),

(BCPn,d, n) ≤QFG (CPn′,d′ , n
′), (7.14)

where n′ = nO(1) and d′ = (log n)c for some constant c and all points have {0, 1}
entries with the Hamming metric.

Remark 7.3. The points have coordinate entries in {0, 1}, and the Hamming metric

is equivalent to distance in ℓ2-metric (up to power of 2) in this case. Therefore, in the

proof of Lemma 7.14, we can consider the Hamming distance between points instead

of ℓ2 distance without loss of generality.

We first introduce the classical reductions in [KM20a] and some results we will

use to prove Lemma 7.14.

Classical reduction We can consider an instance of BCP with two sets of points

A and B as a weighted complete bipartite graph Kn,n, where the vertices are the

points in these two sets and edges’ weights are equal to the distances between the

corresponding points. Then, solving BCP is equivalent to find an edge with the

minimum weight in this graph. However, we cannot directly apply the algorithm for

CP on this graph since there could be two points in the same set (no edge connecting

them) that have a smaller distance than any pairs of points in two sets (connected by

an edge). To overcome this difficulty, we can “stretch” the points to make the points

in the same set far from each other, which is characterized by the contact dimension

of a graph:

Definition 7.13 (Contact Dimension). For any graph G = (V,E), a mapping τ :

V → Rd is said to realize G if for some β > 0, the following holds for every distinct
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vertices u, v:

∥τ(u)− τ(v)∥2 = β if {u, v} ∈ E, (7.15)

∥τ(u)− τ(v)∥2 > β otherwise.

The contact dimension of G, denoted by cd(G), is the minimum d ∈ N such that

there exists τ : V → Rd realizing G.

That is, with the help of τ , we can restrict the optimal solution of CP to be the

points connected by an edge in G. But we cannot realize the whole complete bipartite

graph since cd(Kn,n) = Θ(n), which makes the dimension of the CP instance too large.

[KM20a] showed that we can realize a subgraph of Kn,n and apply permutations to

its vertices such that the union of these subgraphs cover Kn,n. In this way, BCP can

be computed by solving CP on each subgraph and outputting the best solution. More

specifically, the reduction in [KM20a] relies on the following theorem:

Theorem 7.15 (Theorem 4.2 in [KM20a]). For every 0 < δ < 1, there exists a

log-dense sequence (ni)i∈N such that, for every i ∈ N, there is a bipartite graph

Gi = (Ai∪̇Bi, Ei) where |Ai| = |Bi| = ni and |Ei| ≥ Ω(n2−δ
i ), such that cd(Gi) =

(log ni)
O(1/δ). Moreover, for all i ∈ N, a realization τ : Ai∪̇Bi → {0, 1}(logni)

O(1/δ) of

Gi can be constructed in n
2+o(1)
i time.

The log-dense sequence is defined as follows:

Definition 7.14. A sequence (ni)i∈N of increasing positive integers is log-dense if

there exists a constant c ≥ 1 such that log ni+1 ≤ c · log ni for all i ∈ N.

They also showed that, the permutations for covering the complete bipartite

graph can be efficiently found, as shown in the following lemma.

Lemma 7.16 (Lemma 3.11 in [KM20a]). For any bipartite graph G(A∪̇B,EG) where

|A| = |B| = n and EG ̸= ∅, there exist side-preserving permutations π1, . . . , πk :
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A ∪B → A ∪B where k ≤ 2n2 lnn
|EG|

+ 1 such that
⋃

i∈[k]

EGπi
= EKn,n . (7.16)

Moreover, such permutations can be found in O(n6 log n) time.

Now, we are ready to state the quantum fine-grained reduction by “quantizing”

the classical reduction.

Proof of Lemma 7.14. Let A,B be the two sets of input points of BCP. Suppose for

BCP, there is an input oracle OBCP which, given an index, returns the corresponding

point:

|b⟩ |i⟩ |0⟩ OBCP−−→




|b⟩ |i⟩ |xi⟩ if b = 0,

|b⟩ |i⟩ |yi⟩ if b = 1,
(7.17)

where xi is the i-th point in the set A and yi is the i-th point in the set B. The sizes

of A and B are both equal to n and each point is in {0, 1}d1 , where d1 = Θ(log n) is

the dimension of BCP.

For CP, suppose there is a quantum algorithm A such that for m points in

{0, 1}d2 given by an oracle MCP , AMCP returns the closest pair of these n points with

probability at least 2/3.

Then we need to transform OBCP to some oracles Mi for CP, such that by

running A with Mi as input oracles, we can get the bichromatic closest pair between

A and B. The reduction has four steps:

1. Pre-processing. We first follow the classical reduction to pre-process the input

points of BCP. For some integer n′ ≤ n0.1, we can partition A and B into n′-size

subsets:

A = A1 ∪̇ · · · ∪̇ Ar, (7.18)

B = B1 ∪̇ · · · ∪̇ Br,
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where r = ⌊n/n′⌋. Here, we assume that n is divisible by n′. It follows that

BCP(A,B) = min
i,j∈[r]

BCP(Ai, Bj). (7.19)

Then, we use the algorithm in [KM20a] to construct k mappings f1, . . . , fk :

[2n′]→ {0, 1}d′ such that

BCP(Ai, Bj) = min
t∈[k]

CP(ft(Ai) ∪ ft(Bj)) ∀i, j ∈ [⌊n/n′⌋]. (7.20)

More specifically, we pick n′ to be the largest number in a log-dense sequence

that is smaller than n0.1. Then, we apply Theorem 7.15 to classically construct a

bipartite graph G(A ∪ B,E) with n′ vertices in each side and a realization τ . By

choosing δ = ϵ/2 in Theorem 7.15, the graph G has |E| = Ω(n′2−ϵ/2) edges. And we

can get 2n′ 0/1-strings of length (log n′)O(2/ϵ):

τAi = τ(ui) ∀ui ∈ A, and τBi = τ(vi) ∀vi ∈ B. (7.21)

In order to cover the complete bipartite graph, we run the classical algorithm

(Lemma 7.16) to find k permutations π1, . . . , πk : [n′]→ [n′], where k is a parameter

to be chosen later.

Then, we can define the mappings as follows:

ft(u) =




xv ◦

(
τAπt(w)

)d+1

if 1 ≤ u ≤ n′

yv ◦
(
τBπt(w)

)d+1

if n′ < u ≤ 2n′
∀t ∈ [k], u ∈ [2n′], (7.22)

where ◦ means string concatenation and (s)d+1 denotes d + 1 copies of the string s.

For a point p ∈ Ai ∪ Bj, u ∈ [2n′] is the index in this union-set, v ∈ [n] is the index

in the ground set A or B, and w ∈ [n′] is the index in the subset Ai or Bj. Further,

if 1 ≤ u ≤ n′, then w := u; otherwise, w := u− n′.
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2. Oracle construction. For i, j ∈ [r], t ∈ [k], we then construct the input oracle

Mi,j,t for the problem CP(ft(Ai) ∪ ft(Bj)). For a query index u ∈ [2n′],

Mi,j,t |u⟩ |0⟩ = |u⟩ |ft(u)⟩ . (7.23)

With the help of the input oracle OBCP, we can implement Mi,j,t in the following

way:

1. Prepare an ancilla qubit |b⟩ such that b = 1 if u > n′.

2. Transform |u⟩ to |v⟩, the index of the point in A or B, based on the value of b.

Note that the index is unique. Hence, this transformation is unitary and can

be easily achieved by a small quantum circuit.

3. Query OBCP with input |b⟩ |v⟩. Assume b = 0. Then,

|b⟩ |v⟩ |0⟩ OBCP7−−→ |b⟩ |v⟩ |xv⟩ . (7.24)

4. Similar to the second step, the index w of the point in Ai and Bj can be

computed from v by a unitary transformation:

|b⟩ |v⟩ |xv⟩ 7→ |b⟩ |w⟩ |xv⟩ (7.25)

5. Since each w corresponds to a unique string τAπt(w), we can attach d + 1 copies

of this string to the remaining quantum registers:

|b⟩ |w⟩ |xv⟩ 7→ |b⟩ |w⟩ |xv⟩
∣∣∣
(
τAπt(w)

)d+1
〉
. (7.26)

6. By recovering u from w, we get the final state:

|u⟩ |ft(u)⟩ = |u⟩
∣∣∣xv,

(
τAπt(w)

)d+1
〉
. (7.27)
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3. Query process By Eqs. (7.19) and (7.20), we have

BCP(A,B) = min
i,j∈[r],t∈[k]

CP(ft(Ai) ∪ ft(Bj)). (7.28)

Hence, we can use quantum minimum-finding algorithm in Theorem 7.7 over the

sub-problems to find the minimum solution. For each sub-problem, we can run the

algorithm for CP with Mi,j,t as the input oracle.

4. Post-processing. In case that n is not divisible by n′, let the remaining points

in A and B be Ares, Bres, respectively. Then, we can use Grover search to find the

closest pair between Ares and B, and between Bres and A. Then, compare the answer

to the previously computed result and pick the smaller one.

Correctness. In this reduction, we do not change the constructions of the mappings

{fi}i∈[k]. By [KM20a], Eq. (7.28) is correct in the classical setting. Hence, it also holds

in the quantum setting, and we can use Grover search to find the minimum solution.

However, since the algorithm A for CP has success probability 2/3, for each tuple

(i, j, t) ∈ [r] × [r] × [k], we need to run AMi,j,t O(log n) times to boost the success

probability to at least 1 − 1
n
. Then, by the union bound, the probability that all

queries in the Grover search are correct is at least 99/100. Hence, by Theorem 7.6,

the overall success probability is at least 2/3.

Running Time of the Reduction. The running time of the pre-processing step

consists of two parts: (1) constructing the graph G and its realization τ ; (2) finding

k permutations. For the first part, by Theorem 7.15, it can be done in n′2+o(1) time.

For the second part, we pick k = O(2n
′2 logn′

n′2−ϵ/2 ) = O(n′ϵ/2 log n′), and by Lemma 7.16,

it can be done in O(n′6 log n′) time. Hence, the total running time of pre-processing

step is n′2+o(1) +O(n′6 log n′) = Õ(n0.6).

The oracle construction can be done “on-the-fly”. More specifically, given the

strings {τAi , τBi }i∈[n′], and permutations {πi}i∈[k], for each query index u, we can
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simulate the oracle Mi,j,t defined in Eq. (7.23) in c(Mi,j,t) = O(d2) = (log n′)Ω(1) =

Õ(1) time.

In the query process, for each CP instance indexed by (i, j, t), suppose AMi,j,t

gets the answer in time q(n′) = n′. Moreover, for each time A querying the input

oracle Mi,j,t, we need to spend c(Mi,j,t) time to simulate the oracle. And we also have

O(log n) runs for each instance. Hence, the total running time for each CP is at most

n′1−ϵ · Õ(1) ·O(log n) = Õ(n′1−ϵ). (7.29)

Then, we use Grover’s search algorithm over r2 · k instances, which can be done by

querying Õ(
√
r2 · k) instances by Theorem 7.6. Therefore, for any ϵ > 0, we have

Õ(
√
r2k) · q(n′)1−ϵ · c(Mi,j,t) ·O(log n) = Õ(

√
(n/n′)2k · (n′)1−ϵ) (7.30)

≤ Õ(n · (n′)−ϵ) ≤ Õ(n · n−ϵ/2) ≤ n1−δ, (7.31)

where the first inequality follows from k = O(n′ϵ/2 log n′) as shown in [KM20a] and

the last inequality follows by setting δ = ϵ/10.

For the post-processing step, the sizes of Ares and Bres are at most n′. The

running time is

O(
√
n · n′ · log n) ≤ Õ(n0.55). (7.32)

Therefore, for any ϵ > 0, there exists a δ > 0 such that the Eq. (7.30) holds

and the total reduction time is O(n1−δ). By Definition 7.12, BCPn,d1 can be quantum

fine-grained reduced to CPn,d2 . This completes the proof of this lemma.

Finally, we show that (OVn,d, n) ≤QFG (BCPn,d′ , n) by quantizing the reduction

in [KM20a] following the same idea.

Lemma 7.17. For d = Θ(log n),

(OVn,d, n) ≤QFG (BCPn,d′ , n), (7.33)

where d′ = Θ(log n).
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Proof. For an OV instance with sets of vectors A and B, let OOV be the input oracle

such that:

OOV |i⟩ |0⟩ =




|i⟩ |ai⟩ if i ∈ A,
|i⟩ |bi⟩ if i ∈ B.

(7.34)

where ai, bi ∈ {0, 1}d.

Then, similar to the classical reduction, we can construct mappings fA, fB :

{0, 1}d → {0, 1}5d such that

fA(ai)5j−4:5j =




11000 if ai(j) = 0

00110 if ai(j) = 1
∀j ∈ [d], (7.35)

and

fB(bi)5j−4:5j =




10100 if bi(j) = 0,

01001 if bi(j) = 1.
∀j ∈ [d]. (7.36)

By the classical reduction, we have

OV(A,B) = 1 if and only if BCP(fA(A), fB(B)) = 2d (7.37)

under Hamming distance.

Also, note that we can simulate the input oracle OBCP by first querying the

oracle OOV to get the vector, then applying the corresponding mapping fA or fB,

which can be done in c(OBCP) = O(d) time. Let the running time of the algorithm

for BCP be q(n) = n. Then for any ϵ > 0,

q(n)1−ϵ · c(OBCP) = n1−ϵ ·Θ(log n) ≤ n1−δ (7.38)

for some small δ > 0. Hence, by Definition 7.12, (OVn,d, n) ≤QFG (BCPn,d′ , n).

Proof of Theorem 7.12. We can prove the theorem by contradiction following Lemma 7.13,

Lemma 7.17, and Lemma 7.14. Specifically, suppose that there exists an ϵ > 0, for
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all d = Θ(log n), there exists a quantum algorithm which can solve OV in time

O(n1−ϵ). Then, we can obtain a quantum algorithm for CNF-SAT, which runs in

time O(2n/2(1−ϵ)) by Lemma 7.13. This contradicts QSETH. The proof for CP is the

same.

7.3.3 Quantum lower bound for BCP in nearly-constant dimensions under
QSETH

A byproduct of the previous subsection is a quantum lower bound for BCP

in higher dimensions (i.e., d = polylog(n)) under QSETH (Lemma 7.17). In this

subsection, we show that this quantum lower bound for BCP even holds for nearly-

constant dimensions (i.e., d = clog
∗(n)). The main result of this subsection is the

following theorem.

Theorem 7.18. Assuming QSETH, there is a constant c such that BCP in clog
∗(n)

dimensions requires n1−o(1) time for any quantum algorithm.

We will “quantize” the results by Chen [Che18] to prove this theorem. More

specifically, we first show a quantum fine-grained self-reduction of OV from log n

dimensions with binary entries to 2log
∗(n) dimensions with integer entries (Z-OV).

Then, we give a quantum fine-grained reduction from Z-OV to BCP in nearly-constant

dimensions.

Definition 7.15 (Integral Orthogonal Vector, Z-OV). Given two sets A,B of n vec-

tors in Zd, find a pair of vectors a ∈ A and b ∈ B such that ⟨a, b⟩ = 0, where the

inner product is taken in Z.

We use Z-OVn,d to denote Z-OV with n vectors of d dimension in each set. We

then recap a theorem in [Che18]:

Theorem 7.19 ([Che18, Theorem 4.1]). Let b, ℓ be two sufficiently large integers.

There is a classical reduction ψb,ℓ : {0, 1}b·ℓ → Zℓ and a set Vb,ℓ ⊆ Z, such that for
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every x, y ∈ {0, 1}b·ℓ,

⟨x, y⟩ = 0 ⇔ ⟨ψb,ℓ(x), ψb,ℓ(y)⟩ ∈ Vb,ℓ (7.39)

and

0 ≤ ψb,ℓ(x)i < ℓ6
log∗(b)·b (7.40)

for all possible x and i ∈ [ℓ]. Moreover, the computation of ψb,ℓ(x) takes poly(b · ℓ)
time, and the set Vb,ℓ can be constructed in O

(
ℓO(6log

∗(b)·b) · poly(b · ℓ)
)

time.

Note that the size of Vb,ℓ is at most ℓ2·6log
∗(b)·b+1. The following lemma gives a

quantum fine-grained reduction from OV to Z-OV:

Lemma 7.20. For d = Θ(log n),

(OVn,d, n) ≤QFG (Z-OVn,d′ , n). (7.41)

where d′ = 2O(log∗ n2).

Proof. Consider an OVn,d with d = c · log n, where c is an arbitrary constant. We

choose ℓ := 7log
∗ n and b := d/ℓ. Then, we can apply Theorem 7.19 to get the

mapping function ψb,ℓ and the set Vb,ℓ. For each v ∈ Vb,ℓ, we’ll construct an instance

of Z-OVn,ℓ+1 as follows:

1. Let |i⟩ be the input query index of Z-OVn,ℓ+1.

2. Query OVn,d’s input oracle OOV and get the vector |i, x⟩.

3. Compute the mapping ψb,ℓ and get |i, x⟩ |ψb,ℓ(x)⟩.

4. If x ∈ A, then attach 1 to the end of the register: |i, x⟩ |ψb,ℓ(x), 1⟩. If x ∈ B,

then attach −v to the end: |i, x⟩ |ψb,ℓ(x),−v⟩.

5. Use OOV to erase x and return the final input state |i⟩ |ψb,ℓ(x), 1⟩ or |i⟩ |ψb,ℓ(x),−v⟩.

For each instance, we can use the quantum oracle for Z-OVn,ℓ+1 to check the orthog-

onality. OVn,d is YES if and only if there exists a YES-instance of Z-OVn,ℓ+1.
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Correctness. The correctness follows from Eq. (7.39):

⟨x, y⟩ = 0⇔ ⟨ψb,ℓ(x), ψb,ℓ(y)⟩ = v ∈ Vb,ℓ ⇔ ⟨[ψb,ℓ(x), 1], [ψb,ℓ(y), − v]⟩ = 0. (7.42)

Reduction time. Note that for ℓ = 7log
∗ n and b = d/ℓ, we have:

log
(
ℓO(6log

∗(d)·b)
)
= log ℓ ·O

(
6log

∗(d) · (d/ℓ)
)

(7.43)

= O
(
log∗(n) · 6log∗ n · c log n/7log∗ n

)
(7.44)

= o(log n). (7.45)

This implies that |Vb,ℓ| ≤ ℓ2·6
log∗(b)·b+1 ≤ no(1). Hence, the number of Z-OVn,ℓ+1

instances is no(1) and the running time for compute Vb,ℓ is no(1). And for each input

query, the oracle for Z-OVn,ℓ+1 can be simulated in c(OZ-OV) = poly(d) = poly(log n)

time. We can show that for every ϵ > 0, if Z-OVn,ℓ+1 can be decided in n1−ϵ time,

then

∑

v∈Vb,ℓ

n1−ϵ · c(OZ-OV) = no(1) · n1−ϵ · poly(log n) ≤ n1−δ (7.46)

for some δ > 0, which satisfies the definition of quantum fine-grained reduction (Def-

inition 7.12).

Therefore, OVn,O(logn) is quantum fine-grained reducible to Z-OVn,2O(log∗(n)) .

Then, we give a quantum fine-grained reduction from Z-OV to BCP:

Lemma 7.21. For d = 2O(log∗ n),

(Z-OVn,d, n) ≤QFG (BCPn,d′). (7.47)

where d′ = d2 + 2.
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Proof. We remark here that this proof closely follows that for Theorem 4.3 in [Che18].

We nonetheless give it here as some details are different.

For an Z-OVn,d instance with (k·log n)-bit entries, we construct a BCP instance

as follows:

1. For x ∈ A, construct a vector x′ ∈ Zd2 such that x′i,j = xi · xj. Here, we index

a d2-dimensional vector by [d] × [d]. Similarly, for y ∈ B, construct a vector

y′ ∈ Zd2 such that y′i,j = −yi · yj.

2. Choose W := (d2 + 1) · n4k. For each x′, construct a vector x′′ ∈ Rd2+2 such

that

x′′ =

[
x′,
√
W − ∥x′∥22, 0

]
. (7.48)

For each y′, construct a vector y′′ ∈ Rd2+2 such that

y′′ =

[
y′, 0,

√
W − ∥y′∥22

]
. (7.49)

Then, we claim that the Z-OV instance is YES if and only if the BCP instance has

the minimum distance ≤
√
2W .

Correctness. First note that ∥x′∥22 ≤ d2 ·(2k logn)4 = d2 ·n4k. Hence, W −∥x′∥22 > 0

and W − ∥y′∥22 > 0. For any x′′ and y′′ in the new constructed instance of BCP, we

have

∥x′′ − y′′∥22 = ∥x′′∥22 + ∥y′′∥22 − 2 · ⟨x′′, y′′⟩ (7.50)

= 2 ·W − 2 · ⟨x′, y′⟩ (7.51)

= 2 ·W − 2 ·
∑

(i,j)∈[d]×[d]

xi · xj · (−yj · yj) (7.52)

= 2 ·W + 2 · (⟨x, y⟩)2. (7.53)

Hence,

⟨x, y⟩ = 0 ⇔ ∥x′′ − y′′∥22 = 2W. (7.54)
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Reduction time. We can see from the above description that the input mapping

function is simple and can be computed by a small quantum circuit in O(d2) =

O(2O(log∗(n))) time. Hence, we have c(OBCP) = O(2O(log∗(n))). Also, by Definition 7.12,

it’s easy to check that this is indeed a quantum fine-grained reduction from Z-OV to

BCP.

Now Theorem 7.18 follows immediately from Lemma 7.20 and Lemma 7.21:

Proof of Theorem 7.18. Let ϵ > 0 be some constant. Suppose we can solve BCPn,clog∗(n)

in n1−ϵ time for all constant c > 0. Then, by Lemma 7.20 and Lemma 7.21, we can

also solve OVn,c′ logn in n1−δ time for some δ > 0 and any c′ > 0. However, this

contradicts QSETH by Theorem 7.12. Therefore, assuming QSETH, there exists a

constant c such that BCPn,clog∗(n) requires n1−o(1) time.

7.4 Closest Pair in Constant Dimension

In this section, we show that there exist almost-optimal quantum algorithms

for CP in constant dimension. The main result is the following theorem, which is a

direct consequence of Corollary 7.32 and Theorem 7.33.

Theorem 7.22. For any constant dimension, the quantum time complexity for CP

is Θ̃(n2/3).

Our approach to solve CP is first reducing to the decision version of the prob-

lem, and then apply quantum walk algorithms to solve the decision version. We define

the decision version of CP, CPϵ, as follows.

Definition 7.16 (CPϵ). Given a set of points P ⊂ Rd and ϵ ∈ R, find a pair a, b ∈ P
such that ∥a− b∥ ≤ ϵ if there is one and returns no is no such pair exists.

The reduction from CP to CPϵ is given by the following lemma.
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Lemma 7.23. Let m be the number of bits needed to encode each coordinate as a bit

string and d be the dimension. Given an oracle O for CPϵ, there exists an algorithm

AO that runs in time and query complexity O(m+ log d) that solves the CP.

Proof. Let (P, δ) be an instance of the CP. We first pick an arbitrary pair a0, b0 ∈ P
and compute ∆(a0, b0). Then, we set ϵ to be ∆(a0, b0)/2 and run the oracle O to

check whether there exists a distinct pair with distance less than ∆(a0, b0)/2 or not.

If there exists such a pair, which we denote as (a1, b1), then we set ϵ = ∆(a1, b1) and

call O to check again. If there is no such pair, then we set ϵ = 3∆(a0, b0)/4 and call

O. We run this binary search for m+ log d iterations. Finally, the algorithm outputs

the closest pair.

In classical setting, point location is an important step in solving the closest-

pair problem, especially the dynamic version. For the quantum algorithm, as walking

on the Markov chain, we repeatedly delete a point and add a new point. Hence, in

each step, the first thing is to determine the location of the new added point.

For simplicity, we assume that m = O(log n), which is the number of digits

of each coordinate of the points. By translation, we can further assume that all the

points are lying in [0, L]d, where L = O(2m) = poly(n).

Since we are considering CPϵ, one simple way of point location is to discretize

the whole space into a hypergrid, which is defined as follows:

Definition 7.17. Let d, ϵ, L > 0. A hypergrid Gd,ϵ,L in the space [0, L]d consists of

all ϵ-boxes

g := [a1, b1)× [a2, b2)× · · · × [ad, bd), (7.55)

such that b1 − a1 = · · · = bd − ad = ϵ/
√
d 7, and ai is divisible by ϵ for all i ∈ [d].

7The diagonal length of an ϵ-box is ϵ.
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For each point pi ∈ [0, L]d, we can identify the ϵ-box that contains it using the

function id(pi) : [0, L]
d → {0, 1}d log(L/ϵ):

id(pi) =
(
⌊pi(1)/w⌋ , ⌊pi(2)/w⌋ , . . . , ⌊pi(d)/w⌋

)
, (7.56)

where w = ϵ√
d

is the width of the ϵ-box. The number of bits to store id(pi) is

d · log(L/w) = O(d · log(L)). Since all the points in an ϵ-box have the same id, we

also use this g(id(p)) to denote this ϵ-box containing p.

For the ease of our analysis, we define the neighbors of a hypergrid.

Definition 7.18. Let ϵ ∈ R. Let g1, g2 be two ϵ-boxes in a hypergrid where id(g1) =

(x1, . . . , xd) and id(g2) = (x′1, . . . , x
′
d). We say that g1 and g2 are each other’s ϵ-

neighbor if
√√√√

d∑

i=1

∥xi − x′i∥2 ≤ ϵ (7.57)

Note that the number of ϵ-neighbors of a ϵ-box is at most (2
√
d+1)d. We also

have the following observation:

Observation 7.24. Let p1, p2 ∈ [0, L]d be any two distinct points.

• If p1 and p2 are in the same ϵ-box, then ∆(p1, p2) ≤ ϵ.

• If ∆(p1, p2) ≤ ϵ, then g(id(p1)) must be an ϵ-neighbor of g(id(p2)).

To solve CPϵ with quantum walk, we need data structures to keep track of

the pairs that have distance at most ϵ. The desired data structure should have size

Õ(n2/3), insertion/deletion time O(log n), and one should be able to check whether

there exist pairs of distance at most ϵ in time O(log n). In addition, as pointed out

in [Amb07], the data structure should have the following two properties:

• the data structure should have the bounded worst-case performance rather than

average-case performance;
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• the representation of the data structure should be history-independent, i.e., the

data is uniquely represented regardless of the order of insertions and deletions.

We need the first property since the data structure may take too long for some

operations, and this is not acceptable. The second property is required because,

otherwise, the interference of quantum states would be messed up. In [Amb07], a

hash table and a skip list is used to for solving the element distinctness problem

using quantum walks. In [BJLM13], a simpler data structure, namely, a radix tree, is

used to achieve the same performance. More details of using a radix tree to solve the

element distinctness can be found in [Jef14]. Similar to the quantum data structure

model in [Amb07, BJLM13, Jef14], we need the quantum random access gate to

efficiently access data from a quantum memory, whose operation is defined as:

|i, b, z1, . . . , zm⟩ 7→ |i, zi, z1, . . . , zi−1, b, zi+1, zm⟩ , (7.58)

where |z1, . . . , zm⟩ is some data in a quantum memory with m qubits. We assume

this operation takes O(logm) time.

In the remainder of this section, we present two quantum algorithms for solving

CPϵ. The data structures of both versions are based on the augmented radix tree,

which we discuss in detail in the following subsection.

7.4.1 Radix tree for at most one solution

The purpose of the augmented radix tree is to quickly locate the points in an

ϵ-box given its id. An ordinary radix tree is a binary tree that organizes a set of keys

which are represented as binary strings. Each edge is labeled by a substring of a key

and each leaf is labeled by a key such that concatenating all the labels on the path

from the root to a leaf yields the key for this leaf. In addition, for each internal node,

the labels of the two edges connecting to two children start with different bit. Note

that in this definition, we implicitly merge all internal nodes that have only one child.
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Figure 7.2: The uniquely represented radix tree that stores the keys
{0011, 0101, 1100, 1101}.

The radix tree is uniquely represented for any set of keys. An example of a radix tree

is shown as Fig. 7.2.

Our basic radix tree is essentially the one in [BJLM13, Jef14] with modification

on the nodes’ internal structure. We highlight the extra information stored in the

radix tree. First we use a local counter to store the number of points in this ϵ-box;

second, we use a flag in each leaf node to indicate whether there is a point in this

ϵ-box that is in some pair with distance at most ϵ. The flag bit in an internal node

is the OR of the ones in its children. The local counter in each internal node is the

sum of the local counters in its children. We also store at most two points that are

in the ϵ-box corresponding to this node. More precisely, let S be a subset of indices

of the input points. We use τ(S) to denote the radix tree associated with S. Then,

τ(S) consists of at most r⌈log r⌉ nodes. Each node consists of the following registers:

D×M1 ×M2 ×M3 × C× F × P1 × P2, (7.59)

where D stores the id of an ϵ-box for a leaf (and a substring of an id for an internal

node) using O(d log(L/ϵ)) bits. M1,M2, and M3 use O(log n) bits to store the pointers

to its parent, left child, and right child, respectively as well as the labels of the three

edges connecting them to this node, O(log n) bits to store the labels of the three

edges incident to it. C uses O(log n) bits to store the local counter. F stores the flag

bit. P1 and P2 stores the coordinates of at most two points in this ϵ-box, which takes

O(d logL) bits. The two points are stored in ascending order of their indices.
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We need to pay attention to the layout of τ(S) in memory. We use three times

more bits than needed to store τ(S), this will ensure that there are always more than

1/3 of the bits that are free. We divide the memory into cells where each cell is large

enough to store one leaf node of τ(S). Besides τ(S), we also store a bitmap B, which

takes O(log n) bits to encode the current free cells (with “1” indicating occupied and

“0” indicating free). To make the radix tree history-independent, we use a quantum

state which is the uniform superposition of basis states |τ(S), B⟩ for all possible valid

layout of τ(S) and it corresponds to the bitmap B.

Insertion and deletion from τ(S) takes O(log n) time. Checking the presence

of an ϵ-close pair takes constant time — we just need to read the flag bit in the root.

Preparing the uniform superposition of all i ∈ S can be done in O(log n) time by

performing a controlled-rotation on each level of the radix tree where the angles are

determined by the local counters in the two children of a node.

In the following subsections, we present the two versions of our algorithms. The

first version invokes the quantum walk framework only once and its data structure

maintains the existence of an ϵ-close pair. The second version uses a much simpler

data structure, but it is only capable of handling CPϵ with a unique solution. Hence

it requires invoking the quantum walk framework multiple times to solve the general

CPϵ. These two quantum algorithms have almost the same time complexity.

7.4.2 Single-shot quantum walk with complicated data structure

To handle multiple solutions, our data structure is a composition of an aug-

mented radix tree, a hash table, and a skip list. We give a high-level overview of our

data structure as follows. Recall that by the discretization of the space into ϵ-boxes,

it is possible that a pair of points in different ϵ-boxes have distance at most ϵ, but

one only needs to check (2
√
d + 1)d ϵ-neighbors to detect such a case. We maintain

a list of points for each nonempty ϵ-box in an efficient way. A hash table is used to

store the tuple (i, pi) which is used to quickly find the point pi, given its index i. The
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points are also stored in a skip list for each nonempty ϵ-box, ordered by its index i,

which allows for quick insertion and deletion of points. Each ϵ-box is encoded into a

unique key, and a radix tree is used to store such key-value pairs, where the value is

associated with a skip list. The flag bits in this radix tree maintain the presence of

an ϵ-close pair.

In the following, we present the details of the data structure and show it has

all the desired properties.

Hash table. The hash table we use is almost the same as the one used in [Amb07],

except that we do not store the ⌊log r⌋ counters in each bucket to facilitate the

diffusion operator (which is handled easily here in the quantum walk on a Johnson

graph). Our hash table has r buckets, where each bucket contains ⌈log n⌉ entries. We

use a fixed hash function h(i) = ⌊ir/n⌋ + 1 to hash {1, . . . , n} to {1, . . . , r}. That

is, for j ∈ [r], the j-th bucket contains the entries for (i, pi) in ascending order of i,

where i ∈ S and h(i) = j.

The entry for (i, pi) contains the tuple (i, pi) and ⌈log n⌉+ 1 pointers to other

entries. These pointers are used in the skip list which we will describe below. The

memory size of each entry is hence O(log2 n+d logL) and there are O(r log n) entries.

Therefore, the hash table uses O(rd log3(n+ dL)) qubits.

It is possible that more than ⌈log n⌉ points are hashed into the same bucket.

However, as shown in [Amb07], this probability is small.

Skip list. The skip list we use closely follows that in [Amb07], except that the

elements pi in our skip list is ordered by its index i. We construct a skip list for each

ϵ-box containing at least one point to store the points in it. For each i ∈ S, pi belongs

to exactly one skip list. Also, for i ∈ S, we randomly assign a level ℓi ∈ [0, . . . , ℓmax]

where ℓmax = ⌈log n⌉. The skip list associated with a ϵ-box has ℓmax + 1 lists, where

the level-ℓ list consists of all i ∈ S such that ℓi ≥ ℓ and pi is in this ϵ-box. Hence, the
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Figure 7.3: An example of a skip list that stores {1, 2, 3, 4}.

level-0 list consists of all i ∈ S for pi in this ϵ-box. Each element of the level-ℓ list has

a specific pointer to the next element in this level, or to 0 if there is no next element.

Each skip list contains a start entry that does not contain any (i, pi) information but

ℓmax + 1 pointers to the first element of the each level. This start entry is stored in a

leaf node of the augmented radix tree (which we will describe below) corresponding

to this ϵ-box. In each skip list, we do not allocate memory for each node. Instead,

each pointer is pointing to an entry of the hash table. The pointers are stored in the

hash table (for the internal entries of each level) and in the radix tree (for the start

entry). An example of a skip list is shown in Fig. 7.3.

Given i ∈ S, we can search for pi as follows. We start from the start entry of

the level-ℓmax list and traverse each element until we find the last element jℓmax such

that jℓmax < i. Repeat this for levels ℓℓmax−1, . . . , ℓ0 and at each level start from the

element that ended the previous level. At level-0, we obtain the element j0. Then,

the next element of j0 is where pi should be located (if it is stored in this skip list)

or be inserted.

Each i ∈ S is randomly assigned a level ℓi at the beginning of computation that

does not change during the computation. More specifically, ℓi = ℓ with probability

1/2ℓ+1 for ℓ < ℓmax and with probability 1/2ℓmax for ℓ = ℓmax. This can be achieved

using ℓmax hash functions h1, . . . , hℓmax : [n] → {0, 1}. In this way, each i ∈ [n]

has level ℓ < ℓmax if h1(i) = · · · = hℓ(i) = 1 but hℓ+1(i) = 0; and it has level

ℓmax if h(i) = · · · = hℓmax(i) = 1. In this quantum algorithm, we use an extra
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register to hold the state |h1, . . . , hℓmax⟩ which is initialized to a uniform superposition

of all possible such functions from a d-wise independent family of hash functions

(see [Amb07, Theorem 1]) for d = ⌈4 log n+1⌉. During the execution of the quantum

algorithm, a hash function from the hashing family is chosen depending on the state

in this register.

At first glance, the skip list has the same role as the hash table – finding pi
given index i. However, they have very different purposes in our algorithm. Recall

that each nonempty ϵ-box is associated with a skip list, which is used to quickly insert

and delete a point in this ϵ-box. The number of points in this ϵ-box can be as small

as one and as large as r (in the extreme case where all the points are in the same

ϵ-box). Hence, we cannot afford to have a fixed length data structure (such as a hash

table or a sorted array) to store these points. In addition, to support quick insertion

and deletion, a skip list is a reasonable choice (against an ordinary list). The purpose

of the hash table can be viewed as a uniquely represented memory storing all the r

points that can be referred to by the skip lists.

Augmented radix tree. We augment the radix tree described in Section 7.4.1 to

handle multiple solution. In this augmented radix tree, we do not need the registers

P1 and P2. Instead, we use ⌈log n⌉ pointers L1, . . . ,L⌈logn⌉ as the start entry of a

skip list. These pointers uses O(log2 n) bits. In addition, we use an external counter

in the leaf nodes to record whether there is a point in other ϵ-boxes that is at most

ϵ-away from a point in this ϵ-box, which uses O(log n) bits. More formally, let τ ′(S)

be the augmented radix tree associated with S. Each node of τ ′(S) consists of the

following registers

D×M1 ×M2 ×M3 × E× C× F × E× L1 × · · · × L⌈logn⌉. (7.60)

Next, we present how to perform the required operations on S with our data

structure.
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Checking for ϵ-close pairs. To check the existence of an ϵ-close pair, we just read

the flag in the root of the radix tree. If the flag is set, there is at most one ϵ-close

pair in S, and no such pairs otherwise. This operation takes O(1) time.

Insertion. Given (i, pi), we perform the insertion with the following steps:

1. Insert this tuple into the hash table.

2. Compute the id, id(pi), of the ϵ-box which pi belongs to. Denote this ϵ-box by

g(id(pi)).

3. Using id(pi) as the key, check if this key is already in τ ′(S), if so, insert i

into the skip list corresponding to g(id(pi)); otherwise, first create a uniform

superposition of the addresses of all free cells into another register, then create

a new tree node in the cell determined by this address register and insert it

into the tree. The pointers for the start entry of the skip list is initially set to

0. Insert i into this skip list. Let τ ′(S, g(id(pi)) denote the leaf node in τ ′(S)

corresponding to g(id(pi)).

4. Increase the local counter C in τ ′(S, g(id(pi))) by 1.

5. Use Procedure 25 to update the external counters E and flags F in τ ′(S, g(id(pi)))

as well as in the leaf nodes corresponding to the neighbor ϵ-boxes of g(id(pi)).

Note that the first step takes at most O(log n) time. The second step can be

done in O(d) time. In Lines 3 and 20, the number of ϵ-neighbors to check is at most

(2
√
d+ 1)d.

To obtain a uniform superposition of the addresses of all free cells, we first

create a uniform superposition of all possible addresses to access to the bitmap |B⟩.
We also use an auxiliary register that is initialized to |0⟩. Then, the quantum ran-

dom access gate defined in Eq. (7.58) is applied on the register holding the uniform
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superposition of all addresses, the auxiliary register, and the bitmap register, which

is effectively a SWAP operation on the second register and the corresponding bit in

|B⟩. The auxiliary register remains |0⟩ if and only if the address in the first register

is free. Since the size of memory space is chosen so that the probability of seeing a

free cell is at least 1/3 (and we know exactly this probability based on how many

cells have already been used), we can add an extra register and apply a one-qubit

rotation to make the amplitude of the second register being |0⟩ exactly 1/2. Hence,

using one iteration of the oblivious amplitude amplification (which is a generalized

version of Grover’s search algorithm. See [BCC+17] and [MW05]) with the second

register being the indicator, we obtain the uniform superposition of the addresses of

all free cells. This cost if O(log n).

In [Amb07], it was shown that with high probability, insertion into the skip list

can be done in O(d + log4(n + L)) time. Hence, with high probability, the insertion

costs O(d + log4(n + L) + d(2
√
d + 1)d) time, where O(d(2

√
d + 1)d) is the time for

checking neighbors. To further reduce the running time, we can just stop the skip

list’s insertion and deletion procedures after O(d + log4(n + L)) time, which only

causes little error (see Lemma 7.26).

Deletion. Given (i, pi), we perform the following steps to delete this tuple from our

data structure.

1. Compute the id, id(pi), of the ϵ-box which pi belongs to, and denote this ϵ-box

by g(id(pi)).

2. Using id(pi) as the key, we find the leaf node in τ ′(S) that is corresponding to

g(id(pi)).

3. Remove i from the skip list, and decrease the local counter C in τ ′(S, g(id(pi)))

by 1.
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4. Use Procedure 26 to update the external counters E and flags F in τ ′(S, g(id(pi)))

as well as in leaf nodes corresponding to the neighbor ϵ-boxes of g(id(pi)).

5. If the local counter C = 0 in this leaf node, remove τ ′(S, g(id(pi))) from τ ′(S),

and update the bitmap B in τ ′(S) that keeps track of all free memory cells.

6. Remove (i, pi) from the hash table.

Note that the first step can be done in O(d) time. The second step can be

done in O(log n) time. Procedure 26 has the same time complexity with Procedure 25.

Hence, the cost for the deletion procedure is the same as that for insertion.

Finding a ϵ-close pair. We just read the flag in the root of the radix tree and

then go to a leaf whose flag is 1. Check the local counter C of the node. if it is at

least 2, output the first two elements in skip list. Otherwise, we find the ϵ-neighbor

of the current node whose C = 1 and then output the points in that ϵ-neighbor and

the current node.

Uniqueness. The uniqueness of our data structure follows from the analysis of [Amb07,

BJLM13, Jef14]. More specifically, the hash table is always stored in the same way,

as each i ∈ S is stored in the same bucket for the fixed hash function and in each

bucket, elements are stored in ascending order of i. The skip list is uniquely stored

once the hash functions h1, . . . , hℓmax is determined. The shape of the radix tree is

unique for S, but each node can be stored in different locations in memory. We use a

uniform superposition of all possible memory organizations (by keeping track of the

bitmap for free cells) to keep the quantum state uniquely determined by S.

Correctness. In the following, we argue that our data structure has the desired

properties. First, we prove the correctness.
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Lemma 7.25. The flag bit in the root of τ ′(S) is set if and only if there exist distinct

i, j ∈ S such that |pi − pj| ≤ ϵ.

Proof. We show that after each insertion and deletion, the data structure maintains

the following conditions, and then lemma follows.

1. The flag bit of each leaf node of τ ′(S) is set if and only if either its local counter

is at least 2, or its external counter is at least 1.

2. The external counter of a leaf node τ ′(S, g′) is nonzero if and only if g′ contains

only one point p, and there exists another p′ in another ϵ-box g′′ such that

|p− p′| ≤ ϵ.

It is easy to check that the first condition is maintained for each insertion and deletion.

We show the second condition holds during insertions and deletion. For insertions,

we consider the first case where a point p is just inserted into the ϵ-grid g′, and p

is its only point. The first for-loop in Procedure 25 updates other ϵ-boxes that have

only one point to maintain the second condition. We consider the second case where

g′ already contains p′ and p is just inserted, then the external counter in g′ should

be 0, and the second for-loop in Procedure 25 updates other ϵ-boxes that have only

one point using the information of p′. This maintains the second condition. For

deletions, there are also two cases. First, consider p is the only one point in g′ and

it is just deleted. We use the first for-loop in Procedure 26 to update the ϵ-boxes

that has only one point using the information of p to maintain the second condition.

Second, there is another point p′ left in g′ after deleting p. In this case, we start to

check the external counter in g′. We use the second for-loop in Procedure 26 to check

other ϵ-boxes that have only one point using the information of p′ and update the

corresponding external counter to maintain the second condition.
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Imperfection of the data structures and error analysis. Our data structure

is not perfect. As indicated by Ambainis [Amb07], there are two possibilities that

it will fail. First, the hash table might overflow. Second, it might take more that

⌈log n⌉ time to search in a skip list. To resolve the first problem, we fix the number of

entries in each bucket to be ⌈log n⌉ and treat any overflow as a failure. For the second

problem, we stop the subroutine for accessing the skip list after O(log n) steps, and

it causes an error in some cases. The original error analysis can be directly used in

our case, as our hash table doesn’t change the structure or the hash function, and

our skip lists can be viewed as breaking the skip list in [Amb07] into several pieces

(one for each nonempty ϵ-box), and each insertion/deletion only involves one of them.

Hence, the discussion in [Amb07, Section 6] can be directly adapted to our case:

Lemma 7.26 (Adapted from [Amb07]). Let |ψ⟩ be the final state of our algorithm

(with imperfect data structures) and |ψ′⟩ be the final state with the perfect data struc-

ture. Then ∥ |ψ⟩ − |ψ′⟩ ∥ ≤ O(1/
√
n).

Sketch of proof. There are two places where the data structure may give error: first,

the hash table may have overflow, and second, the algorithm cannot find the required

element in the skip lists in the desired time. The original proof showed that the

probability that any of these errors happens is negligible, and thus the two-norm

distance between |ψ⟩ and |ψ′⟩ can be bounded. Here, our data structure combining

hash table, skip list, and radix tree, only has errors from hash tables and skip lists.

The radix tree which has no error can be viewed as applying additional unitaries on

|ψ⟩ and |ψ′⟩, and this does not change the distance between the two states. Since the

probability that the errors from hash tables and skip lists happen are negligible by

following the same analysis in [Amb07], we can conclude that the two-norm distance

between |ψ⟩ and |ψ′⟩ is small.

Time complexity for CPϵ. We use the quantum walk framework reviewed in Sec-

tion 7.2.5 to solve CPϵ. We first build the Johnson graph for CPϵ, which is similar
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to that for ED in Section 7.2.5. The vertices of the Johnson graph are S ⊆ [n] with

|S| = n2/3 and S is marked if there exist distinct i, j ∈ S such that ∆(pi, pj) ≤ ϵ. We

use |S, d(S)⟩ to represent the quantum state corresponding to S, where d(S) is the

data structure of S defined in Section 7.4.1. Consider the three operations:

• Steup: with cost S, preparing the initial state

|π⟩ = 1√(
n

n2/3

)
∑

S⊆[n]:|S|=n2/3

√
πS |S, d(S)⟩ . (7.61)

• Update: with cost U, applying the transformation

|S, d(S)⟩ |0⟩ 7→ |S, d(S)⟩
∑

S′⊆[n]:|S∩S′|=n2/3−1

√
pSS′ |S ′, d(S ′)⟩ , (7.62)

where pSS′ = 1
n2/3(n−n2/3)

.

• Checking: with cost C, applying the transformation:

|S, d(S)⟩ 7→




− |S, d(S)⟩ if S ∈M
|S, d(S)⟩ otherwise,

(7.63)

where M is the set of marked states.

We have the following result.

Theorem 7.27. There exists a quantum algorithm that with high probability solves

CPϵ with time complexity O(n2/3(d+ log4(n+ L) + d(2
√
d+ 1)d)).

Proof. The Johnson graph has λ ≥ 1/n2/3 and the Markov chain has spectral gap

δ ≥ 1/n2/3. For the setup operation, S = O(n2/3(d + log4(n + L) + d(2
√
d + 1)d)),

since preparing the uniform superposition for all |S⟩ costs O(log n) Hadamard gates

and we need to do n2/3 insertions to prepare the data structure. Each insertion costs

O(d + log4(n + L) + d(2
√
d + 1)d). For the update operation, we can implement

the quantum walk operator as described in [Jef14]: we use |S, d(S)⟩ |i, j⟩ to represent
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|S, d(S)⟩ |S ′, d(S ′)⟩ where S ′ is obtained from S by adding index i and removing index

j. Then the diffusion can be implemented by preparing a uniform superposition of

all i ∈ S and a uniform superposition of all j ̸∈ S, which takes time O(log n), and

the “SWAP” operation can be implemented by a unitary that maps |S, d(S)⟩ |i, j⟩ to

|S ′, d(S ′)⟩ |j, i⟩. In this way, the update operation uses O(1) insertion and deletion to

construct d(S ′) from d(S), and hence U = O(d + log4(n + L) + d(2
√
d + 1)d). The

checking operation can be done in O(1) time with the data structure. Therefore, by

Lemma 7.10, the time complexity is O(S+ 1√
λ
( 1√

δ
U+C)) = O(n2/3(d+ log4(n+L) +

d(2
√
d+ 1)d)).

By Lemma 7.23, we have the following corollary.

Corollary 7.28. There exists a quantum algorithm that with high probability solves

CP with time complexity O(n2/3 · (d+ log4(n+ L) + d(2
√
d+ 1)d) · (m+ log d)).

Remark 7.4. For d = O(1) dimension and m = O(log n) digits of each coordinate of

the points, the running time of the single-shot quantum algorithm is O(n2/3 · log5 n).

7.4.3 Multiple-trial quantum walks with simple data structure

In the previous subsection, we provide a quantum algorithm which solves CPϵ
in time O(n2/3(d+ log4 n+ d(2

√
d+ 1)d)), where the logarithmic cost is mainly from

the cost of the skip list. In this section we present a quantum algorithm which only

requires the radix tree, and thus improve the running time. The caveat is that, with

only the radix tree data structure, the insertion would fail if there are more than

one ϵ-close pairs. As a result, we need to keep shrinking the size of the problem

using [Amb07, Algorithm 3] until there is a unique solution with high probability,

and then run the Õ(n2/3) quantum algorithm for this unique-solution case.

In the following, we first show how to solve the unique-solution CPϵ, and then

show the reduction from the multiple-solution case to the unique-solution case.
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Lemma 7.29. There exists a quantum algorithm that with high probability solves the

unique-solution CPϵ with time complexity O(n2/3(log n+ d(2
√
d+ 1)d)).

Data structure for unique-solution. We use the radix tree τ(S) for S defined

in Section 7.4.1. In the following, we describe the necessary operations on τ(S).

Checking for ϵ-close pair. To check the existence of an ϵ-close pair, we just read

the flag bit in the root of τ(S), which takes O(1) time.

Insertion. Given (i, pi), we perform the following steps for insertion. First compute

the id, id(pi), of the ϵ-box which pi belongs to. Denote this ϵ-box by g(id(pi)). Using

id(pi) as the key, check if this key is already in τ(S). There are two cases:

• id(pi) is already in τ(S): insert pi into τ(S, g(id(pi))), increase the local counter

in τ(S, g(id(pi))) by 1 and also set the flag. Then update the flag and local

counter of the nodes along the path from τ(S, g(id(pi))) to the root.

• id(pi) is not in τ(S): create a new leaf node for id(pi) and insert it into τ(S).

Insert pi into this new leaf node, and increase the local counter in τ(S, g(id(pi)))

by 1. Then, check the ϵ-neighbors g′ of τ(S, g(id(pi))) that contains only one

point p′ and set both flags if pi is ϵ-close to p′, and in this case, update the flag

bit and local counter on the nodes along the paths from τ(S, g(id(pi))) and g′.

Deletion. Given (i, pi), we first compute the id, id(pi) of the ϵ-box that pi belongs

to, and locate the corresponding leaf node τ(S, g(id(pi))). Decrease the local counter

in τ(S, g(id(pi))) by 1 and update the local counter in the nodes along the path from

τ(S, g(id(pi))) to the root. Check the number of points stored in τ(S, g(id(pi))). There

are two possibilities:
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• There are two points in τ(S, g(id(pi))): unset the flag in τ(S, g(id(pi))) and

update the flag bit in the nodes along the path to the root and delete pi from

τ(S, g(id(pi))).

• pi is the only point in τ(S, g(id(pi))): check the ϵ-neighbors g′ of τ(S, g(id(pi)))

that contains only one point p′ and unset both flags if pi is ϵ-close to p′, and in

this case, update the flag bit on the nodes along the path from τ(S, g(id(pi)))

and g′ to the root. Delete pi from τ(S, g(id(pi))) and delete τ(S, g(id(pi))) from

τ(S).

As in Section 7.4.2, we use a bitmap register |B⟩ to keep track of the free cells

in τ(S). For insertion, we maintain a uniform superposition of all possible free cells

to insert a new radix tree node. For deletion, we update the bitmap |B⟩ accordingly.

This ensures the uniqueness of the quantum data structure.

The correctness of the data structure is straightforward, and the time com-

plexity is O(log n + d(2
√
d + 1)d) for both insertion and deletion. Also, preparing

a uniform superposition for all i ∈ S costs O(log n) using the local counter in each

node. By a similar analysis of Theorem 7.27, we prove Lemma 7.29 as follows.

Proof of Lemma 7.29. The algorithm uses the framework in Lemma 7.10 with the

data structure we just described in this subsection, where U = O(log n+d(2
√
d+1)d)),

C = O(1) and S = O(n2/3(log n + d(2
√
d + 1)d)). Therefore, the running time of the

algorithm is as claimed.

Next, we show how to reduce multiple-solution CPϵ to unique-solution CPϵ. A

high-level overview of Ambainis’s reduction in [Amb07] is the following. We run the

algorithm for unique-solution CPϵ several times on some random subsets of the given

input. If the given subset contains solutions, then with constant probability there

exists a subset which contains exactly one solution.
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Definition 7.19 ([Amb07, INT05]). Let F be a family of permutations on f : [n]→
[n]. F is ϵ-approximate d-wise independent if for any x1, . . . , xd ∈ [n] and for all

y1, . . . , yd ∈ [n],

1− ϵ
n · (n− 1) · (n− d+ 1)

≤ Pr

[
n∧

i=1

fi(xi) = yi

]
≤ 1 + ϵ

n · (n− 1) · (n− d+ 1)
. (7.64)

Lemma 7.30 ([Amb07, INT05]). Let n be an even power of a prime number. For any

t ≤ n, ϵ > 0, there exists an ϵ-approximate t-wise independent family F = {πj|j ∈ [R]}
of permutations πj : [n]→ [n] such that:

• R = O

((
nt

2 · ϵ−t
)3+o(1))

;

• given i, j, πj(i) can be computed in time O(t log2 n).

The multiple-solution algorithm from [Amb07] is as follows:

We have the main result of this subsection:

Theorem 7.31. There exists a quantum algorithm that with high probability solves

CPϵ with time complexity O(n2/3 · (log n+ d(2
√
d+1)d) · log3 n) = O(n2/3 · log4 n) for

d = O(1).

Proof. We prove the running time of the algorithm here. For the correctness, one can

check [Amb07] for the detail.

By Eq. (7.65), the size of Tj+1 will be at most

4

5
· (1 + 1

8
)|Tj| =

9

10
|Tj|. (7.66)

Therefore, the while-loop takes at most O(log n) iterations in the worst case. Let

nj = |Tj| be the size of the instance in the j-th iteration. Then, the unique-solution

algorithm in Line 5 runs in O(n
2/3
j · (log nj + d(2

√
d + 1)d))-time (Lemma 7.29),

given an O(1)-time access to the set Tj. However, in Line 7 each element of the

random permutation can be computed in time O(log3 n) according to Lemma 7.30
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with t = 4 log n, which means the unique-solution algorithm will take O(log3 n) time

for each query to Tj. Note that we will not actually compute the whole set Tj+1, as

shown in Line 9, which takes too much time. Hence, the running time for the j-th

iteration is O(n2/3
j · (log nj + d(2

√
d + 1)d) · log3 n). And the total running time for

the while-loop is
O(logn)∑

j=1

O(n
2/3
j · (log nj + d(2

√
d+ 1)d) · log3 n) (7.67)

≤ O(n2/3 · (log n+ d(2
√
d+ 1)d) · log3 n) ·

O(logn)∑

j=0

(
9

10

)2j/3

(7.68)

= O(n2/3 · (log n+ d(2
√
d+ 1)d) · log3 n), (7.69)

where the first inequality follows from nj ≤ ( 9
10
)j−1 · n. Finally, Line 12 runs in time

O(n2/3 log n). This completes the proof of the running time.

To conclude the quantum algorithms for solving CP in constant dimension, we

have the following corollary that is a direct consequence of either Theorem 7.27 or

Theorem 7.31.

Corollary 7.32. For any d = O(1), there exists a quantum algorithm that, with high

probability, solves CPn,d in time Õ(n2/3).

7.4.4 Quantum lower bound for CP in constant dimensions

We can easily get an Ω(n2/3) lower bound for the quantum time complexity of

CP in constant dimension by reducing the element distinctness problem (ED) to CP.

Theorem 7.33 (Folklore). The quantum time complexity of CP is Ω(n2/3).

Proof. We reduce ED to one dimensional CP by mapping the point i with value f(i)

in ED the point f(i) ∈ R in CP. If the closest pair has distance zero, we know there

is a collision f(i) = f(j). If the closest pair has distance greater or equal to one,

we know there is no collision. Therefore, ED’s Ω(n2/3) query lower bound by [AS04]

translates into Ω(n2/3) time lower bound for CP.
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7.5 Bichromatic Closest Pair in Constant Dimensions

Classically, the bichromatic closest pair problem is harder than the closest pair

problem. In constant dimension, the best algorithms for the closest pair problem are

“nearly linear”, while the algorithm by [AESW91] for bichromatic closest pair problem

is “barely subquadratic”, running in O(n2−1/Θ(d))-time. In quantum, we found that

BCP is still harder than CP in constant dimension. In particular, we cannot adapt the

quantum algorithm in previous section for solving BCP because the data structure

cannot distinguish the points from two sets efficiently. We can only get a sub-linear

time quantum algorithm for BCP using different approach, which is a quadratic speed-

up for the classical algorithm.

Nevertheless, we show that we can find an approximate solution for BCP with

multiplicative error 1 + ξ with quantum time complexity Θ̃(n2/3). The following

theorem is a direct consequence of Theorems 7.39 and 7.42.

Theorem 7.34. For any fixed dimension and error ξ, there is a quantum algorithm

which can find an approximate solution for BCP with multiplicative error 1+ξ in time

Õ(n2/3). Moreover, all quantum algorithms which can find an approximate solution

for BCP with arbitrary multiplicative error requires time Ω(n2/3).

Similar to solving CP, we reduce BCP to its decision version of the problem,

and then apply quantum algorithms to solve the decision problem. We define the

decision problem as BCPϵ.

Definition 7.20 (BCPϵ). In BCPϵ, we are given two sets A,B of n points ∈ Rd and

a distance measure ∆. The goal is to find a pair of points a ∈ A, b ∈ B such that

∆(a, b) ≤ ϵ if it exists and returns no if no such pair exists.

To address the approximate version of BCP, we also define the approximation

version of BCPϵ as follows:

Definition 7.21 ((1 + ξ)-BCPϵ). In (1 + ξ)-BCPϵ, we are given two sets A,B of n

points ∈ Rd, a distance measure ∆, and ξ. The goal is to do the following

326



1. If there exists a pair of points a ∈ A, b ∈ B such that ∆(a, b) ≤ ϵ, output the

pair (a, b).

2. If for all pairs of points a ∈ A, b ∈ B, ∆(a, b) > (1 + ξ)ϵ, returns no.

Again, we consider ∆(a, b) = ∥a − b∥ as the distance measure in this work.

We show that BCP reduce to BCPϵ in time O(m + log d), where m is the number of

digits of each coordinate and d is the dimension.

Lemma 7.35. Given an oracle O for (1+ ξ)-BCPϵ, there exists an algorithm AO that

runs in time and query complexity O(m+ log d) solves the (1 + ξ)-BCP.

Proof. Let (A,B, δ) be an instance of the (1 + ξ)-BCP. We first pick an arbitrary

pair a0 ∈ A, b0 ∈ B and computes ∆(a0, b0). Then, we set ϵ to be ∆(a0, b0)/2 and

run the oracle O to check whether there exists a distinct pair which distance is less

than ∆(a0, b0)/2 or not. If there exists such a pair, which we denote as (a1, b1), then

we set ϵ = ∆(a1, b1) and call O to check again. If there is no such a pair, then we

set ϵ = 3∆(a0, b0)/4 and call O. We continuously run this binary search for m+ log d

iterations. Finally, the algorithm outputs the bichromatic closest pair.

In the subsections, we present a quantum algorithm for solving (1 + ξ)-BCP

and a quantum algorithm for exact BCP. To complement the algorithmic results, we

also give quantum lower bound for BCP.

7.5.1 Quantum algorithm for (1 + ξ)-BCP

The quantum algorithm is based on the quantum walk framework on a tensor

product of Johnson graphs. To begin with, we define the Johnson graphs JA and

JB for A and B, respectively. The vertices of JA, denoted by XA, is defined as the

set {S ⊆ A : |S| = n2/3}. There is an edge connecting S and S ′ if and only if

|S ∩ S ′| = n2/3 − 1. The Markov chain MA is defined on XA with pSS′ = 1
n2/3(n−n2/3)

when S and S ′ are connected by an edge. The Johnson graph for JB for B and its
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corresponding Markov chain can be defined similarly. The tensor product MA ⊗MB

is defined as the Markov chain based on XA ×XB defined as

XA ×XB := {(SA, SB) : SA ∈ XA, SB ∈ XB}, (7.70)

with transition probability

p(SA,SB)(S′
A,S

′
B) = pSAS

′
A
· pSBS

′
B
. (7.71)

A state (SA, SB) is marked if there exists a pair a ∈ SA and b ∈ SB such that

∆(a, b) ≤ ϵ.

Now, we examine the properties of MA ⊗ MB. It is easy to see that λ =
( n−1

n2/3−1
)
2

( n

n2/3)
2 = 1

n2/3 . Let δA and δB be the spectral gap of MA and MB respectively. As

a result of [AB09, Lemma 21.17], δ ≥ min{δA, δB} = 1
n2/3 . By Lemma 7.10, the cost

for solving (1 + ξ)-BCPϵ is O(S+ n1/3(n1/3U+ C)), where S, U and C are the cost of

quantum operations defined in Section 7.4.2. Before describing the data structure to

achieve meaningful S,U, and C, we first introduce a finer discretization scheme. In

Section 7.4, we used a hypergrid consisting of ϵ-boxes. Here, we discretize the space

[0, L]d as a hypergrid consisting of ξϵ

2
√
d
-boxes. The following lemma guarantees that

distance between a ξϵ

2
√
d
-box and its ϵ-neighbor is at most (1 + ξ)ϵ.

Lemma 7.36. Let g and g′ be ξϵ

2
√
d
-boxes. If g and g′ are ϵ-neighbors, then for all

p ∈ g and p′ ∈ g′, ∆(p, p′) ≤ (1 + ξ)ϵ.

Proof. Recall the definition of the id function in Eq. (7.56). id(g) can be treated as a

point, and we can measure the distance between id(g) and other points. The lemma

can be proven via the triangle inequality:

∆(p, p′) ≤ ∆(p, id(g)) + ∆(id(g), id(g′)) + ∆(p′, id(g′) ≤ ξϵ

2
+ ϵ+

ξϵ

2
≤ (1 + ξ)ϵ.

(7.72)
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In our algorithm, we need to search for all ϵ-neighbors that contain the other

color to report an ϵ-close pair (with an multiplicative error ξ). It’s easy to see that

the number of neighbors of a box is bounded in terms of d and ξ:

Claim 7.37. For each ξϵ

2
√
d
-box, the number of ϵ-neighbors is at most

(
4
√
d/ξ + 1

)d.

Based on this finer discretization scheme, we use the data structure defined

in Section 7.4.2 but with simple modifications on the radix tree. Instead of using

L1, . . . ,L⌈logn⌉ as the start entry of the skip list, we use ⌈log n⌉ pointers for both sets

A and B. We also need local counters CA and CB for both colors. Now, each node in

the radix tree has the following registers:

D×M1 ×M2 ×M3 × EA × EB × CA × CB×

F × LA
1 × · · · × LA

⌈logn⌉ × LB
1 × · · · × LB

⌈logn⌉. (7.73)

The points in A (or B, respectively) is organized by the skip list for A (or B, re-

spectively). The insertion and deletion operations are similar to the data structure

in Section 7.4.2, but in the procedure for updating the local and external counters

and checking ϵ-neighbors, we need to consider points of the other color. We formally

describe the two procedures as follows.

Insertion. Given a point (i, pi, x), where x ∈ {A,B} denotes the color. We perform

the insertion with the following steps:

1. Insert this tuple into the hash table corresponding to x.

2. Compute the id, id(pi), of the ξϵ√
d
-box which pi belongs to and denote it by

g(id(pi)).

3. Using id(pi) as the key, check if this key is already in τ ′(S), if so, insert i into the

skip list for color x corresponding to g(id(pi)); otherwise, first create a uniform

superposition of the addresses of all free cells into another register, then create
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a new tree node in the cell determined by this address register and insert it

into the tree. The pointer for the start entry of the skip list is initially set to

0. Insert i into this skip list. Let τ ′(S, g(id(pi)) denote the leaf node in τ ′(S)

corresponding to g(id(pi)).

4. Increase the local counter Cx in τ ′(S, g(id(pi))) by 1.

5. Use Procedure 28 to update the external counters Ex,Ex̄ (here x̄ denotes the

other color than x) and flags F in τ ′(S, g(id(pi))), the leaf nodes which are

corresponding to the ϵ-neighbors of g(id(pi)), and their parent nodes.

Note that the first step takes at most O(log n) time. The second step can be

done in O(d) time. In Lines 4 and 20, the number of ϵ-neighbors to check is at most

(4
√
d
ξ

+ 1)d by Claim 7.37.

Deletion. Given (i, pi, x), we perform the following steps to delete this tuple from

our data structure.

1. Compute the id, id(pi), of the ϵξ√
d
-box which pi belongs to and denote it by

g(id(pi)).

2. Using id(pi) as the key, we find the leaf node in τ ′(S) that is corresponding to

g(id(pi)).

3. Remove i from the skip list for color x, and decrease the local counter Cx in

τ ′(S, g(id(pi))) by 1.

4. Use Procedure 26 to update the external counters Ex and Ex̄ (here x̄ denote

the other color than x) and flags F in τ ′(S, g(id(pi))) as well as in leaf nodes

corresponding to the ϵ-neighbors of g(id(pi)).

5. If both local counters Cx,Cx̄ in this leaf node are 0, remove τ ′(S, g(id(pi))) from

τ ′(S), and update the bitmap B in τ ′(S) that keeps track of all free memory

cells.
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6. Remove (i, pi, x) from the hash table.

Note that the first step can be done in O(d) time. The second step can be

done in O(log n) time. Procedure 29 has the same time complexity with Procedure 28.

Hence, the cost for the deletion procedure is the same with that for insertion.

Checking for (1+ξ)ϵ-close pairs. To check the existence of an (1+ξ)ϵ-close pair,

we just read the flag in the root of the radix tree. If the flag is set, there is at most

one ϵ-close pair in S, and no such pairs otherwise. This operation takes O(1) time.

Finding a (1 + ξ)ϵ-close pair. We just read the flag in the root of the radix tree

and then go to a leaf which flag is 1. Check the local counters of the node. If both

local counters are at least 1, output the first elements in skip lists for A and the first

element in the skip list for B. Otherwise, check the external counters. Suppose EA is

non-zero. Then we find the ϵ-neighbor of the current node whose CB > 0 and output

the first point in the skip list of A of the current node and the first element in the

skip list of B of the ϵ-neighbor.

We have the following result.

Theorem 7.38. For any fixed dimension and fixed ξ, there exists a quantum algo-

rithm that, with high probability, can solve (1 + ξ)-BCPϵ in time O(n2/3(d+ log4(n+

L) + d(4
√
d
ξ

+ 1)d)).

Proof. The proof closely follows the analysis for Theorem 7.27, and the correctness of

the data structure and the time complexity of its operations follow from the discussion

in Section 7.4.2. Note that our algorithm will output a pair which belong to the same
ξϵ

2
√
d
-box or two of them that are ϵ-neighbors. Based on Lemma 7.36, two points which

corresponding hyercubes are ϵ-neighbors have distance at most (1+ξ)ϵ. Therefore, our

algorithm could output a pair of points which distance is at most (1 + ξ)ϵ. Another

difference is that here we need to search at most (4
√
d/ξ + 1)d neighbors during

331



insertions and deletions. As a result, U = O(d + log4(n + L) + d(4
√
d/ξ + 1)d), and

S = O(n2/3(d + log4(n + L) + d(4
√
d/ξ + 1)d). Again, C = O(1), δ ≥ 1/n2/3, and

λ ≥ 1/n2/3. Therefore, by Lemma 7.10, the total cost is O(S + 1√
λ
( 1√

δ
U + C)) =

O(n2/3(d+ log4(n+ L) + (4
√
d/ξ + 1)d)).

By Lemma 7.35 and the above Theorem 7.38, we have the following theorem:

Theorem 7.39. For an fixed dimension and fixed ξ, there exists a quantum algorithm

that, with high probability, can solve (1 + ξ)-BCP in time Õ(n2/3).

7.5.2 Quantum algorithm for solving BCP exactly

In this subsection, we present a quantum algorithm for solving BCP exactly.

The main idea of this algorithm is to partition A into smaller subsets. Then we build

data structures which support nearest-neighbor search on all subsets in superposition.

We use the quantum minimum finding algorithm to find the smallest distances from

B to each subset, among which we use the quantum minimum finding algorithm again

to find the smallest distance.

Unlike the data structure for solving CP, the data structure for BCP does not

have to be uniquely represented, as no insertion and deletion are performed in this

algorithm. The data structure can have expected running time instead of the worst-

case running time. The total worst-case running time can be bounded by standard

techniques. The nearest-neighbor search data structure we use is from [Cla88], and

is reformulated in the following lemma.

Lemma 7.40 ([Cla88]). For any fixed dimension, there exists a data structure for n

points in Rd that can be built in expected time complexity O(n⌈d/2⌉+δ) for arbitrarily

small δ and the nearest-neighbor search can be performed in worst-case time complex-

ity O(log n).
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This data structure is based on the Voronoi diagram and its triangulation

in higher dimensions. Using this data structure, we have a quantum algorithm for

solving BCP exactly, which yields the following theorem.

Theorem 7.41. There exists a quantum algorithm that, with high probability, solves

BCP for dimension d with time complexity Õ
(
n1− 1

2d
+δ
)

for arbitrarily small δ.

Proof. We first partition A into ⌈n/r⌉ subsets S1, . . . , S⌈n/r⌉, where |Si| = r for i ∈
[
⌈n/r⌉

]
. (The value of r will be determined later). For all i ∈

[
⌈n/r⌉

]
, we can find a

closest pair between Si and B as follows. First, a data structure as in Lemma 7.40 for

Si is built in expected time O
(
r⌈d/2⌉+δ

)
, which supports nearest-neighbor search in

time O(log n). Then, we use the quantum minimum finding subroutine (Theorem 7.6)

which uses the distance reported by the nearest-neighbor search as the oracle. The

closest pair between Si and B can be found in time complexity Õ(
√
n). Note that

the time complexity for building the data structure is not bounded for the worst

case. However, using Markov’s inequality, we know that with high probability, say, at

least 9/10, the time complexity is bounded by O
(
r⌈d/2⌉+δ

)
. Hence, fixing a constant

c ≥ 10, and stop the data structure construction after c · r⌈d/2⌉+δ steps. With at

most 1/10 probability, the construction will fail and this event can be detected by

checking the solution returned by the quantum minimum finding subroutine. We run

O(log n) instances of above procedure in parallel and use take the quantum minimum

of all the O(log n) results. The probability that all these instances fail is at most

(1/10)O(logn) = O(1/n). We refer to the above procedure as the “inner search”, and

its time complexity is O
(
r⌈d/2⌉+δ +

√
n
)
.

Next, we use the distance of the output of the inner search as the oracle and

perform another quantum minimum finding subroutine for i ∈
[
⌈n/r⌉

]
. We refer to

this procedure as the “outer search”. The probability that the closest pair between

A and B lies in Si and B is r/n. As a result, the number of the oracle queries for

the quantum minimum finding subroutine is Õ(
√
n/r). The time complexity for each

query is O
(
r⌈d/2⌉+δ +

√
n
)
. Therefore, the total time complexity is Õ

(
(r⌈d/2⌉+δ +
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√
n) ·

√
n/r
)
. A simple calculation shows that this achieves the minimum (ignoring

the δ term in the exponent) when r = n1/d/(d − 1)2/d, which yields the total time

complexity

Õ
(
n1− 1

2d
+δ
)
. (7.74)

The failure probability for each query is at most O(1/n). Therefore, the total failure

probability is at most O(
√
n/r/n) = O(n−(1/2−1/2d)) for d > 1, which can be smaller

than any constant.

7.5.3 Quantum lower bound for BCP in constant dimensions

Now, we give a lower bound for (1 + ξ)-BCP, which trivially holds for BCP.

Theorem 7.42. The quantum query complexity for solving BCP is Ω(n2/3). Further-

more, the quantum query complexity for solving (1 + ξ)-BCP with an arbitrary ξ is

also Ω(n2/3).

Proof. Recall that we have shown in Section 7.4.4 that ED reduces to CP by viewing

ED as one-dimensional CP with the minimum distance 0. It is not hard to see that

ED also reduces to approximate CP with multiplicative error 1+ ξ since 0 times 1+ ξ

is still 0. For simplicity, we denote approximate CP with multiplicative error 1+ ξ as

(1 + ξ)-CP. Given a set S as a (1 + ξ)-CP instance, we choose A,B ⊂ S uniformly

at random such that A = S \B and |A| = |B|. Then, with 1/2 probability, a closest

pair in S has one point in A and another in B. Therefore, if (a, b) be a valid solution

for (1 + ξ)-BCP on (A,B), (a, b) is also a a valid solution for (1 + ξ)-CP on S with

probability 1/2.

It is obvious that following the same proof, CP reduces to BCP. Hence, the

quantum query complexity for BCP and (1+ξ)-BCP are both Ω(n2/3). This completes

the proof.
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7.6 Orthogonal Vectors in Constant Dimensions

Theorem 7.43. The time complexity of OVn,d (Definition 7.4) in quantum query

model is Θ(
√
n) when the dimension d is constant .

Proof. We show lower and upper bounds for OVn,d:

Lower bound We reduce the search problem to an instance of 2-dimensional OV.

Let all vectors in A be (0, 1). We map an element of the search instance with value 0

as a vector in B with value (0, 1) in OVn,2, and 1 as (1, 0). An orthogonal pair must

contain the vector in B with value (1, 0) in this construction. Therefore, if we find

an orthogonal pair, we find the corresponding marked (value 1) element in the search

instance. The Ω(
√
n) lower bound of Grover’s search algorithm gives an Ω(

√
n) lower

bound to OVn,d.

Upper bound The vectors only have 2d possible values, {0, 1}d, in the d-dimensional

OV. For a particular value v ∈ {0, 1}d, we can use Grover search to check whether

there exist vector a ∈ A such that a = v in time O(
√
n), and similarly for vectors in

B. Therefore we can, for all v ∈ {0, 1}d, check whether there exist a ∈ A such that

a = v and b ∈ B such that b = v in O(2d+1
√
n) time, recording the results as two 2d

bit strings SA and SB. Then we check all 22d pairs of values (v, w) whether ⟨v, w⟩ = 0

, SA(v) = 1, and SB(w) = 1. When we found such a pair (v, w), we use Grover’s

search algorithm again to output a corresponding pair of vectors. The total running

time is O(2d+1
√
n+ 22d + 2

√
n) = Õ(

√
n).
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Algorithm 25 Updating nodes for insertion.
1: procedure UpdateIns(i, pi) ▷ The leaf node in τ ′(S) corresponding to the
ϵ-box g(id(pi)), denoted by τ ′(S, g(id(pi))).

2: if the local counter C = 1 in τ ′(S, id(pi)) then
3: for all ϵ-box g′ that is a ϵ-neighbor (see Definition 7.18) of g(id(pi)) where

the local counter C = 1 in τ ′(S, g′) and the distance between pi and the point in
g′ is at most ϵ do

4: Increase the external counter E of τ ′(S, g′) by 1
5: Increase the external counter E of τ ′(S, g(id(pi))) by 1
6: if the external counter E in τ ′(S, g′) was increased from 0 to 1 then
7: Set the flag F in τ ′(S, g′)
8: Update the flag F in the nodes along the path from τ ′(S, g′) to the

root of τ ′(S)
9: end if

10: end for
11: if the external counter E > 1 in τ ′(S, g(id(pi))) then
12: Set the flag F in τ ′(S, g(id(pi)))
13: Update the flag F in the nodes along the path from τ ′(S, id(pi)) to the

root of τ ′(S)
14: end if
15: else if the local counter C = 2 in τ ′(S, id(pi)) then
16: Set the flag F in τ ′(S, g(id(pi)))
17: Update the flag F in the nodes along the path from τ ′(S, g(id(pi))) to the

root of τ ′(S)
18: Set the external counter E = 0 in τ ′(S, id(pi))
19: Let i′ be the other index (than i) stored in the skip list corresponding to

g(id(pi))
20: for all ϵ-box g′ that is a ϵ-neighbor of g(id(pi)) where the local counter

C = 1 in τ ′(S, g′) and the distance between pi′ and the point in g′ is at most ϵ do
21: Decrease the external counter of τ ′(S, g′) by 1
22: if the external counter E in τ ′(S, g′) was decreased from 1 to 0 then
23: Unset the flag F in τ ′(S, g′)
24: Update the flag F in the nodes along the path from τ ′(S, g′) to the

root of τ ′(S)
25: end if
26: end for
27: end if
28: end procedure
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Algorithm 26 Updating nodes for deletion.
1: procedure UpdateDel(i, pi) ▷ The leaf node in τ ′(S) corresponding to the
ϵ-box g(id(pi)), denoted by, τ ′(S, g(id(pi))).

2: if the local counter C = 0 in τ ′(S, id(pi)) then
3: Unset the flag F in τ ′(S, g(id(pi)))
4: Update the flag F in the nodes along the path from τ ′(S, id(pi)) to the root

of τ ′(S)
5: Set the external counter E = 0 in τ ′(S, id(pi))
6: for all ϵ-box g′ that is a ϵ-neighbor (see Definition 7.18) of g(id(pi)) where

the local counter C = 1 in τ ′(S, g′) and the distance between pi and the point in
g′ is at most ϵ do

7: Decrease the external counter E of τ ′(S, g′) by 1
8: if the external counter E in τ ′(S, g′) was decreased from 1 to 0 then
9: Unset the flag F in τ ′(S, g′)

10: Update the flag F in the nodes along the path from τ ′(S, g′) to the
root of τ ′(S)

11: end if
12: end for
13: else if the local counter C = 1 in τ ′(S, id(pi)) then
14: Let i′ be the only index stored in the skip list corresponding to g(id(pi))
15: for all ϵ-box g′ that is a ϵ-neighbor of g(id(pi)) where the local counter

C = 1 in τ ′(S, g′) and the distance between pi′ and the point in g′ is at most ϵ do
16: Increase the external counter E of τ ′(S, g′) by 1
17: Increase the external counter E of τ ′(S, g(id(pi))) by 1
18: if the external counter E in τ ′(S, g′) was increased from 0 to 1 then
19: Set the flag F in τ ′(S, g′)
20: Update the flag F in the nodes along the path from τ ′(S, g′) to the

root of τ ′(S)
21: end if
22: end for
23: if the external counter E = 0 in τ ′(S, g(id(pi))) then
24: Unset the flag F in τ ′(S, g(id(pi)))
25: Update the flag F in the nodes along the path from τ ′(S, id(pi)) to the

root of τ ′(S)
26: end if
27: end if
28: end procedure
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Algorithm 27 The algorithm for multiple ϵ-close pair
1: procedure MultiCP(S, ϵ) ▷ |S| = n.
2: Let T1 = S and j = 1
3: while |Tj| > n2/3 do
4: Run the algorithm described in Lemma 7.29 on Tj, and Measure the final

state.
5: If there is a pair with distance less than ϵ, output the pair and stop
6: Let qj be an even power of a prime with |Tj| ≤ qj ≤ (1 + 1

8
)|Tj|.

7: Select a random permutation πj on [qj] from the 1
n
-approximately 4 log n-

wise independent family of permutations as in Lemma 7.30
8: Let

Tj+1 :=

{
π−11 · π−12 · · · π−1j (i), i ∈

[⌈
4qj
5

⌉]}
. (7.65)

9: j ← j + 1
10: end while
11: if |Tj| ≤ n

2
3 then

12: Run Grover’s search algorithm on Tj for a pair with distance at most ϵ
13: end if
14: end procedure
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Algorithm 28 Updating nodes for insertion for the bichromatic case.
1: procedure UpdateInsBCP(i, pi, x) ▷ the leaf node in τ ′(S) corresponding to
g(id(pi)), denoted by τ ′(S, g(id(pi))).

2: Let x̄ ∈ {A,B} and x̄ ̸= x
3: if Cx = 1 in τ ′(S, id(pi)) and Cx̄ = 0 then
4: for all ϵ-neighbor g′ (see Definition 7.18) of g(id(pi)) where Cx̄ ≥ 1 in
τ ′(S, g′) do

5: Increase Ex of τ ′(S, g′) by 1
6: Increase Ex̄ of τ ′(S, g(id(pi))) by 1
7: if Ex in τ ′(S, g′) was increased from 0 to 1 then
8: Set the flag F in τ ′(S, g′)
9: Update the flags F in the nodes along the path from τ ′(S, g′) to the

root of τ ′(S)
10: end if
11: end for
12: if Ex̄ ≥ 1 in τ ′(S, g(id(pi))) then
13: Set the flag F in τ ′(S, g(id(pi)))
14: Update the flags F in the nodes along the path from τ ′(S, id(pi)) to the

root of τ ′(S)
15: end if
16: else if Cx = 1 and Cx̄ ≥ 1 in τ ′(S, g(id(pi))) then
17: Set the flag F in τ ′(S, g(id(pi)))
18: Update the flags F in the nodes along the path from τ ′(S, g(id(pi))) to the

root of τ ′(S)
19: Set Ex̄ = 0 in τ ′(S, id(pi))
20: for all g′ that is an ϵ-neighbor of g(id(pi)) where the the local counter

Cx̄ ≥ 1 in τ ′(S, g′) do
21: Decrease Ex of τ ′(S, g′) by 1
22: if Ex in τ ′(S, g′) was decreased from 1 to 0 then
23: Unset the flag F in τ ′(S, g′)
24: Update the flags F in the nodes along the path from τ ′(S, g′) to the

root of τ ′(S)
25: end if
26: end for
27: end if
28: end procedure
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Algorithm 29 Updating nodes for deletion for the bichromatic case.
1: procedure UpdateDelBCP(i, pi, x) ▷ the leaf node in τ ′(S) corresponding to
g(id(pi)), which we denote as τ ′(S, g(id(pi))).

2: Let x̄ ∈ {A,B} and x̄ ̸= x
3: if Cx and Cx̄ in τ ′(S, id(pi)) = 0 then
4: Unset the flag F in τ ′(S, g(id(pi)))
5: Update the flags F in the nodes along the path from τ ′(S, id(pi)) to the

root of τ ′(S)
6: Set Ex = 0 and Ex̄ = 0 in τ ′(S, id(pi))
7: for all g′ that is an ϵ-neighbor (see Definition 7.18) of g(id(pi)) where the

local counter Cx̄ ≥ 1 in τ ′(S, g′) do
8: Decrease Ex of τ ′(S, g′) by 1
9: if Ex in τ ′(S, g′) was decreased from 1 to 0 then

10: Unset the flag F in τ ′(S, g′)
11: Update the flags F in the nodes along the path from τ ′(S, g′) to the

root of τ ′(S)
12: end if
13: end for
14: else if Cx = 0 and Cx̄ ≥ 1 then
15: for all g′ that is an ϵ-neighbor of g(id(pi)) where the local counter Cx ≥ 1

in τ ′(S, g′) do
16: Increase Ex̄ of τ ′(S, g′) by 1
17: Increase Ex of τ ′(S, g(id(pi))) by 1
18: if Ex̄ in τ ′(S, g′) was increased from 0 to 1 then
19: Set the flag F in τ ′(S, g′)
20: Update the flags F in the nodes along the path from τ ′(S, g′) to the

root of τ ′(S)
21: end if
22: end for
23: if Ex = 0 in τ ′(S, g(id(pi))) then
24: Unset the flag F in τ ′(S, g(id(pi)))
25: Update the flags F in the nodes along the path from τ ′(S, id(pi)) to the

root of τ ′(S)
26: end if
27: end if
28: end procedure
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Chapter 8: Quantum Meta-Complexity

8.1 Introduction

The Minimum Circuit Size Problem (MCSP) is one of the central computa-

tional problems in complexity theory. Given the truth table of a Boolean function

f : {0, 1}n → {0, 1} and a size parameter s (in unary) as inputs, MCSP asks whether

there exists a circuit of size at most s for f . While MCSP has been studied as early

as the 1950s in the Russian cybernetics program [Tra84], its complexity remains mys-

terious: we do not know whether it is in P or NP-hard. Meanwhile, besides being

a natural computational problem, in recent years, researchers have discovered many

surprising connections of MCSP to other areas such as cryptography [RR97], learn-

ing theory [CIKK16], circuit complexity [KC00], average-case complexity [Hir18], and

others.

Quantum computing is of growing interest, with applications to cryptogra-

phy [Sho94], machine learning [BWP+17], and complexity theory [JNV+20], etc. In-

spired by the great success of MCSP in classical computation and the flourishing of

quantum computers, we propose a new research program of studying quantum com-

putation through the lens of MCSP. We envision MCSP as a central problem that

connects different quantum computation applications and provides deeper insights

into the complexity-theoretic foundation of quantum circuits.

8.1.1 The classical MCSP and its connections to other problems

It is immediate that MCSP ∈ NP because the input size is 2n so one can verify if

a circuit (given as the certificate/proof) computes the input truth table in time 2O(n).

However, there is no consensus on the complexity status of this problem – MCSP could

be in P, NP-complete, or NP-intermediate. Several works [MW17, KC00] showed

negative evidence for proving the NP-hardness of MCSP using standard reduction
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techniques. We also do not know whether there is an algorithm better than brute

force search (see Perebor conjecture for MCSP [Tra84]) or whether there is a search-

to-decision reduction or a self-reduction1 for MCSP2. On the other hand, several

variants of MCSP are NP-hard under either deterministic reductions [Mas79, HOS18]

or randomized reductions [Ila19, ILO20].

Researchers have discovered many surprising connections of MCSP to other

fields in Theoretical Computer Science including cryptography, learning theory, and

circuit lower bounds. To name a few, Razborov and Rudich [RR97] related natural

properties against P/poly with circuit lower bounds and pseudorandomness. Ka-

banets and Cai [KC00] showed that MCSP ∈ P implies new circuit lower bounds, and

that MCSP ∈ BPP implies that any one-way function can be inverted. Allender and

Das [AD14a] related the complexity class SZK (Statistical Zero Knowledge) to MCSP.

Carmosino et al. [CIKK16] showed that MCSP ∈ BPP gives efficient PAC-learning

algorithms. Impagliazzo et al. [IKV18] showed that the existence of indistinguish-

able obfuscation implies that SAT reduces to MCSP under a randomized reduction.

Hirahara [Hir18] showed that if an approximation version of MCSP is NP-hard, then

the average-case and worst-case hardness of NP are equivalent. Arunachalam et

al. [AGG+20] proved that MCSP ∈ BQP implies new circuit lower bounds. All these

results indicate that the MCSP serves as a “hub” that connects many fundamental

problems in different fields. Therefore, a deeper understanding of this problem could

lead to significant progress in Theoretical Computer Science.

8.1.2 Main results and technical overview

In this chapter, we consider three different natural objects that a quantum

circuit can compute: Boolean functions, unitaries, and quantum states. We start

1Roughly, a problem is self-reducible if one can solve the problem with size n by algorithms for
smaller size.

2It is worth noting that every NP-complete problem has search-to-decision reductions and self-
reductions.
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with giving the informal definitions of the minimum circuit size problem for each of

them. See Section 8.3 and Section 8.5 for the formal definitions.

Definition 8.1 (MQCSP, informal). Given the truth table of a Boolean function f

and a size parameter s in unary, decide if there exists a quantum circuit C which has

size at most s and uses at most s ancilla qubits such that C computes f with high

probability.

Definition 8.2 (UMCSP, informal). Given the full description of a 2n-dimensional

unitary matrix U and a size parameter s in unary, decide if there exists a quantum

circuit C which has size at most s and uses at most s ancilla qubits such that C and

U are close3.

Definition 8.3 (SMCSP, informal). Let |ψ⟩ be an n-qubit state. Given size param-

eters s and n in unary and access to arbitrarily many copies of |ψ⟩ (or the classical

description of |ψ⟩), decide if there exists a quantum circuit C which has size at most

s using at most s ancilla qubits such that C|0n⟩ and |ψ⟩ are close in terms of fidelity.

In the rest of this subsection, we first discuss several challenges and difficulties

we encountered in the study of MCSP when moving from the classical setting to the

quantum setting. Next, we give an overview of all the results and techniques. In

particular, we focus on both interpreting the new connections we establish as well as

the technical subtleties when quantizing the previous works in the classical setting.

For a quick summary of the results, please take a look at Table 8.1.

8.1.2.1 Challenges and difficulties when moving to the quantum setting

In the following, we summarize several fundamental properties of quantum

circuits, unitaries, and quantum states that induce problems and difficulties that

would not appear in the classical setting.

3We say C and U are close if |(⟨ψ| ⊗ I)U†C(|ψ⟩|0⟩)| is large for all |ψ⟩.
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Quantum computation is generally random and erroneous. It is natural to

consider quantum circuits that approximate (rather than exactly computing) the de-

sired unitary. One immediate consequence is that we have to define the quantum

MCSPs as promise problems (with respect to the error)4, which is more challenging

to deal with. Moreover, since unitaries and quantum states are specified by com-

plex numbers, we also need to properly tackle the precision issue. These quantum

properties make generalizing classical results to the quantum setting non-trivial. For

instance, some classical analyses (see [AGG+20] for an example) rely on the fact that

the classical circuits are deterministic after the random string is made public, while

any intermediate computation of a quantum circuit is inherently not deterministic.

Quantum circuits are reversible. This follows from the fact that every quantum

gate is reversible. While this seems to be a restriction for quantum circuits, we observe

that this enables search-to-decision reductions for UMCSP and SMCSP. Note that the

existence of such reduction is a longstanding open question for classical MCSP. This

suggests that quantum MCSPs can provide a new angle to leverage the reversibility

of quantum circuits.

The introduction of ancilla qubits. As quantum circuits are reversible, every in-

termediate computation has to happen on the input qubits. Thus, it is very common

to introduce ancilla qubits which are extra qubits initialized to all zero and can be re-

garded as additional registers for intermediate computation. Ancilla qubits introduce

complications in quantum MCSPs. First, the quantum circuit complexity of an object

could be very different when the allowed number of ancilla qubits is different. Second,

the classical simulation time of a quantum circuit scales exponentially in the number

of input qubits plus the number of ancilla qubits. Namely, when the number of ancilla

4The definitions above are not promise problems for simplicity. Check Section 8.3 and 8.5 for
formal definitions.
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qubits is super-linear, classical simulations would require super-polynomial time5. An

immediate consequence is that, unlike classical MCSP, MQCSP is not trivially in NP

when allowing a super-linear number of ancilla qubits. In addition, the output of

quantum circuits on ancilla qubits can be arbitrary quantum states in general. This

property makes certain reductions for quantum MCSPs fail when considering many

ancilla qubits.

Various universal quantum gate sets. The choice of the gate set affects the cir-

cuit complexity of the given Boolean functions (and unitaries and states). There are

various universal quantum gate sets, and transforming from one to the other results in

additional polylogarithmic overhead to the circuit complexity by the Solovay-Kitaev

Theorem. We note that when considering certain hardness results, the choice of the

gate set might matter. Take the approximate self-reduction for SMCSP (in Theo-

rem 8.9) as an example, we start from constructing such reductions for a particular

gate set. We then generalize the result to an arbitrary gate set via the Solovay-Kitaev

Theorem; however, it introduces additional overhead to the approximation ratio. An-

other example is proving NP-hardness for multi-output MQCSP, where we show that

the problem is NP-hard when considering particular gate sets, and it is still open

whether the problem is NP-hard for all universal gate sets.

8.1.2.2 The Hardness of MQCSP and cryptography

We start with stating the hardness results of MQCSP and its implications in

cryptography.

Theorem 8.1 (Informal).

1. MQCSP is in QCMA ⊆ QMA.

5The running time is measured with respect to the size of the truth table or the size of the
unitary/quantum state.
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2. If MQCSP can be solved in quantum polynomial time, then quantum-secure one-

way function (qOWF) does not exist.

3. If one can solve MQCSP efficiently, then all problems in SZK have efficient

algorithms.

4. Suppose that quantum-secure indistinguishability obfuscator (iO) for polynomial-

size circuits exists. Then, MQCSP ∈ BQP implies NP ⊆ coRQP6.

5. Multiple-output MQCSP (under a gate set with some natural properties) is NP-

hard under randomized reductions.

We have discussed why MQCSP is not trivially in NP earlier. So, it is natural

to wonder what can be a tighter upper bound for MQCSP. Instead of considering

classical verifier, we allow the verifier to check the given witness circuit quantumly

and thus are able to prove that MQCSP is in QCMA (which is a quantum analogue

of MA allowing efficient quantum verifiers but classical witness).

For item 2 – 5, we study whether some hard problems reduce to MQCSP.

Classically, many results use the fact that an MCSP oracle can break certain pseudo-

random generators to show reductions from hard problems to MCSP. A distinguisher

can break a pseudorandom generator by viewing that the string is a truth table of

some Boolean function and using the MCSP oracle to decide if the function has small

circuit complexity7. We generalize this idea to the quantum setting by observing that

if the Boolean function has small classical circuit complexity, then its quantum circuit

complexity is also small. It is worth noting that the second result implies efficient

algorithms for some lattice problems if MQCSP is in BQP.

6coRQP is a complexity class of quantumly solvable problems with perfect soundness and
bounded-error completeness.

7If the truth table is truly random, it corresponds to a random function and must have large
circuit complexity with high probability.
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For item 5, we generalize the recent breakthrough of Ilango et al. [ILO20] on

the NP-hardness of MCSP. We note that the formal theorem statement depends on

the gate set choices of MQCSP. To prove this theorem, we follow the proof ideas in

[ILO20] and overcome some additional obstacles that appear in the quantum world.

The new obstacle comes from (i) the quantum gate set is different from the one in

the classical case; (ii) in the quantum world, we need to deal with error terms. We

carefully handle these issues and extend the proof to the quantum setting.

8.1.2.3 MQCSP and learning theory

A central learning theory setting is (approximately) reconstructing a circuit

for an unknown function given a limited number of samples. Learning Boolean func-

tions in the classical setting was extensively studied (see, for example, a survey by

Hellerstein and Servedio [HS07]); however, relatively few explorations have been made

under the quantum setting. There are two natural quantum extensions: (i) learning

a quantum circuit and (ii) adding quantumness in the learning algorithm. We study

both scenarios and provide generic connections between MQCSP and the two settings

PAC learning for quantum circuits. Probabilistic approximately correct (PAC)

learning [Val84] is a standard theoretical framework in learning theory. There are

several variants, but for simplicity, we focus on the query model where a classi-

cal learning algorithm can query an unknown n-bit Boolean function f on inputs

x1, . . . , xm ∈ {0, 1}n and aim to output a circuit approximating f with high probabil-

ity. To have efficient PAC learning algorithms for polynomial-size quantum circuits,

we show that it is necessary and sufficient to have efficient algorithms for MQCSP or

its variants.

Theorem 8.2 (Informal). The existence of an efficient PAC learning algorithm for

BQP/poly is equivalent to the existence of an efficient randomized algorithm for

MQCSP.
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Quantum learning. In the past two decades, there has been increased interest in

quantum learning (see a survey by Arunachalam and de Wolf [AdW17]) due to the

success of machine learning and quantum computing. While there have been interest-

ing quantum speed-ups for specific learning problems such as Principal Component

Analysis [LMR14] and quantum recommendation system [KP17], it is unclear whether

the quantumness can provide a generic speed-up in learning theory. A recent result of

Arunachalam et al. [AGG+20] suggested that this might be difficult by showing that

the existence of efficient quantum learning algorithms for a circuit class would imply

a breakthrough circuit lower bound. We further generalize their result by showing

the equivalence of efficient quantum PAC learning and the non-trivial upper bound

for MQCSP.

Theorem 8.3 (Informal). The existence of efficient quantum learning algorithms

for PAC learning a circuit class C is equivalent to the existence of efficient quantum

algorithms for C-MQCSP8.

The proof idea is to quantize the “learning from a natural property” paradigm

of [CIKK16]. Briefly speaking, the converse direction “algorithms for MQCSP imply

learning algorithms” follows from the idea that one can use the Boolean function

(the object to be learned) to construct a PRG with the property that breaking the

PRG implies a reconstructing algorithm for f . Then, since an algorithm for MQCSP

can break PRG, we obtain an algorithm for f . Another direction follows from the

observation that we can still apply the learning algorithm given the truth table of

the function. Specifically, for Theorem 8.2, it turns out that the converse direction

is straightforward because P/poly ⊂ BQP/poly while the forward direction requires

the number of ancilla bits to be O(n) due to the overhead from a classical simulation

for quantum circuits. For Theorem 8.3, the difficulty lies in the fact that a quantum

circuit is inherently random and one cannot arbitrarily compose quantum circuits as

8C-MQCSP is MQCSP with respect to circuit class C.
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their wishes. To circumvent these issues, we invoke the techniques in [AGG+20] which

built up composable tools for reconstructing a circuit from a quantum distinguisher.

See Theorem 8.23, Theorem 8.22, and Section 8.4.2 for more details.

8.1.2.4 MQCSP and quantum circuit lower bounds

The classical MCSP is tightly connected to circuit lower bounds. We generalize

the results of Oliveira and Santhanam [OS16], Arunachalam et al. [AGG+20], and

Kabanets and Cai [KC00] to MQCSP.

Theorem 8.4 (Informal). Suppose that MQCSP ∈ BQP. Then

1. BQE ̸⊂ BQC[nk] for any constant k ∈ N9; and

2. BQPQCMA ̸⊂ BQC[nk] for any constant k ∈ N.

For item 1, we use MQCSP to construct a BQP-natural property against quan-

tum circuit classes. Then, with a quantum-secure pseudorandom generator, we can

use a “win-win argument” to show that BQE ̸⊂ BQC[nk] for any k > 0. The proof

mainly follows from [AGG+20, OS16]. However, we extend their proofs to the quan-

tum natural properties against quantum circuit classes. One technical contribution is

a diagonalization lemma for quantum circuits.

For item 2, we follow the idea in [KC00] to show that the maximum quantum

circuit complexity problem10 can be solved in exponential time with a QCMA oracle.

The main difference from the classical case is that we require a QCMA oracle instead

9BQC[nk] is the complexity class for problems that can be solved by O(nk)-size quantum circuits
with bounded fan-in, and BQE in the set of problems that can be solved in 2O(n) time by quantum
computers. Previously, Aaronson [Aar06] showed that PPP ̸⊂ BQC[nk] unconditionally. However,
the relations between PPP, BQE, and BQPQCMA are still unclear.

10The problem is, given 1n, ask for a Boolean function f : {0, 1}n → {0, 1} that has the maximum
complexity.
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of an NP one, which follows from the fact that we assume MQCSP is in BQP11. Then,

the statement follows from the standard padding argument.

Another aspect of quantum circuit complexity is hardness amplification. Ka-

banets and Cai [KC00] showed that MCSP can be used as an amplifier to generate

many hard Boolean functions. In this part, we show that with an MQCSP oracle,

given one quantum extremely hard Boolean function, there is an efficient quantum

algorithm that outputs many quantum-hard functions.

Theorem 8.5 (Hardness amplification by MQCSP, informal). Assume MQCSP ∈
BQP. There exists a BQP algorithm that, given the truth table of a Boolean function

with quantum circuit complexity 2Ω(n), outputs 2Ω(n) Boolean functions with m =

Ω(n) variables such that each function has quantum circuit complexity greater than

2m/(c+ 1)m for c some constant.

The proof of Theorem 8.5 closely follows the proof in [KC00]. The key ingredi-

ent is a quantum Impagliazzo-Wigderson generator, which “quantizes” the construc-

tion in [IW97]. The quantum Impagliazzo-Wigderson generator can transform the

given quantum extremely hard function to a quantum pseudorandom generator that

fools quantum circuits of size 2O(n). Since we assume MQCSP ∈ BQP, it means that

we can construct a small quantum distinguishing circuit to accept the truth tables of

hard functions. And we can show that our quantum Impagliazzo-Wigderson gener-

ator can fool the distinguishing circuit. Hence, most of the outputs of the quantum

pseudorandom generator will have high quantum circuit complexity.

To quantize the Impagliazzo-Wigderson generator, we construct a quantum-

secure direct-product generator, and also use the quantum Goldreich-Levin Theorem

and quantum-secure Nisan-Wigderson generator developed in [AGG+20].

11Along this line, the result still holds if we consider MCSP ∈ BQP and maximum classical circuit
complexity.
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Hardness magnification is an interesting phenomenon in classical circuit com-

plexity defined by [OS18]. It shows that a weak worst-case lower bound can be

“magnified” into a strong worst-case lower bound for another problem. (See a recent

talk by Oliveira [Oli19].) In this part, we show that MQCSP also has a quantum

hardness magnification.

Theorem 8.6 (Hardness magnification for MQCSP, informal). If a gap version of

MQCSP does not have nearly-linear size quantum circuit, then QCMA cannot be com-

puted by polynomial size quantum circuits.

We note that this is a nontrivial theorem because even if we assume QCMA ⊆
BQC[poly(n)], we can only show MQCSP ∈ BQC[poly(2n)], i.e., MQCSP has a polynomial-

size quantum circuit by the fact that MQCSP ∈ QCMA. But the theorem implies that

some gap-version of MQCSP has nearly-linear size circuit!

We prove the above theorem via a quantum antichecker lemma, whose classical

version was given by [OPS19, CHO+20]. And we observe that the two key ingredients:

a delicate design of a Boolean circuit and a counting argument can be quantized.

8.1.2.5 MQCSP and quantum fine-grained complexity

Fine-grained complexity theory aims to study the exact lower/upper bounds

of some problems. For example, most theorists believe 3-SAT is not in P, but we

do not know if it can be solved in 2o(n) time. Exponential Time Hypothesis (ETH)

is a commonly used conjecture in this area which rules out this possibility (see a

survey by Williams [Wil18]). Very recently, [Ila20b] showed the fine-grained hardness

of MCSP for partial function based on ETH. In the quantum setting, [ACL+20,

BPS21] proposed quantum fine-grained reductions and quantum strong exponential

time hypothesis (QSETH) to study the quantum hardness of problems in BQP. In

this part, we follow the works of [Ila20b, ACL+20] and prove the quantum hardness of

MQCSP for partial functions based on the quantum ETH conjecture,which conjectures
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that there does not exist a 2o(n)-time quantum algorithm for solving 3-SAT12.

Theorem 8.7 (Fine-grained hardness of MQCSP⋆, informal). Quantum ETH implies

N o(log logN)-quantum hardness of MQCSP for partial functions.

To prove the above theorem, we basically follow the reduction path in [Ila20b],

which gave a reduction from a fine-grained problem studied by [LMS11] to MQCSP

for partial functions. But we need to bypass two subtleties:

• The proof of [Ila20b] relies on the structure of the classical read-once formula,

but there is no direct correspondence with quantum;

• [LMS11] only proved the classical hardness of the bipartite permutation inde-

pendent set problem, but we need quantum hardness result.

For the first issue, we prove an unconditional quantum circuit lower bound

for that function in the reduction. More specifically, we first show that if a small

quantum circuit can compute the partial function γ in the reduction, then that circuit

is a quantum read-once formula (defined by [Yao93]); and vice versa. And then, we

apply a “dequantization” result by [CKP13] to show that the quantum read-once

formula can be converted to a classical read-once formula with the same size. Then,

by the structure of the “dequantized” read-once formula, we finally conclude that

deciding MQCSP for γ is equivalent to solving the bipartite permutation independent

set problem.

For the second issue, we use the quantum fine-grained reduction framework and

give a reduction from 3-SAT to the bipartite permutation independent set problem.

Therefore, the quantum hardness of MQCSP for partial function follows from the

quantum hardness of deciding 3-SAT conjectured by the quantum ETH.

12Existing quantum SAT solvers are not much faster than Grover’s search; they need 2Ω(n)-time
even for 3-SAT.
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8.1.2.6 Quantum circuit complexity for states and unitaries

In this section, we study UMCSP and SMCSP. For SMCSP in Definition 8.3, we

consider two types of inputs: quantum states and the classical description of the state.

We consider the inputs as quantum states since we generally cannot have the classical

description of the quantum state in the real world, and many related problems (such as

shadow tomography [Aar18], quantum gravity [BFV20], and quantum pseudorandom

state [JLS18]) have multiple copies of states as inputs. Although this input format

makes SMCSP harder, we are able to show that SMCSP has a QCMA protocol13.

Furthermore, the search-to-decision reduction and the self-reduction in Theorem 8.9

hold for both versions of SMCSP. We first show hardness upper bounds for UMCSP

and SMCSP.

Theorem 8.8 (Informal). (1) UMCSP ∈ QCMA. (2) SMCSP can be verified by QCMA

protocols.

To prove Theorem 8.8, we use the swap test to test whether the witness circuit

C outputs the correct states. This suffices to show that SMCSP has a QCMA protocol.

To show that UMCSP is in QCMA, checking if the circuit C and U agree on all inputs

by using swap test is infeasible since there are infinitely many quantum states in the

2n-dimensional Hilbert space. If one only checked all the computational basis states

(i.e., {|x⟩ : x ∈ {0, 1}n}), it is possible that the circuit C and the given unitary U

are not close on inputs in the form of superposition states. This can come from the

following two sources. (a) C can introduce different phases on different computational

basis states; (b) using ancilla qubits to implement U results in entanglement between

the output qubits and ancilla qubits, which may fail the swap test.

To deal with these difficulties, we introduce an additional step in the test called

“coherency test”. This step tests the circuit output on all the initial states in the form

13Note that since SMCSP has quantum inputs, the problem is not in QCMA under the standard
definition.
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of |a⟩+ |b⟩, where |a⟩, |b⟩ are different computational basis states. We can prove that

it forces the behavior of C to be coherent on all the computational basis states, and

forces the phases to be roughly the same.

Reductions for UMCSP and SMCSP that are unknown to the classical MCSP.

In addition to the upper bounds, we also show interesting reductions for UMCSP and

SMCSP.

Theorem 8.9 (Informal).

• Search-to-decision reductions: There exist search-to-decision reductions for

UMCSP and SMCSP when no ancilla qubits are allowed.

• Self-reduction: SMCSP is approximately self-reducible.

• A gap version of MQCSP reduces to UMCSP.

Classically, it is unknown whether MCSP is self-reducible or has search-to-

decision reductions. Ilango [Ila20a] proved that some variants of MCSP have search-

to-decision reductions. Recently, Ren and Santhanam [RS21] showed that a rela-

tivization barrier applies to the deterministic search-to-decision reduction and self-

reduction of MCSP. We prove the existence of search-to-decision reductions by using

the property that “quantum circuits are reversible”. In particular, we guess the i-th

gate, uncompute the gate from the state or the unitary, and use the decision oracles

to check whether the complexity of the new state or the new unitary reduces. By

repeating this process for all gates, we can find the desired circuits. This approach

suffices for the case where the quantum circuits use no ancilla qubits. On the other

hand, when the quantum circuits use ancilla qubits and are not forced to turn ancilla

qubits back to the all-zero state, this approach does not work. Consider UMCSP. The

quantum circuit may implement a unitary U ⊗ V . To find the circuit, the approach

above needs to start from U ⊗ V and do the uncomputation iteratively. However, V

is unknown. SMCSP has the similar issues.
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For the self-reducibility of SMCSP, we show that one can approximate the

circuit complexity of an n-qubit state by computing the circuit complexities of (n−1)-
qubit states. Roughly, we find a “win-win decomposition” of an n-qubit state such

that its circuit complexity is either close to the circuit complexity of an (n− 1)-qubit

state or can be approximated by two (n− 1)-qubit states.

Finally, we show a reduction related to MQCSP and UMCSP. The proof is

by encoding a Boolean function into a particular unitary and showing that the cir-

cuit complexity of that unitary gives both upper and lower bounds for the circuit

complexity of the Boolean function.

Implications of Hardness of SMCSP and UMCSP For UMCSP, one applica-

tion is related to a question Aaronson asked in [Aar16]: does there exist an efficient

quantum process that generates a family of unitaries that are indistinguishable from

random unitaries given the full description of the unitary? If there is an efficient algo-

rithm for UMCSP, then there is no efficient quantum process that generates unitaries

indistinguishable from random unitaries given the full unitary.

Moreover, several implications of MCSP carry to UMCSP by Theorem 8.9.

This follows from the fact that the gap version of MQCSP suffices to break certain

pseudorandom generators.

For SMCSP, we focus on the version where the inputs are copies of quan-

tum states and present its relationships to quantum cryptography, tomography, and

quantum gravity.

Theorem 8.10 (Informal).

1. If SMCSP has quantum polynomial-time algorithms, then there are no pseudo-

random states, and thus no quantum-secure one-way functions.

2. Assuming additional conjectures from physics and complexity theory, the exis-

tence of an efficient algorithm for SMCSP implies the existence of an efficient
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algorithm for estimating the wormhole’s volume.

3. If SMCSP can be solved efficiently, then one can solve the succinct state tomog-

raphy problem14 in quantum polynomial time.

The first result in Theorem 8.10 follows from the observation that we can

use SMCSP algorithms to distinguish whether the given states have large circuit

complexities. This results in algorithms for breaking pseudorandom states, and thus

algorithms for inverting quantum-secure one-way functions by [JLS18]. It is worth

noting that a recent work by Kretschmer [Kre21] showed some relativized results for

the problem of breaking pseudorandom states. Since that problem reduces to SMCSP,

his results would provide another angle for understanding the hardness of SMCSP.

We show the second result under the model and assumptions considered in [BFV20].

Roughly speaking, the volumes of wormholes correspond to circuit complexities of

particular quantum states. Thus efficient algorithms for one implies solving the other

one efficiently if the correspondence can be computed efficiently. The third result

mainly uses the search-to-decision reduction in Theorem 8.9 to find the circuit that

computes the state.

8.1.3 Discussion and open questions

We lay out the following three-aspect road map for the quantum MCSP pro-

gram. For each aspect, we present several results and also propose many open direc-

tions to explore. We have also summarized all results in this chapter in Table 8.1.

First, we define the Minimum Quantum Circuit Size Problem (MQCSP) and

study upper bounds and lower bounds for its complexity. Furthermore, we explore the

connections between MQCSP and other areas of quantum computing such as quantum

14The succinct state tomography problem is that given many copies of a state with the promise
that its circuit complexity is at most certain s, the problem is to find a circuit that computes the
state.
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cryptography, quantum learning, quantum circuit lower bounds, and quantum fine-

grained complexity.

Then, we further extend MQCSP to study the quantum circuit complexities

for quantum objects, including unitaries and states.15 We want to investigate their

hardness and connections to other areas in TCS. In this chapter, we show upper

bounds and lower bounds for their complexities, search-to-decision reductions (for

UMCSP and SMCSP), a self-reduction (for SMCSP), and reductions from MQCSP

to UMCSP. In addition to connections generalized from classical analogues (such

as cryptography, learning, and circuit lower bounds), we also find connections that

might be unique in the quantum setting, such as tomography and quantum gravity.

For the last part, we want to turn around and ask what could happen when con-

sidering quantum algorithms or quantum reductions for MCSP (and also for MQCSP,

UMCSP, and SMCSP)? In the previous two parts, we have already observed that

efficient quantum algorithms for these problems result in surprising implications to

other fields. One can further consider other influences of quantum algorithms to

study quantum and classical MCSPs. For example, can SAT reduce to MCSP under

quantum reductions?

Following the three-aspect road map for the quantum MCSP program, there

are many open directions to explore. In particular, we are interested to understand

the hardness of these problems, the relationships between them, and their connections

to other fields in computer science.

8.1.3.1 Open problems: the complexity of quantum circuits

We start with open problems related to the hardness and relationships between

quantum MCSPs. The most basic questions are to understand the complexity of

15Aaronson has raised questions about quantum circuit complexity for unitaries or states
in [Aar16].
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different quantum MCSPs. As we have already seen, it is unclear if quantum MCSPs

are in NP. Besides, we do not know if NP- or QCMA-hard problems reduce to them.

Open Problem 8.1. Are UMCSP, MQCSP, and SMCSP in NP? Are these problems

NP-hard, QCMA-hard, or C-hard for some complexity class C that is between QCMA

and SZK?

We note that the case that makes these problems not known to be in NP

is when there are more than linearly many ancilla qubits. Therefore, if one can

show that adding superpolynomially many ancilla qubits does not lead to significant

improvement on quantum circuit complexity, then we are likely to put these problems

in NP directly. Along this line, we pose the following open question:

Open Problem 8.2. For every n, s, t ∈ N with t ≤ s ≤ 2O(n), is BQC(s, t) ⊂ BQC(poly(s, t), O(n))?

For the hardness of UMCSP and SMCSP, One potential approach for proving

NP-hardness of UMCSP is as follows: Prove the NP-hardness of the gap version of

certain variants of MQCSP (such as sparse MQCSP or multiMQCSP), and then reduce

it to UMCSP via the last reduction in Theorem 8.9. The hardness of SMCSP seems to

be slightly more mysterious than UMCSP. One reason for this is that we do not know

any relationship between SMCSP and other quantum MCSPs, and thus the approach

of reducing particular variants of quantum MCSP to SMCSP does not directly work.

This leads to another important open question:

Open Problem 8.3. What are the relationships between UMCSP, MQCSP, and SMCSP?

To answer whether quantum MCSPs are NP-complete, we can also study these

problems from another angle, that is, check if quantum MCSPs have particular re-

ductions that all NP-complete problems have. In the previous section, we observed

that quantum circuits have some properties leading to search-to-decision reductions

for UMCSP and SMCSP without ancilla qubits and an approximate self-reduction for

SMCSP. Therefore, we ask whether we can have search-to-decision reductions and

self-reductions for these quantum MCSPs.
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Open Problem 8.4. Are there search-to-decision reductions and self-reductions for

quantum MCSPs?

It is worth noting that our search-to-decision reductions fail when ancilla qubits

are allowed. This mainly follows from the fact that the circuit of the solution can

be an non-identity operator on the ancilla qubits in general. This could possibly be

addressed by iterating all possible unitaries or states on an ϵ-net when the number

of ancilla qubits are not large (e.g., at most log log n). However, we need new ideas

when considering more ancilla qubits.

Moreover, it would be interesting to investigate the applications of these re-

ductions. For instance, we have seen that the search-to-decision reductions give algo-

rithms with UMCSP or SMCSP oracle additional power to obtain the circuits. This

power may lead to interesting applications.

Open Problem 8.5. Is there any application of search-to-decision reductions or self-

reductions for quantum MCSPs?

The hardness of average-case quantum MCSPs (which inputs are given ran-

domly) is another interesting topic to explore. Hirahara [Hir18] showed that there

is a worst-case to average-case reduction for the (gap version of) classical MCSP.

We wonder if we can prove that quantum MCSPs have worst-case to average-case

reductions.

Open Problem 8.6. Are there worst-case to average-case reductions for quantum

MCSPs?

Note that there is negative evidence [BT06] showing that such classical reduc-

tions might not exist for NP-complete problems16. The existence of such reduction

could result in important applications in cryptography, which we will discuss later.

16However, there is no evidence for the existence of quantum worst-case to average-case reductions
for NP-complete since the analysis in [BT06] fails in the quantum setting. See [CHS20] for related
discussion.
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Finally, we can also try to prove the hardness of quantum MCSPs under

stronger assumptions or more powerful reductions.

Open Problem 8.7. Assuming QETH or QSETH, is MQCSP, UMCSP, or SMCSP quan-

tumly hard?

Open Problem 8.8. Does quantum reduction provide more power to show the hardness

of MCSP? Specifically, is NP ⊆ BQPMCSP or NP ⊆ BQPMQCSP?

8.1.3.2 Open problems: potential connections to other areas

In this chapter, in addition to generalizing several known connections for MCSP

to quantum MCSPs, we have also discovered several connections which could be

unique for quantum MCSPs. There are still many classically existing or unknown

connections that we can explore. One fascinating question is whether we can base

the security of one-way functions on any of these problems.

Open Problem 8.9. Can we base the security of cryptographic primitives on MQCSP,

UMCSP, SMCSP, or some variants of these problems?

Note that since quantum MCSPs considered in this chapter are all worst-case

problems, to answer Problem 8.9, we probably need worst-case to average-case reduc-

tions discussed in Problem 8.6. Moreover, Liu and Pass [LP20b] recently showed that

the existence of classical one-way function is equivalent to the average-case hardness

of a type of Kolmogorov complexity on uniform distribution. However, the average-

case hardness of MCSP on uniform distribution is not known to imply one-wayness

even classically, and the quantum version faces a similar obstacle. Very recently,

Ilango, Ren, and Santhanam [IRS21] showed that the average-case hardness of Gap-

MCSP on a locally samplable distribution is equivalent to the existence of one-way

function. Liu and Pass [LP21] further generalized this result to show equivalence be-

tween the existence of one-way functions and the existence of sparse languages that

are hard-on-average (including Kolmogorov complexity, k-SAT, and t-Clique). It is

natural to ask whether their results can be generalized to quantum MCSPs. In addi-

tion to one-way functions, We are interested in connections between quantum MCSPs
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and “quantum-only” primitives, e.g., quantum iO, copy protection, quantum process

learning, etc.

Along this line, as many quantum problems have quantum inputs, it is natural

to consider quantum MCSPs with quantum inputs. We have shown how SMCSP con-

nects to problems in quantum cryptography, quantum gravity, and tomography given

quantum states as inputs. This fact gives the possibility that MQCSP, UMCSP, and

SMCSP with “succinct” quantum or classical inputs may have surprising connections

to other problems in quantum computing. For instance, one can consider inputs which

are quantum circuits that encode some objects (e.g., unitaries). Then, the problem

is to find another significantly smaller circuit. In [CCCW21], Chakrabarti et al. have

studied this problem and show applications to quantum supremacy.

8.2 Preliminaries

The basics of quantum computing are deferred to Appendix B. In this subsec-

tion, we will introduce some quantum complexity classes and non-uniform quantum

circuit classes.

8.2.1 Quantum complexity classes

We introduce quantum complexity classes that are related to our study on

the quantum MCSP. The classes we define in below are actually PromiseBQP and

PromiseQCMA. To avoid abuse of notation, we just denote them as BQP and QCMA.

We first give the definition of the quantum analogue of BPP and P.

Definition 8.4 (BQP). A promise problem P = (PY , PN) is in BQP if there exists

a polynomial-time classical Turing Machine that on input 1n for any n ∈ N outputs

the description of a quantum circuit Cn with poly(n) gates and poly(n) ancilla qubits

such that for x ∈ {0, 1}n the following holds:

1. if x ∈ PY , Pr[M1 ◦ Cn|x, 0t⟩ = 1] ≥ 2/3;
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2. if x ∈ PN , Pr[M1 ◦ Cn|x, 0t⟩ = 1] ≤ 1/3,

where M1 is the computational-basis measurement on the first qubit of the given

state.

We also consider the quantum analogue of NP and MA in this chapter.

Definition 8.5 (QCMA). A promise problem P = (PY , PN) is in QCMA if there

exists a quantum polynomial-time (QPT) algorithm V such that

1. for x ∈ PY , there exists w ∈ {0, 1}poly(n) such that Pr[V (x,w) = 1] ≥ 2/3;

2. for x ∈ PN , for all w ∈ {0, 1}poly(n), Pr[V (x,w) = 1] ≤ 1/3.

Another quantum analogue of MA and NP is called QMA. The difference

between QMA and QCMA is that QMA allows the certificates to be quantum states.

This difference makes QCMA ⊆ QMA17.

We also consider the class RQP, which is the one-sided error version of BQP:

Definition 8.6 (RQP). A promise problem P = (PY , PN) is in RQP if there exists a

QPT algorithm A such that

1. for x ∈ PY , then Pr[A(x) = 1] ≥ 1
2
;

2. for x ∈ PN , then Pr[A(x) = 1] = 0.

8.2.2 Nonuniform quantum circuit complexity classes

With the mathematical background of quantum computing, we can define

nonuniform quantum circuit complexity classes. We define the quantum analogues

17One may expect that the quantum certificate gives the malicious prover more power to cheat in
the soundness case. However, it can be shown that the existence of such a cheating prover in QMA
would also imply a cheating prover in QCMA by the convexity of quantum states.
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of MCSP as promise problems. (We will justify the reason later in Section 8.3.)

Therefore, we also define complexity classes for promise problems. A promise problem

is defined as P = {P n}, where P n = (P n
Y , P

n
N) satisfying P n

Y ∩P n
N = ∅ and P n

Y ∪P n
N ⊆

{0, 1}n. We say a promise problem P is in some class C if there exists a language L ∈ C

such that PY ⊆ L and PN ⊆ {0, 1}∗\L. In other words, for x ∈ {0, 1}∗\P , the answer

could be arbitrary. Note that promise problems are naturally considered in quantum

computing; for example, the local Hamiltonian problem [KSV02] (which is QMA-

complete) and Identity check on basis states [WJB03] (which is QCMA-complete.)

Definition 8.7 (BQC(s, t,G)). Let s, t : N → N and G be a quantum gate set.

BQC(s, t,G) is the set of promise problems P = {P n : n > 0} for which there exists a

circuit family {Cn : n > 0} ∈ QC(s, t,G) such that for n > 0, for any x where |x| = n,

• if x ∈ P n
Y , then Pr[M1 ◦ Cn|x, 0t⟩ = 1] ≥ 2/3;

• if x ∈ P n
N , Pr[M1 ◦ Cn|x, 0t⟩ = 1] ≤ 1/3.

Here, M1 is the computational-basis measurement on the first qubit.

In the rest of the chapter, we will write BQC(s, t,G) as BQC(s) for simplicity

if the number of ancilla qubits is at most O(s).

In addition to BQC, we will also consider quantum complexity classes such

as QMCA and BQP. For the same reason, the classes we consider are actually

PromiseBQP and PromiseQCMA. To avoid abuse of notation, we just denote them as

BQP and QCMA. Also, when NP is mentioned, we are actually considering PromiseNP.

The formal definitions of these classes are given in Appendix 8.2.1.

8.3 Minimum Quantum Circuit Size Problems

We start off the quantum MCSP program by giving the definitions of various

quantum analogs of the classical MCSP in Section 8.3.1 and investigating some basic

complexity-theoretic results in Section 8.3.2 and Section 8.3.3.
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8.3.1 Problem definitions

While classical computation works on Boolean strings, quantum computation

works on unit complex vectors. Thus, there are multiple natural notions of MCSP

that can be defined and studied in the quantum realm. But first let us formally define

the classical MCSP as follows.

Definition 8.8 (Classical MCSP). Let n, s ∈ N18. Let f : {0, 1}n → {0, 1} be

a Boolean function. The problem is, given the truth table tt(f) of f and the size

parameter s in unary, decide if there exists a classical Boolean circuit C of size at

most s such that C(x) = f(x) for all x ∈ {0, 1}n.

Note that MCSP ∈ NP because given a truth table tt(f) a circuit C, we can

verify whether C(x) = f(x) for all x ∈ {0, 1}n in poly(|tt(f)|, 1s) time. On the other

hand, when s = Ω(n), the number of circuits of size at most s is 2Θ(s log s), which is

2ω(n) by the counting argument. Besides, for every Boolean function, there exists a

circuit with size at most O(2n/n) [Lup58]; therefore, we can suppose the s = O(2n/n),

which implies that brute-force search takes 2O(2n) time to solve MCSP in the worst

case and it is the best known algorithm for MCSP.

As quantum computation is generally believed to be more powerful than clas-

sical computation, it is likely that the quantum circuit complexities for some Boolean

functions are much different from their classical circuit complexities. Specifically,

quantum circuits can create quantum entanglement between qubits that cannot be

simulated classically. Therefore, we define the following problem for studying the

quantum circuit complexity of the given Boolean function.

18For every Boolean function, there is a circuit with size at most O(2n/n). Therefore, one can
suppose s is at most O(2n/n). Besides, one can also consider s is given in unary, such that the
problem is still well-defined in the sense that it is trivially in NP.
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Definition 8.9 (MQCSPα,β). Fix a universal gate set G. Let n, s, t ∈ N and t ≤ s.

Let f : {0, 1}n → {0, 1} be a Boolean function. Let α, β ∈ (1/2, 1) such that α− β ≥
1

poly(2n)
. MQCSP is a promise problem defined as follows.

• Inputs: the truth table tt(f) of f , the size parameter s in unary representation,

and the ancilla parameter t.

• Yes instance: there exists a quantum circuit C using at most s gates and

operating on at most n + t qubits such that for all x ∈ {0, 1}n, ∥(⟨f(x)| ⊗
In+t−1)C|x, 0t⟩∥2 ≥ α.

• No instance: for every quantum circuit C using at most s gates and oper-

ating on at most n + t qubits, there exists x ∈ {0, 1}n such that ∥(⟨f(x)| ⊗
In+t−1)C|x, 0t⟩∥2 ≤ β.

With the promise that the input must be either a yes instance or a no instance, the

problem is to decide whether the input is a yes instance or not.

Remark 8.1. Here, we set the thresholds for the yes and no instances to be α, β such

that 1/2 < β < α < 1 and α − β > 1
poly(2n)

. We require α and β to be greater than

1/2 because a quantum circuit that outputs a uniformly random bit (e.g., measure

|+⟩ in the computational basis) can compute f(x) with 1/2 probability for all x. For

simplicity, in the rest of the work, we will ignore the subscription α, β and will specify

them when it is necessary.

For MQCSP, which gate set G is used is another important parameter to be con-

sidered. One may ask if circuit complexity can significantly change when considering

different G. Fortunately, according to the Solovay-Kitaev Theorem in Theorem B.1,

we can conclude that any s-gate circuit using gates from G can be ϵ-approximated

by an (s · polylog s
ϵ
)-gate circuit from another universal gate set. Hence, the circuit

complexity only modestly changes when considering different gate sets.

Claim 8.11. Fix two universal gate sets G and G′. Suppose that there exists a s-gate

circuit C that uses gates from G such that for all x, ∥(⟨f(x)| ⊗ In+t−1)C|x, 0t⟩∥ ≥
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1− δ. Then, there exists another circuit C′ that uses s · polylog s
ϵ

gates in G′ such that

∥(⟨f(x)| ⊗ In+t−1)C|x, 0t⟩∥ ≥ 1− δ − ϵ2/2.

Proof. The proof simply follows from the Solovay-Kitaev Theorem in Theorem B.1.

The only subtlety is that the distance measure in Theorem B.1 is L2 norm distance.

However, for any two states |ψ⟩ and |ϕ⟩, we have |⟨ψ|ϕ⟩| ≥ 1− 1
2
∥|ψ⟩ − |ϕ⟩∥2. Thus,

we can obtain the lower bound for ∥(⟨f(x)| ⊗ In+t−1)C|x, 0t⟩∥ by using the L2 norm

between C and C′.

In this chapter, we mainly focus on arbitrary gate sets containing one- and two-

gates and |G| = O(1). However, for some applications, we may require a particular

gate set such as {Toffoli,H}. We will specify G when it is necessary. We assume t ≤ s

without loss of generality since we mainly consider the gate set G to have one- and

two-qubit gates. Specifically, if there are more than s ancilla qubits, there must be

ancilla qubits that are not used by any gate.

We define the problem as a promise problem for two reasons: first, applying

measurements on quantum states generally gives probabilistic outputs. Similar to

many probabilistic algorithms, we say a quantum algorithm solves a problem if it

outputs the answer with high probability in general. Check the definition of BQP

for an example. Along this line, we expect a quantum circuit C to implement the

given Boolean function f with high probability, i.e., for each input x, the circuit

outputs f(x) with high probability. The second reason is about verifying the circuit.

Consider the case where C only fails on one x with success probability 2/3−ϵ, where ϵ

is some extremely small number. In this case, it is hard to verify the circuit efficiently.

Therefore, we require a gap for efficient verification and say that C does not implement

f if it can only output f(x) with probability with small probability for some x.

Other variants. In many applications, the gap-version of MCSP is much easier

and more flexible to work with. Below we define the gap-version of MQCSP and the

multi-output MQCSP.
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Definition 8.10 (MQCSPa,b[s, s
′, t]). Let n, s, s′, t ∈ N such that t ≤ s < s′ ≤

2O(n). Let a − b ≥ 1/ poly(2n, 1|s|). Let f : {0, 1}n → {0, 1} be a Boolean function.

MQCSP[s, s′] is a promise problem defined as follows.

• Input: the truth table tt(f) of f , the size parameter s in unary, and the ancilla

parameter t.

• Yes instance: there exists a quantum circuit C using at most s gates and oper-

ating on at most n+ t qubits such that for all x ∈ {0, 1}n,

∥(⟨f(x)| ⊗ In+t−1)C|x, 0t⟩∥2 ≥
2

3
.

• No instance: for every quantum circuit C using at most s′ gates and operating

on at most n+ t qubits, there exists x ∈ {0, 1}n such that

∥(⟨f(x)| ⊗ In+t−1)C|x, 0t⟩∥2 ≤
1

2
.

With the promise that the input must be either a yes instance or a no instance, the

problem is to decide whether the input is a yes instance or not.

When it is clear from the context, we may use MQCSP⋆ to denote MQCSPa,b[s, s
′, t].

Definition 8.11 (G-multiMQCSPα,β(s, t)). Let m, s, t be functions of n such that

t ≤ s ≤ 2o(n) and m ≤ n + t. Let α, β ∈ [2−m, 1] such that α − β > 1
poly(2n)

. Let

f : {0, 1}n → {0, 1}m be a multioutput function. G−multiMQCSPα,β(s, t) is a promise

problem that

1. Input: the truth table tt(f) of f .

2. Yes instance: there exists a quantum circuit C using at most s gates from G and

operating on at most n+ t qubits such that for all x ∈ {0, 1}n,

∥(⟨f(x)| ⊗ In+t−m)C|x, 0t⟩∥2 ≥ α,

367



3. No instance: for any quantum circuit C using at most s gates from G and

operating on at most n+ t qubits, there exists x ∈ {0, 1}n such that

∥(⟨f(x)| ⊗ In+t−m)C|x, 0t⟩∥2 ≤ β.

With the promise that the input must be either a yes instance or a no instance, the

problem is to decide whether the input is a yes instance or not.

Natural property. It is worth noting that we can view an efficient quantum algo-

rithm for MQCSP as quantum natural property against quantum circuit classes. Natu-

ral properties against circuit classes were first defined by Razborov and Rudich [RR97],

and recently, Arunachalam et al. [AGG+20] further considered quantum natural prop-

erties against circuit classes.

Definition 8.12 (Natural Property [RR97]). Let C be a uniform complexity class

and C ′ be a circuit class. We say that a property Γ = {Γn : n ∈ N} is C-natural

against C ′ if the following holds.

1. Constructivity: for all L ∈ Γ, L ∈ C.

2. Largeness: There exists n0 ∈ N, for n ≥ n0, |Γn|/|Fn| ≥ 1
2
, where Fn is the set

of all Boolean functions with input length n.

3. Usefulness: There exists n0 ∈ N, for n ≥ n0, Γn ∩C ′n = ∅, where C ′n is the set

of circuits in C ′ on n (qu)bits.

Note that an MQCSP oracle can be used to construct natural properties against

quantum circuit classes BQC[s] for any s. Therefore, if we suppose that MQCSP is

in BQP, then we can have properties that are BQP-natural against quantum circuit

classes. For simplicity, we call properties that are BQP-natural as quantum natural

properties. Arunachalam et al. [AGG+20] first considered quantum natural proper-

ties against circuit classes, and proved circuit lower bounds for quantum complexity

classes. Our work can also be viewed as a study of quantum natural properties against

quantum circuit classes. The formal definition of BQP-natural property is in below:
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Definition 8.13 (BQP-Natural Property [AGG+20]). We say that a combinatorial

property Γ is C-natural against polynomial-size quantum circuits (BQC[poly]) if the

following holds.

1. Constructivity: for any string L ∈ Γ, L can be accepted by a BQP algorithm.

2. Largeness: There exists n0 ∈ N, for n ≥ n0, |Γn|
|Fn| ≥

1
2
.

3. Usefulness: There exists n0 ∈ N, for n ≥ n0, any string accepted by BQC[poly]

is not in Γn.

Then, our observation on the connection between MQCSP and quantum nat-

ural property is formally stated as follows:

Observation 8.12. If MQCSP ∈ BQP, then there exists a BQP-natural property

against quantum circuits QC[nk] for any k ∈ N+.

8.3.2 Upper bounds for MQCSP

It turns out that, unlike the classical MCSP, MQCSP is not trivially in NP.

The best upper bound we are able to get for MQCSP is QCMA, the quantum analogue

of NP (or MA). Before showing that MQCSP is in QCMA, we first discuss why it is

not trivially in NP like the classical MCSP. One obvious reason is that MQCSP is

a promise problem. Therefore, we consider PromiseNP, which definition is the same

as NP except that PromiseNP relax the definition of NP to contain promise problems

that have NP certificates. For the ease of presentation, we will use NP for both NP

and PromiseNP. Then, when the number of ancilla qubits is linear, one can verify the

given circuit by simply writing down the corresponding unitary.

Theorem 8.13. MQCSP is in NP when only a linear number of ancilla qubits are

allowed.
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However, when the number of ancilla qubits is superlinear, e.g., n2, the quan-

tum circuit C operates on 2O(n2) qubits, and thus the corresponding unitary UC has

dimension 2O(n2) which is superpolynomial in 2n. In this case, the verifier cannot

compute UC classically in time poly(2n). Therefore, the trivial approach does not

work.

Note that although the trivial approach fails to show that MQCSP is in NP,

it does not rule out the possibility that MQCSP can be efficiently verified via other

approaches. In the following theorem, we show that a quantum verifier can efficiently

verify the given quantum circuit, and thus MQCSP is in QCMA.

Theorem 8.14. MQCSP ∈ QCMA.

We leave the proof to Appendix 8.6 for completeness.

8.3.3 Hardness of quantum MCSP

It is a major open problem in complexity theory to understand the hardness

of classical MCSP. Here, we show that the state-of-the-art hardness results on MCSP

(and its variants) can be extended to MQCSP. We remark that this is actually not

straightforward to see because the classical MCSP is incomparable with MQCSP.

First, we show that the SZK-hardness result of MCSP by Allender and Das [AD14a]

can be extended to MQCSP. Here, SZK stands for the complexity class Statistical

Zero Knowledge that lies between P and NP. We first define SZK and the statistical

distance as follows.

Definition 8.14 (Statistical Distance SD(X, Y )). Let X and Y be two probability

distributions, the statistical distance between X and Y can be defined as follows:

max
S⊆{0,1}m′

|Pr[X ∈ S]− Pr[Y ∈ S]|

Definition 8.15 (SZK). A promise problem P = (PY , PN) is in SZK if there ex-

ists a PPT verifier V and an interactive proof system (P, V ) satisfying the following

properties:
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1. Completeness: For x ∈ PY , there exists P such that Pr[⟨P, V ⟩(x) = 1] ≥ 2
3
.

2. Soundness: For x ∈ PN , for all P , Pr[⟨P, V ⟩(x) = 1] ≤ 1
3
.

3. Statistical zero-knowledge: There exists a PPT simulator S, for all PPT

verifier V ∗, for all x ∈ PY ,

SD(S(V ∗)(x), ⟨P, V ∗⟩(x)) ≤ negl(n).

We introduce an SZK-complete problem by Ben-Or and Gutfreund [BOG08].

Definition 8.16 (Polarized Image Intersection Density (PIID), [BOG08]). Given two

circuits C0, C1 : {0, 1}m → {0, 1}m′ of size nk with the promise that either

1. maxS⊆{0,1}m′ |Prx[C0(x) ∈ S]− Prx[C1(x) ∈ S]| ≤ 1
2n

, or

2. Prx∈{0,1}m′ [∃y ∈ Im(C0) such that C1(x) = y] ≤ 1
2n

,

where n = poly(m) and Im(C) := {C(x) : x ∈ {0, 1}m}. The problem is to decide

which case is true.

Theorem 8.15. SZK ⊆ BPPMQCSP

To prove Theorem 8.15, we first observe that the existence of small classical

circuit implies the existence small quantum circuits and an MQCSP oracle can invert

one-way functions (which we will prove in Section 8.4.1.1). Then, we can show that

PIID is in BPPMQCSP following the framework of [AD14a]. We leave the proof to

Appendix 8.6 for completeness.

Next, we quantize the recent breakthrough of Ilango et al. [ILO20] on the NP-

hardness of classical MCSP. There are two main differences between the classical and

quantum settings: (i) the circuit model is different and hence makes the combinatorics

different, and (ii) the quantum setting allows the output to have some errors. We

partially overcome these two difficulties and prove the following theorem.
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Theorem 8.16. Suppose CNOT ◦ (I ⊗ X),Toffoli ∈ G. Every multi-bit gate in G

behaves classically on classical inputs and has at most 1 target wire and at most 2

control wire. (That is, except 1 wire, the outputs of the other wires, at most 2, are

the same as their corresponding classical inputs. For example, CNOT gate.) Then

G-multiMQCSP is NP-hard under randomized reduction.

CNOT◦(I⊗X) is the following operation on two input wires, denoted as control

wire and target wire: first do a X on the target wire, and do a CNOT from the control

wire to the target wire. We consider it as a single gate, as the analog of the classical

NOT gate.

Here the choice of gate set matter: we need the quantum gate set to contain

the analog of the usual classical gate set. CNOT ◦ (I ⊗ X) is the analog of classical

single-bit NOT operation, and Toffoli is the analog of classical AND operation. Here

the correspondence has two properties: (1) if the target wire is in the zero state and

the control wire is classical, the output of the target wire will be the corresponding

classical logical computation result; (2) if the input of the control wire is classical,

the output of the control wire will remain the same. Since in the quantum world data

copy is not for free, the second property is important for deriving our result.

The proof follows the outline of the proof in [ILO20]. We note there are two

differences during the proof in the quantum case compared to the classical case:

• The circuit model is different. In the classical world the gates are single-output

and we assume free-copy. And the basic gate set contains AND, OR, NOT

gates. In quantum world, data copy is not for free and we need to use the

Toffoli gate to implement the AND/OR gates.

Remark 8.2. One idea might be to use the Solovay-Kitaev theorem to switch

the gate set and make the theorem general. But this does not work here in

an immediate way. Our proof does not imply the problem is also NP-hard to

approximate multiplicatively. On the other hand, the classical result [ILO20] is

not known to be general on different gate set either.
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• In the definition of multi-output minimum quantum circuit size problem, we

allow the output to have some errors, which is not considered in the classical

world.

Proof of Theorem 8.16. We consider the same construction as [ILO20]. Let’s restate

it here for completeness.

1. Choose a large enough constant r so that 20-approximating r-bounded set cover

problem is NP-hard. Consider an instance (1n, S) of this problem.

2. m is the least power of 2 that is greater than n3. Sample the truth table T

representing a function on {0, 1}logm → {0, 1} uniformly at random. Construct

g := •S∈SEval-DNFT⟨Sm⟩ where:

– To define DNFf that encode the truth table f , we first repeat the con-

struction in [ILO20] for completeness:

DNFf := ((x1 = y11)∧ · · · ∧ (xn = y1n))∨ · · · ∨ ((x1 = yt1)∧ · · · ∧ (xn = ytn))

where y1, · · · yt are YES inputs of f in lexicographical order, x1, · · · xn index

the bits of the input string x, yj1, · · · yjn index the bits of yj, and (xi = yti)

denotes (xi ⊕ (1⊕ yji )).
We use the same construction with one difference: here ∨ is further de-

composed to ¬ and ∧.

– T⟨S⟩ is the truth table that is equal to T for input in S and 0 everywhere

else.

– Sm := ∪i∈SPm,n
i where Pm,n

i := {j ∈ [m] : j ≡ i mod n}. This step closes

the gap between [m] (the MCSP size) and [n] (the set cover size).

– “•” is used on two functions that have the same input domain, and it

concatenates the outputs of these functions to get a new function.
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– To define Eval-C, we first consider x1 • x2 • · · ·xn • g1 • g2 • · · · gs where

g1, · · · gs are the output of each gate in circuit C. Then we remove the gate

output that are the same on all the inputs.

3. As in [ILO20], define k as the number of distinct components of g that are

not directly a function identical to an input. Note that this can be efficiently

computed.

Take α = 1, β = 0.99, t = 10s (s is the output number of our construction).

Define CCα,β(t, tt(f)) as the subroutine that uses binary search to find the mini-

mum s such that G−multiMQCSPα,β(s, t)(tt(f)) = true.19 Use the multiMQCSP

oracle and compute

∆ := CCα,β(t, tt(T • g))− k

as the approximation of the set cover instance (1n, S).

To analyze this reduction, we need to prove the followings steps:

1. CCα,β(t, tt(g)) = k

2. ∆ ≤ 3 · cover([n], S) + 1 where cover([n], S) is the size of the minimum set cover

solution for S.

3. ∆ ≥ cover([n], S)/6− 6 with probability 1− 2−Ω(m).

Then we get an approximation to the set cover problem.

Let us prove the three statements step-by-step.

19Since multiMQCSP is a promise problem this routine does not necesarrily find the minimum
s but should return a value that there exists a circuit of this size that approximate the function
everywhere with correct probability β. This is sufficient for later proof.
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Step 1: The ≤ part is proved by the function construction itself. We implement ¬
with the CNOT ◦ (I⊗X) gate (and write the output on an empty ancilla system) and

implement ∧ with the Toffoli gate.

The ≥ part is slightly different since in quantum case the gate model is differ-

ent. In classical world all the gates are single-output, while in quantum world there

are multi-output gates. However, for the multi-output gates like CNOT and Toffoli,

there is only one target wire, and the other wires are control wire. Thus for each

output component, we can always find the nearest gate that does not use it as a con-

trol wire (if there is such a gate along the way, ignore it). In this way each different

output component corresponds to a different gate in the circuit, which completes the

proof.

Step 2: As [ILO20], when cover([n], S) = ℓ, without loss of generality assume

S1, · · ·Sℓ are a set cover. Then T = T⟨Sm
1 ⟩ ∨ · · · ∨ T⟨Sm

ℓ ⟩. This can be computed

using 3ℓ+1 extra gates on the minimum circuit of Eval-g. (Note that in the quantum

world we need slightly more gates than the classical world. And we need to evaluate

the OR gate by NOT-AND-NOT gates to get T .)

Step 3: Denote ℓ = ⌊cover([n], S)/6⌋. The goal is to show that the probability that

∆ ≤ ℓ is small by showing that T satisfying ∆ ≤ ℓ must have a short description.

Suppose T is a truth table such that the condition ∆ > ℓ does not hold. We need to

find a circuit of gate number ≤ 2ℓ where:

• The inputs are: the bits of x; and the output of g.

• It encodes the output of T .

We use the similar idea to [ILO20] but we need to address the two problems discussed

before this proof.
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As what we did in Step 1, we can associate each output component (gi(x), for

example) to a unique gate in the circuit. As [ILO20], we remove these gates from the

circuit. There might be some gates between this gate and the output gi(x) that use

the wire as control wires. For these gates, simply use gi(x) as the control value.

As in [ILO20] we have CCα,β(t, tt(T • g)) ≤ ℓ + k. And since for each gi at

least one gate is removed, the remaining circuit is a circuit D that takes log(m) + k

inputs and has at most ℓ gates such that

D(x, g1(x), · · · gk(x)) encodes T (x)

Then since each gate has fan-in at most 3 the circuit uses at most 3ℓ components

of g. Then after a possible relabling of g1 · · · gk we can assume D takes log(m) + 3ℓ

inputs such that

D(x, g1(x), · · · g3ℓ(x)) encodes T (x)

The new circuit does not necessarily behave the same as the original circuit, but they

do behave the same (up to a global phase) on the subspace that all the outputs are

computed correctly. By the definition of multiMQCSP and the choices of parameters

this is true with norm ≥ 0.99. Thus we can view the shrinked circuit as an encoding

of T by focusing on the most-possible outputs of this circuit. Then by the same

argument as [ILO20] such a shrinked circuit has a description of (1 − Ω(1))m bits,

which implies such T has at most 2(1−Ω(1))m choices thus a random T falls into this

case with exponentially small probability.

However, we don’t know whether this problem is NP-complete, since it’s not

known to be in NP. With a proof similar to that of Theorem 8.14, we only know

multiMQCSP ∈ QCMA. Namely, there remains a gap between our understandings of

the upper bound and hardness of multiMQCSP. We pose it as an open problem to

settle the complexity of multiMQCSP.
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8.4 Connections Between MQCSP and Other Problems
8.4.1 Cryptography and MQCSP

Classically, we have already known connections between MCSP and one-way

functions [KC00, RR97] and indistinguishable obfuscation [IKV18]. In this section,

we show the quantum analogies of these results.

8.4.1.1 Quantum cryptographic primitives

We first introduce relevant primitives in cryptography.

Definition 8.17 (Pseudorandom Generator (PRG)). Let G : {0, 1}∗ → {0, 1}∗ be

a polynomial-time computable function. Let ℓ : N → N be a polynomial-time com-

putable function such that ℓ(n) > n for all n. G is a pseudorandom generator of

stretch ℓ(n) if it satisfies:

1. |G(x)| = ℓ(|x|) for all x ∈ {0, 1}∗, and

2. for all Probabilistic polynomial-time (PPT) algorithm A, there exists a negligi-

ble function ϵ : N→ [0, 1] such that for all n ∈ N
∣∣∣∣ Pr
x∼{0,1}n

[A(G(x)) = 1]− Pr
y∼{0,1}ℓ(n)

[A(y) = 1]

∣∣∣∣ ≤ ϵ(n).

We say that a PRG is local if every output bit of the PRG can be computed in

time poly(n). In the following, we define PRG secure against any quantum polynomial-

time adversary.

Definition 8.18 (Quantum-Secure Pseudorandom Generator (qPRG)). LetG : {0, 1}∗ →
{0, 1}∗ be a polynomial-time computable function20. Let ℓ : N→ N be a polynomial-

time computable function such that ℓ(n) > n for all n. G is a pseudorandom generator

secure against quantum adversaries of stretch ℓ(n) if it satisfies:

20It is worth noting that G can be any function that is efficiently computable in either quantum
or classical polynomial time.
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1. |G(x)| = ℓ(|x|) for all x ∈ {0, 1}∗, and

2. for all quantum polynomial-time (QPT) algorithm A, there exists a negligible

function ϵ : N→ [0, 1] such that for all n ∈ N
∣∣∣∣ Pr
x∼{0,1}n

[A(G(x)) = 1]− Pr
y∼{0,1}ℓ(n)

[A(y) = 1]

∣∣∣∣ ≤ ϵ(n).

In this chapter, we consider two ways of constructing quantum-secure PRGs

based on different cryptographic primitives. One is based on the quantum-secure

one-way functions and the other one is based on the hard function.

Definition 8.19 (Quantum-Secure One-Way function (qOWF)). A function f :

{0, 1}∗ → {0, 1}∗ is a quantum-secure one-way function, if the following conditions

hold: For every n ∈ N, for any x ∈ {0, 1}n picked uniformly at random,

1. There exists a poly(n)-time deterministic algorithm for computing f .

2. For any poly(n)-time quantum algorithm A′, Prx[A
′(f(x)) ∈ f−1(f(x))] =

negl(n).

Definition 8.20 (GGM Construction [GGM86]). Let G : {0, 1}n → {0, 1}2n be a

(q)PRG. For every z ∈ {0, 1}m, the GGM construction of a pseudorandom function

family {hz : {0, 1}n → {0, 1}n}z∈{0,1}m is defined as follows:

fz(x) = Gzm ◦Gzm−1 ◦ · · · ◦Gz1(x),

where we denote by G0(x) the first n bits of G, and by G1(x) the last n qubits.

Lemma 8.17 ([HILL99]). If OWFs exist, then for every c ∈ N, there exists a secure

PRG with stretch ℓ(n) = nc.

Since the security proof of Lemma 8.17 is black-box, the analysis carries over

to the quantum setting directly if the one-way function is secure against quantum

adversaries. Therefore, we can obtain Lemma 8.18.
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Lemma 8.18 (Folklore). If qOWFs exist, then for every c ∈ N, there exist qPRGs

with stretch ℓ(n) = nc.

Lemma 8.19. Suppose that there exists a qPRG G : {0, 1}n → {0, 1}2n. Then, for

m = O(log n), there exists a local qPRG Ĝ : {0, 1}n → {0, 1}2m.

Proof. We first give the construction of Ĝ. Follow the GGM construction in Defini-

tion 8.20, we let

h′x(z) = Gzm ◦Gzm−1 ◦ · · · ◦Gz1(x)

where z ∈ {0, 1}m, x ∈ {0, 1}n. We let hx(z) be the first output bit of h′x(z) and

define the qPRG as

Ĝ(x) = hx(0) | hx(1) | · · · | hx(2m − 1).

It is obvious that each bit of Ĝ(x) can be computed in time m times the runtime of

G.

We then prove that Ĝ(x) is indistinguishable from a truly random string by

the standard hybrid approach. For i ∈ [m], we define

H i(z) = (Gzm ◦Gzm−1 ◦ · · · ◦Gzi(yz,i))1,

where yz,i is drawn independently and uniformly randomly from {0, 1}n. Note that

H1(z) = hz(x) and Hm(z) is a random bit. Let

Ĝi = H i(0) | H i(1) | · · · | H i(2m − 1) ∀i ∈ [m].

Suppose that there exists a QPT algorithm A such that
∣∣∣∣ Pr
x∼{0,1}n

[A(Ĝ(x)) = 1]− Pr
u∼{0,1}2m

(A(u))

∣∣∣∣ ≥ 1/ poly(n).

Then, by the triangular inequality,

m−1∑

i=1

∣∣∣Pr[A(Ĝi) = 1]− Pr[A(Ĝi+1) = 1]
∣∣∣ ≥ 1/ poly(n)
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which implies that there exists i∗ such that |Pr[A(Ĝi∗) = 1] − Pr[A(Ĝi∗+1) = 1]| ≥
1/ poly(n). Since distinguishing Ĝi∗ and Ĝi∗+1 implies that one can distinguish G(x)

from a random string, G is not a qPRG. This completes the proof.

8.4.1.2 Implications for quantum-secure one-way functions (qOWF)

Here, we show a quantum analogous result for [KC00, RR97] by considering

the implication of the existence of efficient quantum algorithms for either classical or

quantum MCSP.

Theorem 8.20. If MQCSP ∈ BQP, then there is no quantum-secure one-way function

(qOWF).

Proof. Let f : {0, 1}∗ → {0, 1}∗ be any function. By Lemma 8.18, we construct

Gf : {0, 1}n → {0, 1}na that is a qPRG if f is a qOWF. We denote the runtime for

Gf as O(nb) for some constant b.

Given Gf , we construct a qPRG Ĝ : {0, 1}n → {0, 1}2m where m = O(log n)

by Lemma 8.19. Then, we view the outputs of Ĝ(x) as a truth table of some

Boolean function gx : {0, 1}m → {0, 1}. Note that according to the construction

in Lemma 8.19, the time for evaluating gx on z ∈ {0, 1}m is O(m · nb) = Õ(nb). On

the other hand, for a random Boolean function from {0, 1}m to {0, 1}, we know from

Claim 8.74 that its circuit complexity is greater than 2m

(c+1)m
with high probability.

Therefore, by setting m = d log n for some constant d≫ b, the circuit complexity of

the random function is Õ(nd)≫ Õ(nb) with high probability.

Algorithm 30 A quantum algorithm for breaking qPRG

Input: Given tt(h) for h : {0, 1}m → {0, 1} constructed from Ĝ in Lemma 8.19.
1: Runs the quantum algorithm for MQCSP with s = 2m

(c+1)m

2: return “Yes” if the algorithm in previous step outputs yes.
3: return “No”, otherwise
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Since we assume MQCSP ∈ BQP, we obtain a quantum polynomial-time al-

gorithm A for distinguishing {gx}x∈{0,1}n and the random function family Fm as in

Algorithm 30. The circuit complexity for gx is at most Õ(nb) and the for a random

function h is greater than 2m

(c+1)m
= Õ(nd) for d≫ b. thus, we obtain

∣∣∣∣ Pr
x∼{0,1}n

[A(tt(gx)) = 1]− Pr
h∼Fm

[A(tt(h)) = 1]

∣∣∣∣ ≥ 1/ poly(n).

This implies that we can use A to breakG in quantum polynomial time by Lemma 8.19.

Finally, by Lemma 8.18, we obtain a quantum polynomial-time algorithm Ainv for

inverting any f .

8.4.1.3 Implication for quantum-secure iO

In this section, we use Theorem 8.20 and quantum-secure iO to show that if

MQCSP can be solved by a BQP algorithm, then NP ⊂ coRQP, which is the class of

one-sided error quantum polynomial-time algorithms such that a “Yes” instance will

always be accepted while a “NO” instance will be rejected with high probability.

We define the quantum-secure iO as follows:

Definition 8.21 (Quantum-secure indistinguishability obfuscation, iO). A proba-

bilistic polynomial-time machine iO is an indistinguishability obfuscator for a circuit

class {Cλ}λ∈N if the following conditions are satisfied for all λ ∈ N:

• Functionality: For any C ∈ Cλ, for all inputs x, iO(C)(x) = C(x).

• Indistinguishability: For any C1, C2 ∈ Cλ such that |C1| = |C2| and C1(x) =

C2(x) for all inputs x, any quantum polynomial-time distinguisher A cannot

distinguish the distributions iO(C1) and iO(C2) with noticeable probability,

i.e.,
∣∣Pr[A(iO(C1)) = 1]− Pr[A(iO(C2)) = 1]

∣∣ ≤ negl(λ).

Remark 8.3. We note that there are some (candidate) constructions of post-quantum

iO, based on different assumptions. For example, [BDGM20] constructed iO based
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on the circular security of LWE-based encryption schemes, which is conjectured to be

quantum-secure. [WW20] showed a construction of iO based on the indistinguisha-

bility of two distributions which is also arguably quantum-secure.

Theorem 8.20 implies the following result for quantum-secure iO:

Theorem 8.21. Suppose that quantum-secure iO for polynomial-size circuits exists.

Then, MQCSP ∈ BQP implies NP ⊆ coRQP.

Proof. Let fC(r) := iO(C, r), where r is the random string. Then, by Theorem 8.20,

we know that there exists a quantum polynomial-time algorithm Ainv with access to

an MQCSP oracle and a non-negligible function p such that for any circuit C,

Pr
r

[
fC(A

MQCSP
inv (C, iO(C, r))) = fC(r)

]
≥ p(|r|). (8.1)

Then, we can use Ainv to solve the Circuit-SAT problem. The algorithm is as

follows:

Algorithm 31 A quantum algorithm for Circuit-SAT
Input: The description of a circuit C : {0, 1}n → {0, 1}.
1: s← |C|.
2: Compute ⊥s. ▷ A canonical unsatisfiable circuit
3: Ĉ ← iO(C, r).
4: r′ ← AMQCSP

inv (⊥s, Ĉ).
5: return “No” if Ĉ = iO(⊥s, r′).

We assume that for any s ≥ 0, we can compute a canonical unsatisfiable circuit

of size s in poly(s) time.

If C ∈ UNSAT, then C ≡ ⊥s. If C = ⊥s, by Eq. (8.1), AMQCSP
inv finds r

with probability at least p(|r|). Otherwise, by the indistinguishability of iO and

MQCSP ∈ BQP, AMQCSP
inv is a quantum polynomial-time algorithm and hence cannot

distinguish C ∈ UNSAT\{⊥s} and ⊥s with more than negl(|r|) probability. Therefore,

Algorithm 31 will reject C with probability O(p(|r|)).
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If C ∈ SAT, then C ̸≡ ⊥s. By the functionality of iO, for any r, r′, iO(C, r) ̸=
iO(⊥s, r′). Hence, Algorithm 31 will always accept C.

Hence, by repeatedly running Algorithm 31 many times, we get that NP ⊂
coRQP, the one-sided error analog of BQP

Remark 8.4. It is worth noting that in the classical setting, the existence of iO implies

that NP and MCSP are equivalent under randomized reductions; the other direction

directly follows from the fact that MCSP ∈ NP. However, since it is unclear if

MQCSP ∈ NP, we can only conclude that NP ⊆ RQPMQCSP assuming the existence of

quantum-secure iO.

8.4.2 Learning theory

In this section, we discuss connections between MQCSP and learning theory.

We consider two standard settings: probably approximately correct (PAC) learning

and quantum learning. We postpone the details to Appendix 8.7.

PAC learning. Let C be a circuit class. We are interested in how to efficiently

learn a function in C. PAC learning is a theoretical framework to evaluate how well a

learning algorithm is. Here we focus on a special setting of PAC learning where the

algorithm is able to query any input to the unknown function. In the following, we

denote C-MCSP as the classical MCSP problem with respect to the circuit class C.

Definition 8.22 (PAC learning over the uniform distribution with membership

queries). Let C be a circuit class and let ϵ, δ > 0. We say an algorithm (ϵ, δ)-PAC-

learns C over the uniform distribution with membership queries if the following hold.

For every n ∈ N and n-variate f ∈ C, given membership query access to f , the algo-

rithm outputs a circuits C such that with probability at least 1− δ over its internal

randomness, we have Prx∈{0,1}n [f(x) ̸= C(x)] < ϵ. The running time of the learning

algorithm is measured as a function of n, 1/ϵ, 1/δ and, size(f).
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The seminal paper of Carmosino et al. [CIKK16] showed that efficient PAC

learning for a (classical) circuit class C is equivalent to the corresponding MCSP

being easy. Here, we quantize this connection and show in the following theorem that

efficient PAC-learning for BQP/poly is equivalent to efficient algorithm for MQCSP.

Here, BQP/poly is defined as
⋃
s≤poly(n) BQC(s).

For technical reason, we need to work on a gap version of MQCSP in one

direction of the equivalence. Let τ : N→ (0, 1/2), MQCSP[s, s′, t, τ ] is defined as the

gap problem where the No instances in Definition 8.10 becomes “for every quantum

circuit C using at most s′ gates and operating on at most n + t qubits, there are at

least τ fraction of x ∈ {0, 1}n such that ∥(⟨f(x)| ⊗ In+t−1)C|x, 0t⟩∥2 ≤ 1
2
”.

Theorem 8.22 (Equivalence of efficient PAC learning for BQP/poly and efficient

randomized algorithm for MQCSP).

• If MQCSP ∈ BPP, then there is a randomized algorithm that (1/ poly(n), δ)-PAC

learns f ∈ BQP/poly under the uniform distribution with membership queries

for every δ > 0. Specifically, the algorithm runs in quasi-polynomial time.

• If there is a randomized algorithm that (1/ poly(n), δ)-PAC learns f ∈ BQP/poly

under the uniform distribution with membership queries for some δ > 0 in

2O(n) time, then we have MQCSP[poly(n), ω(poly(n)), poly(n), τ ] ∈ BQP and

MQCSP[poly(n), ω(poly(n)), O(n), τ ] ∈ BPP for every τ > 0.

Similarly, the positive resolution of Open Problem 8.2 would strengthen the

conclusion of the second item in Theorem 8.22 to MQCSP[poly(n), ω(poly(n)), poly(n), τ ] ∈
BPP.

Quantum learning. As it could be the case that MQCSP might have non-trivial

quantum algorithm, it is also of interest to study the connection to quantum learn-

ing [AGG+20].
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Definition 8.23 (Quantum learning). Let C be a circuit class of boolean functions

and let ϵ, δ > 0. We say a quantum algorithm (ϵ, δ)-learns C if the following hold. For

every n ∈ N and n-variate f ∈ C, given quantum oracle access to f , the algorithm

outputs a polynomial-size quantum circuit U such that with probability at least 1−δ,
we have Ex∈{0,1}n [|(⟨f(x)| ⊗ I)U |x, 0m⟩|2] > 1 − ϵ. The running time of the learning

algorithm is measured as a function of n, 1/ϵ, 1/δ and, size(f).

It turns out that efficient quantum learning for a circuit class C (could be either

a classical circuit class or a quantum circuit class) is equivalent to efficient quantum

algorithm for C-MCSP. Similarly, C-MCSP[s, s′, τ ] is defined as the gap problem with

the No instances being the truth tables where every circuit C of size s′ errs on τ

fraction of the inputs.

Theorem 8.23 (Equivalence of efficient quantum learning and efficient quantum

algorithm for C-MCSP). Let C be a circuit class.

• If C-MCSP ∈ BQP, then there exists a quantum algorithm that (1/ poly(n), δ)-

learns C for every δ > 0. Specifically, the algorithm runs in polynomial time.

• If there exists a quantum algorithm that (ϵ, δ)-learns C in time 2O(n) for some

constants ϵ, δ ∈ (0, 1/2), then we have C-MCSP[poly(n), ω(poly(n)), τ ] ∈ BQP

for every τ > 0.

8.4.3 Circuit lower bounds

The classical MCSP is tightly connected to circuit lower bounds. Many results

show that a fast algorithm for MCSP will lead to breakthrough in circuit lower bounds,

which on the other hand indicates that MCSP might be very difficult to solve. In this

section, we “quantize” four results relating MQCSP and quantum circuit lower bounds.

Quantum circuit lower bound via quantum natural proof By Observa-

tion 8.12, we know that MQCSP gives a BQP-quantum natural property. Then,
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we follow a recent work by Arunachalam et al. [AGG+20] and prove the following

theorem:

Theorem 8.24. If MQCSP ∈ BQP, then BQE ̸⊂ BQC[nk] for any constant k ∈ N+,

where BQE = BQTIME[2O(n)].

Remark 8.5. A key difference between Theorem 8.24 and [AGG+20] is that their

circuit lower bound for BQE is against classical circuits, while ours is against quantum

circuits by proving a diagonalization lemma for quantum circuits.

An ingredient of our proof is a conditional pesudorandom generator against

uniform quantum computation. We first recall the definition of PRG against uniform

quantum circuits given by [AGG+20].

Definition 8.24 (Pesudorandom generator against uniform quantum circuit, [AGG+20]).

A family of functions {Gn}n≥1 is an infinitely often (ℓ,m, s, ϵ)-generator against uni-

form quantum circuits if the following properties holds:

1. Stretch: Gn : {0, 1}ℓ(n) → {0, 1}m(n).

2. Uniformity and efficiency: There is a deterministic algorithm A that when given

1n and x ∈ {0, 1}ℓ(n) runs in time O(2ℓ(n)) and outputs Gn(x).

3. Pseudorandomness: For every deterministic algorithm A such that when given

1m(n) runs in time s(m) and outputs a quantum circuit Cm of size at most s(m)

computing a m-input Boolean function, for infinitely many n ≥ 1,
∣∣∣∣ Pr
x∼{0,1}ℓ(n),Cm

[Cm(Gn(x)) = 1]− Pr
y∼{0,1}m(n),Cm

[Cm(y) = 1]

∣∣∣∣ ≤ ϵ(m).

[AGG+20] constructed the following infinitely often PRG based on the as-

sumption PSPACE ⊈ BQSUBEXP.

Theorem 8.25 (Conditional PRG against uniform quantum computations, [AGG+20]).

Suppose that PSPACE ⊈ BQSUBEXP. Then, for some choice of constants α ≥ 1
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and λ ∈ (0, 1/5), there is an infinitely often (ℓ,m, s, ε)-generator G = {Gn}n≥1,
where ℓ(n) ≤ nα, m(n) = ⌊2nλ⌋, s(m) = 2n

2λ ≥ poly(m) (for any polynomial), and

ε(m) = 1/m.

Now, we are ready to prove the lower bound for BQE based on the conditional

PRG and a diagonalization theorem for quantum circuits.

Proof of Theorem 8.24. We use a win-win argument to prove the circuit lower bound.

Case 1: Suppose PSPACE ⊆ BQSUBEXP, i.e., for every γ ∈ (0, 1], PSPACE ⊆
BQTIME[2n

γ
]. Then, for a fixed k ∈ N, by a diagonalization lemma for quantum

circuits (Claim 8.76), we know that there exists a language L ∈ PSPACE such that

L /∈ BQC[nk]. However, by the assumption, L ∈ BQE, which implies that BQE ̸⊂
BQC[nk].

Case 2: PSPACE ̸⊆ BQSUBEXP, that is, there exists a language L ∈ PSPACE

and γ > 0 such that L /∈ BQTIME[2n
γ
]. By Theorem 8.25, for some α ≥ 1, λ ∈

(0, 1/5), there exists an infinitely often (ℓ,m, s, ϵ)-PRG G = {Gn}n≥1, where ℓ(n) =

nα, m(n) = ⌊2nλ⌋, s(m) = ⌊2n2λ⌋, ϵ(m) = 1/m.

For each w ∈ {0, 1}nα , we consider Gn(w) as the truth table of Boolean func-

tion fnc(Gn(w)) : {0, 1}d → {0, 1}, where d := log(m(n)) is the input length of the

function. We will show that fnc(Gn(w)) is a hard function for BQC[dO(1)] for most

w ∈ {0, 1}ℓ(n).

Suppose that this is not true, i.e., there exists a k > 0 such that for almost

every n > 0, fnc(Gn(w)) ∈ BQC[d(n)k] for a constant fraction of seeds w ∈ {0, 1}ℓ(n).
Then, consider a quantum circuit CMQCSP

m which takes a m-bit string s and accepts

it if and only if MQCSP(s, 1d
k
) = 1, where s is the truth table and dk is the size

parameter. Since we assume MQCSP ∈ BQP, the quantum circuit CMQCSP
m can be
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generated by a deterministic algorithm in time poly(m) ≤ s(m)21. This implies that

Pr
w∼{0,1}ℓ(n),CMQCSP

m

[
CMQCSP
m (Gn(w)) = 1

]
≥ δ

for some constant δ ∈ (0, 1). On the other hand, by the pseudorandomness property

of Gn (part 3 in Definition 8.24), for infinitely many n, we have
∣∣∣∣ Pr
w∼{0,1}ℓ(n),CMQCSP

m

[
CMQCSP
m (Gn(w)) = 1

]
− Pr

y∼{0,1}m(n),CMQCSP
m

[
CMQCSP
m (y) = 1

]∣∣∣∣ ≤
1

m
.

(8.2)

However, only o(1)-fraction of random functions have polynomial-size quantum cir-

cuits, i.e.,

Pr
y∼{0,1}m(n),CMQCSP

m

[
CMQCSP
m (y) = 1

]
≤ o(1),

which means Eq. (8.2) cannot hold. Therefore, for infinitely many n, and almost all

w, the function fnc(Gn(w)) /∈ BQC[nk] for every k ∈ N+.

Therefore, we can construct a hard language LG as follows:

• For any n > 0 and every x ∈ {0, 1}n, check if x can be written as (w, y), where

|w| = ℓ(t) and |y| = ⌈logm(t)⌉ for some t ∈ N.

• If not, then LG(x) := 0.

• Otherwise, LG(x) := fnc(Gt(w))(y).

We first show that LG ∈ BQE. By the running time property of Gn (part 2

in Definition 8.24), Gn(w) can be computed in deterministic time O(2ℓ(t)) ≤ O(2n).

Hence, LG ∈ E ⊂ BQE.

Then, we show that LG /∈ BQC[nk] for every k ∈ N+. Fix k > 0. Suppose

there exists a quantum circuit family {Cn}n≥1 that computes LG and Cn has size nk

21For all problems in BQP, there exists a classical Turing machine that can efficiently uniformly
generate the quantum circuits.

388



for every n ≥ 1. However, we already proved that there exists an infinite-size subset

{S ⊂ N} such that for n ∈ S, there exists many “hard seed” wn such that

fnc(Gt(wn)) /∈ BQC[t2αk]. (8.3)

Then, for any n ∈ S and any wn that makes Eq. (8.3) hold, define a new quantum

circuit family {C ⇂wn}n≥1 such that C ⇂wn (y) := C(wn, y), i.e., C ⇂wn computes

the hard function fnc(Gt(wn)). Hence, C ⇂wn must have size larger than t2αk. Since

n = ℓ(t) + logm(t) = tα + tλ ≤ t2α, and the size of Cn should be least the size of its

restriction C ⇂wn , we conclude that Cn has size larger than nk for these infinitely many

n ∈ S. Therefore, the BQE language LG /∈ BQC[nk], which implies BQE ̸⊂ BQC[nk].

Combining Case 1 and 2 completes the proof of the theorem.

Circuit lower bound for BQPQCMA Our second result shows that if MQCSP ∈
BQP, then BQPQCMA cannot be computed by polynomial-size quantum circuits. Our

result follows the seminal work of Kabanets and Cai [KC00], which showed a circuit

lower bound for PNP based on MCSP is easy. More specifically, we consider the

following “hard problem”:

Definition 8.25 (Maximum quantum circuit complexity problem). The input of

this problem is 1n for n ∈ N+. The output is the truth table of a function f :

{0, 1}n → {0, 1} such that for any f ′ : {0, 1}n → {0, 1}, the quantum circuit com-

plexity qCC(f) ≥ qCC(f ′).

We first prove that BPEQCMA can solve the maximum quantum circuit com-

plexity problem, which implies that BPEQCMA contains the hardest Boolean function.

Then, by the standard padding argument, we can show quantum circuit lower bound

for BQPQCMA.

Theorem 8.26. If MQCSP ∈ BQP, then BPEQCMA contains a function with maximum

quantum circuit complexity. Furthermore, BQPQCMA ̸⊂ BQC[nk] for any constant

k > 0.
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We note that there are two subtle differences between Theorem 8.26 and

[KC00]’s result:

• We need a QCMA oracle while [KC00] used an NP oracle. This is because we

assume that MQCSP ∈ BQP. In order to decide the maximum quantum circuit

complexity, we can non-deterministically guess a truth table and use the BQP

algorithm to verify its quantum circuit complexity. This process can be achieved

by an QCMA oracle.

• Another difference is that we consider the BPE class while [KC00] considered the

E class. This is because our QCMA oracle can only output correct answers with

high probability. Thus, the whole algorithm will be a randomized algorithm.

The formal proof is deferred to Section 8.8.1.

Hardness amplification using MQCSP [KC00] showed that the classical MCSP

can be used for hardness amplification, i.e., given one very hard Boolean function,

there exists an efficient algorithm to find many hard functions via an MCSP oracle.

We show that it also holds for quantum circuits:

Theorem 8.27. Assume MQCSP ∈ BQP. Then, there exists a BQP algorithm that,

given the truth table of an n-variable Boolean function of quantum circuit complexity

2Ω(n), outputs 2Ω(n) Boolean functions on m = Ω(n) variables each, such that all of the

output functions have quantum circuit complexity greater than 2m

(c+1)m
for any c > 0.

In order to prove Theorem 8.27, we first construct a “quantum version” of

the Impagliazzo-Wigderson generator [IW97]. We note that the construction in the

following lemma is stronger than the Definition 8.24, based on the truth table of a

very hard function.

Lemma 8.28 (Quantum Impagliazzo-Wigderson generator). For every ϵ > 0, there

exist c, d ∈ N such that the truth table of a Boolean function f : {0, 1}cn → {0, 1} of
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quantum circuit complexity 2ϵcn can be transformed in time O(2n) into a pseudoran-

dom generator G : {0, 1}dn → {0, 1}2n running in time O(2n) that can fool quantum

circuits of size 2O(n), i.e., for any p > 0, any quantum circuit C of size at most 2pn,
∣∣∣∣ Pr
x∼{0,1}dn,C

[C(G(x)) = 1]− Pr
y∼{0,1}2n ,C

[C(y) = 1]

∣∣∣∣ ≤ 2−n.

Proof of Theorem 8.27. Let c > 0 and s(n) = 2n

(c+1)n
. Assuming that MQCSP ∈ BQP,

we get a polynomial-size quantum circuit family {Dn} that only accept n-variable

Boolean functions of quantum circuit complexity greater than s(n). By Claim 8.74,

the acceptance probability is close to one.

However, the size of Dn is bounded by a fixed polynomial in the input size, by

Lemma 8.28, the quantum Impagliazzo-Wigderson generator G will fool Dn. That is,

almost all 2n-bit strings output by G will have quantum circuit complexity greater

than s(n). We can then use the MQCSP circuit to decide the quantum circuit com-

plexity of these strings and only output hard functions.

The proof of Lemma 8.28 relies on a quantum-secure direct product generator

and several hardness amplification steps. It is deferred to Section 8.8.3.

Hardness magnification for MQCSP. Hardness magnification refers to a trans-

formation of a weak circuit lower bound (e.g., linear size lower bound) to a stronger

circuit lower bound (e.g., polynomial size lower bound). Note that a magnifica-

tion theorem for a circuit class is highly dependent on the structure of the circuits.

Specifically, it is not immediately clear that every circuit class is magnifiable. Here,

we show that there exists hardness magnification for quantum circuits when it comes

to MQCSP.

Theorem 8.29. If MQCSP
[
2n

1/2
/2n, 2n

1/2
]

is hard for BQC
[
2n+O(n1/2)

]
, then QCMA ̸⊆

BQC[poly(n)].
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The proof of Theorem 8.29 is via antichecker lemma, which was first given by

[OPS19, CHO+20] for proving hardness magnification for MCSP.

Lemma 8.30 (Antichecker lemma for quantum circuits). Assume QCMA ⊆ BQC[poly].

Then for any λ ∈ (0, 1) there are circuits {C2n}∞n=1 of size 2n+O(nλ) which given the

truth table tt(f) ∈ {0, 1}2n , outputs 2O(nλ) n-bit strings y1, . . . , y2O(nλ) together with

bits f(y1), . . . , f(y2O(nλ)) forming a set of anticheckers for f , i.e. if f is hard for quan-

tum circuits of size 2n
λ then every quantum circuit of size 2n

λ
/2n fails to compute f

on one of the inputs y1, . . . , y2O(nλ).

With Lemma 8.30, we can prove Theorem 8.29 by using a small quantum

circuit to verify the given circuits only on the anticheckers.

Proof of Theorem 8.29. Suppose QCMA ⊆ BQC[poly]. Let tt(f) be the input of

MQCSP[2n
1/2
/2n, 2n

1/2
]. By Lemma 8.30, we can find a set of anticheckers y1, . . . , y2O(n1/2)

by a quantum circuit of size 2n+O(n1/2). Then, we use a QCMA algorithm to de-

cide if there exists a quantum circuit of size 2n
λ
/2n that computes f correctly on

{(y1, f(y1)), . . . , (y2O(nλ) , f(y2O(nλ)))}. By the assumption, it can be done by a 2O(nλ)

size quantum circuit. Then, there are two cases:

• If the QCMA algorithm returns “Yes”, it means that y1, . . . , y2O(n1/2) are not

anticheckers. By Lemma 8.30, f is not hard for 2n
1/2 size quantum circuit.

• If the QCMA algorithm returns “No”, then no 2n
1/2
/2n size quantum circuit can

compute f on y1, . . . , y2O(n1/2) . So, f is hard for 2n
1/2
/2n size quantum circuit.

Hence, MQCSP[2n
1/2
/2n, 2n

1/2
] ∈ BQC[2n+O(n1/2)].

The proof of Lemma 8.30 is deferred to Section 8.8.2.
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8.4.4 Fine-grained complexity

It is a long-standing open problem to show the hardness of MCSP based

on some fine-grained complexity hypotheses, like the Exponential-Time Hypothesis

(ETH), which was conjectured by Impagliazzo, Paturi, and Zane [IPZ01] and becomes

a widely used assumption in fine-grained complexity area.

Definition 8.26 (Exponential Time Hypothesis (ETH)). There exists δ > 0 such

that 3-SAT with n variables cannot be solved in time 2δn.

Very recently, a breakthrough result by Ilango [Ila20b] proved the ETH-hardness

of MCSP for partial Boolean functions. On the other hand, Quantum fine-grained

complexity was studied very recently by [ACL+20, BPS21, AL20b, GS20]. Motivated

by the fact that currently there is no quantum algorithm for 3-SAT that is signifi-

cantly faster than Grover’s search, we conjecture that 3-SAT with n variables cannot

be solved in 2o(n) quantum time (QETH). And based on QETH, we want show that

MQCSP for partial Boolean function is also hard.

We first formally define QETH and MQCSP for partial functions (MQCSP⋆).

Definition 8.27 (Quantum Exponential Time Hypothesis (QETH)). There exists

δ′ > 0 such that 3-SAT with n variables cannot be solved in time 2δ
′n in quantum.

Definition 8.28 (MQCSP for partial functions (MQCSP⋆)). The input is the truth

table {0, 1, ⋆}2n of a partial function f : {0, 1}n → {0, 1, ⋆} and an integer parameter

s. The goal is to decide whether there exists a quantum circuit C of size at most s

(using single-qubit and 2-qubit gates) that computes f . That is, for all x ∈ {0, 1}n

such that f(x) ̸= ⋆, we have

Pr[C(x) = f(x)] ≥ 2

3
.

Our main result of this section is as follows:
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Theorem 8.31 (QETH-hardness of MQCSP⋆). MQCSP⋆ cannot be solved in N o(log logN)-

time quantumly on truth tables of length N assuming QETH.

Our reduction reveals the connections between MQCSP⋆, quantum read-once

formula and classical read-once formula. The proof is given in Section 8.9.

Classical reduction for MCSP⋆. We first give a brief overview of the classical

reduction for MCSP⋆ in [Ila20b]. They reduced MCSP⋆ to a fine-grained problem:

2n× 2n Bipartite Permutation Independent Set problem, which is defined as follows:

Definition 8.29 (Bipartite Permutation Independent Set problem). A 2n × 2n bi-

partite permutation independent set problem is defined on a directed graph G with

vertex set [n] × [n] and edge set E. The goal is to decide whether there exists a

permutation π ∈ S2n such that

• π([n]) = [n],

• π({n+ i : i ∈ [n]}) = {n+ i : i ∈ [n]},

• if ((j, k), (j′, k′)) ∈ E, then either π(j) ̸= k or π(n+ j′) ̸= (n+ k′).

Lokshtanov, Marx, and Saurabh [LMS11] proved that this problem is 2o(n logn)-

hard under ETH, which implies the ETH-hardness of MCSP⋆.

The reduction from 2n×2n bipartite permutation independent set problem to

MCSP⋆ is via the following partial function γ. Consider an instance G = ([n]× [n], E)

of 2n×2n bipartite permutation independent set problem. The reduction outputs the

truth table of a partial Boolean function γ : {0, 1}2n × {0, 1}2n × {0, 1}2n → {0, 1, ⋆}
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such that

γ(x, y, z) :=





∨
i∈[2n](yi ∧ zi) if x = 02n,∨
i∈[2n] zi if x = 12n,∨
i∈[2n](xi ∨ yi) if z = 12n,

0 if z = 02n,∨
i∈[n] xi if z = 1n0n and y = 02n,∨
i∈{n+1,··· ,2n} xi if z = 0n1n and y = 02n,

1 if ∃((j, k), (j′, k′)) ∈ E s.t. (x, y, z) = (ekek′ , 0
2n, ejej′),

⋆ otherwise.
(8.4)

In particular, the small circuit size of γ implies that G is a “Yes” instance of the

bipartite permutation independent set problem:

Lemma 8.32 ([Ila20b]). Each of the following are equivalent:

1. MCSP⋆(γ, 6n− 1) = 1;

2. γ can be computed by a read-once formula;

3. there exists a π ∈ S2n such that
∨
i∈[2n]((xπ(i) ∨ yi) ∧ zi) computes γ;

4. there exists a π ∈ S2n that satisfies the instance of bipartite permutation inde-

pendent set problem given by G.

Quantum reduction for MQCSP⋆ We follow the proof in [Ila20b] but adapt it to

quantum circuits. More specifically, we want to show that for the partial function γ

defined by Eq. (8.4), MQCSP⋆(γ, 6n− 1) = 1 is equivalent to the case that γ can be

computed by a read-once formula.

The reverse direction is easy:

Claim 8.33. If γ can be computed by a read-once formula, then MQCSP⋆(γ, 6n−1) =
1.

395



Proof. It is easy to see that a read-once formula on 6n input variables has at most

6n − 1 Boolean gates. Hence, it implies that MCSP⋆(γ, 6n − 1) = 1. Then, we have

MQCSP⋆(γ, 6n− 1) = 1 because we can use a quantum circuit with all 2-qubit gates

to simulate a Boolean circuit without increasing the circuit size.

For the forward direction, we consider an intermediate model: read-once quan-

tum formula. The quantum formula was defined by Yao [Yao93] as follows:

Definition 8.30. A quantum formula is a single-output quantum circuit such that

every gate has at most one output that is used as an input to a subsequent one.

If a quantum formula only uses every input qubit at most once, then we say

it is a read-once quantum formula.

We first prove the forward direction for the quantum read-once formula:

Claim 8.34. If MQCSP⋆(γ, 6n − 1) = 1, then γ can be computed by a read-once

quantum formula. Here, we assume that the quantum circuits only use single-qubit

and 2-qubit gates.

Proof. It is easy to verify that γ depends on all of the 6n input variables. Hence, by

a light-cone argument, the topology of the quantum circuit that computes γ using

6n− 1 2-qubit gates must be a full binary tree with 6n leaves. Hence, that circuit is

a read-once quantum formula.

Cosentino, Kothari, and Paetznick [CKP13] proved that any read-once quan-

tum formula can be “dequantized” to the classical read-once quantum formula:

Theorem 8.35 ([CKP13]). If a language is accepted by a bounded-error read-once

quantum formula over single-qubit and 2-qubit gates, then it is also accepted by an

exact read-once classical formula with the same size, using NOT and all 2-bit Boolean

gates.
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Hence, we can apply Theorem 8.35 to dequantize Claim 8.34:

Claim 8.36. If MQCSP⋆(γ, 6n− 1) = 1, then γ can be computed by a classical read-

once formula with 6n− 1 2-bit gates. In particular, all the NOT gates can be pushed

to the leaf level and the high level gates are {AND,OR,XOR}.

Proof. By Theorem 8.35, there is a read-once classical formula that computes γ using

6n−1 2-bit logical gates. We can enumerate all of the 2-bit Boolean function and check

that they can be expressed by one of AND,OR,XOR gate with some NOT gates on

the input wire. Then, by De Morgan’s laws, we can push the NOT gate to the bottom

level. Note that these transformations will preserve the read-once property.

The next claim shows that NOT and XOR gates do not help computing γ:

Claim 8.37. The classical read-once formula computing γ only uses AND and OR

gates.

Proof. The proof is similar to the proof of Claim 13 in [Ila20b].

We first note that the XOR gate is not monotone. Then, by setting x = 02n, we

have γ(02n, y, z) =
∨
i∈[2n](yi∧zi), which is a monotone function in y and z. Hence, the

XOR gates in the formula cannot depend on the all the y and z variables. Similarly,

by setting z = 12n, we have γ(x, y, 12n) =
∨
i∈[2n](xi∨ yi), which is monotone in x and

y. It implies that the XOR gates cannot depend on all the x variables. Hence, the

formula will not use the XOR gate.

For the NOT gate, since the function is monotone in the positive input variables

after some restrictions, and the formula is read-once, the NOT gate will also not be

used.

By Claim 8.33, 8.36 and 8.37, we get that MQCSP⋆(γ, 6n−1) = 1 is equivalent

to the case that γ can be computed by a read-once formula using AND and OR gates.

This statement corresponds to showing that (1) ⇔ (2) in Lemma 8.32 for MCSP⋆.

Then, by (2) ⇔ (4) in Lemma 8.32, we prove the following reduction for MQCSP⋆:
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Lemma 8.38. MQCSP⋆(γ, 6n− 1) = 1 is equivalent to the existence of π ∈ S2n that

satisfies the instance of bipartite permutation independent set problem given by G.

The remaining thing is to prove the quantum hardness of the 2n×2n Bipartite

Permutation Independent Set problem. We follow the quantum fine-grained reduction

framework by [ACL+20] and show the following QETH-hardness result. The proof is

given in Section 8.9.

Lemma 8.39. Assuming QETH, there is no 2o(n logn)-time quantum algorithm that

solves 2n× 2n Bipartite Permutation Independent Set problem.

Now, we can prove the QETH-hardness of MQCSP⋆:

Proof of Theorem 8.31. By Lemma 8.38, MQCSP⋆ can be reduced to 2n×2n Bipartite

Permutation Independent Set problem and the hardness follows from Lemma 8.39.

8.5 MCSP for Quantum Objects

In this section, we generalize the problem to considering circuit complexities

of quantum objects, including unitaries and quantum states. In particular, we study

their hardness, related reductions, and their implications to other subjects in quantum

computer science. We start by defining the two problems.

Definition 8.31 (UMCSPα,β). Let n, s, t ∈ N and t ≤ s. Let α, β ∈ (0, 1]. Let

U ∈ C2n×2n be a unitary. UMCSP is a promise problem defined as follows.

• Inputs: the unitary matrix U , the size parameter s in unary representation,

and the ancilla parameter t.

• Yes instance: there exists a quantum circuit C using at most s gates and

operating on at most n+ t qubits such that for all |ψ⟩ ∈ C2n ,

∥(⟨ψ| ⊗ It)(U † ⊗ It)C|ψ, 0t⟩∥2 ≥ α, (8.5)
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• No instance: for every quantum circuit C using at most s gates and operating

on at most n+ t qubits, there exists some |ψ⟩ ∈ C2n such that

∥(⟨ψ| ⊗ It)(U † ⊗ It)C|ψ, 0t⟩∥2 ≤ β. (8.6)

With the promise that the input must be either a yes instance or a no instance, the

problem is to decide whether the input is a yes instance or not.

Remark 8.6. Since the input to UMCSP is a unitary matrix U and each entry is a

complex number, we cannot fully describe U and hence need to specify a precision

parameter. Moreover, the precision issue is subtle in the search-to-decision reduction.

For a gate set G, we denote ℓG ∈ N as the maximum number of bits used to encode

an entry of a gate. Note that if a circuit uses s gates from G, then each entry in the

resulting unitary can be written down with at most s · ℓG bits. Thus, by the triangle

inequality for the distance between unitaries, it suffices to use s·ℓG bits to encode each

entry of the input unitary. Also, note that when α−β < 2−s·ℓG , UMCSPα,β becomes a

non-promise problem since effectively the gap between Yes and No instances does not

matter. In the definition of UMCSP, we hide the introduction of precision parameter

for simplicity. Note that from the above reasoning and the fact that the input unitary

is 2n× 2n, it would not affect the complexity of the problem even one chooses the bit

complexity to be 2O(n), which is more than enough for most interesting situations.

Definition 8.32 (SMCSPα,β). Let n, s, t ∈ N, where t ≤ s. Let α, β ∈ (0, 1]. Let

|ϕ⟩ ∈ C2n be a quantum state. SMCSP is a promise problem defined as follows.

• Inputs: size parameters s and n in unary, access to arbitrary many copies of

|ψ⟩, and the ancilla parameter t.

• Yes instance: there exists a quantum circuit C using at most s gates and

operating on at most n+ t qubits such that

∥(⟨ϕ| ⊗ In+t−1)C|0n+t⟩∥2 ≥ α,
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• No instance: for every quantum circuit C using at most s gates and operating

on at most n+ t qubits,

∥(⟨ϕ| ⊗ In+t−1)C|0n+t⟩∥2 ≤ β.

With the promise that the input must be either a yes instance or a no instance, the

problem is to decide whether the input is a yes instance or not.

Remark 8.7. Similarly, the precision of the input parameters α, β of SMCSP has to

depend on the bit complexity of the gate set. See Remark 8.6 for more discussion.

Remark 8.8. For the thresholds α, β, it is worth noting that a quantum circuit that

outputs a mixed state can always have nonzero inner product with an arbitrary state.

Therefore, we cannot set β to be arbitrarily small; otherwise, there will not be any U

or |ϕ⟩ satisfying the no instance.

For SMCSP, we focus on the version where the inputs are multiple quantum

states. The input format is quite different from UMCSP and MQCSP; instead of hav-

ing the full classical description, SMCSP is given access to many copies of the quantum

state. Hence, we say an algorithm for SMCSP is efficient if it runs in time poly(n, t, s),

i.e., an efficient algorithm can use at most poly(n, t, s) copies of |ψ⟩. We choose this

input format because in the quantum setting, we generally cannot have the classical

description of the quantum state. For instance, in shadow tomography[Aar18], quan-

tum gravity[BFV20], and quantum pseudorandom states[JLS18], the problem is given

many copies of a quantum state, identify some properties of the state. Furthermore,

although this problem seems to be much harder than having the full description or a

succinct description (e.g, a circuit that generates the state) of the state, we will see

that this problem has a QCMA protocol. 22

22Since SMCSP takes quantum inputs, the problem is not in QCMA under the standard definition.
However, problems with quantum inputs in quantum computing is natural, so, it is also reasonable
to study the complexity classes that allow quantum inputs.
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Remark 8.9. On the other hand, the hardness results including the problem is in

QCMA (Theorem 8.46), the search-to-decision reduction (Theorem 8.50), and the

approximate self-reduction (Theorem 8.52) all hold for the version where the input is

a classical description for the state.

Before proving the main theorems in this section, we introduce some notations

and the swap test. Swap test [BCWdW01] is a quantum subroutine for testing whether

two pure quantum states are close to each other.

Notation. We write a ≈ϵ b for a, b ∈ R to mean ∥a− b∥ ≤ ϵ.

Notation. We write |φ⟩ ≈ϵ |ϕ⟩ to mean ∥|φ⟩ − |ϕ⟩∥ ≤ ϵ.

Lemma 8.40 (Correctness of Swap Test). For any two states |ϕ⟩, |ψ⟩, consider the

following state

(H⊗ I)(c-SWAP)(H⊗ I)|0⟩|ϕ⟩|ψ⟩

Measuring the first qubit gives outcome 1 with probability 1
2
− 1

2
|⟨ϕ|ψ⟩|2.

Claim 8.41. Let |ϕ⟩, |ψ⟩ ∈ C2n be two quantum states such that |ϕ⟩ ≈ϵ |ϕ⟩. Then,

for any |ψ′⟩ which is a state on at most n qubits,

∥(⟨ψ′| ⊗ I)|ϕ⟩∥ − ϵ ≤ ∥(⟨ψ′| ⊗ I)|ψ⟩∥ ≤ ∥(⟨ψ′| ⊗ I)|ϕ⟩∥+ ϵ.

Proof. Without loss of generality, we can write |ψ⟩ = |ϕ⟩+|ϵ⟩, where ∥|ϵ⟩∥ ≤ ϵ. Then,

∥(⟨ψ′| ⊗ I)|ψ⟩∥ = ∥(⟨ψ′| ⊗ I)|ϕ⟩ + (⟨ψ′| ⊗ I)|ϵ⟩∥. By using triangular inequality, we

obtain the following two inequalities:

∥(⟨ψ′| ⊗ I)|ψ⟩∥ ≤ ∥(⟨ψ′| ⊗ I)|ϕ⟩∥+ ∥(⟨ψ′| ⊗ I)|ϵ⟩∥, and

∥(⟨ψ′| ⊗ I)|ψ⟩∥ ≥ ∥(⟨ψ′| ⊗ I)|ϕ⟩∥ − ∥(⟨ψ′| ⊗ I)|ϵ⟩∥.

Since ∥|ϵ⟩∥ ≤ ϵ, ∥(⟨ψ′| ⊗ I)|ϵ⟩∥ ≤ ϵ. This completes the proof.

Theorem 8.42. UMCSPα,β where β ≤ 1 − poly(1/2n) and α > 1 − 2−2n−20(1 − β)4

(for example, α = 1− exp(−2n), β = 1− poly(1/2n)) is in QCMA.
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To design the verifier (that verifies a quantum circuit C really implements U

as we want), what we will do is the following checking:

1. Standard basis check: check whether Eq. (8.5) is satisfied on standard basis

states.

2. Coherency check: Check Eq. (8.5) on superposition states in the form of |a⟩+|b⟩.
This step has two goals: (1) checking whether the operation does behave similar

to a unitary (instead of, for example, a collapsing measurement). (2) the unitary

does not introduce different phases on different basis states.

Proof. Our checking algorithm follows the two steps above. The certificate is the

circuit that implements the unitary such that Eq. (8.5) is satisfied. The following

algorithm verifies it (assuming the promise):

1. (Standard basis check) For each i ∈ [2n], evaluate (U † ⊗ It)C(|i⟩ ⊗ |0t⟩) for

poly1(2
n) times. Store the output state (which requires only polynomial mem-

ory); denote the j-th sample on input i as |φji ⟩. Measure each of the states and

check whether the output for |φji ⟩ is i. If not, mark it as a negative sample.

If for any i, the ratio of negative samples is ≥ 2−2n−18(1− β)4, reject.

2. (Coherency check) Do the following for each i, j ∈ [2n], i ̸= j for poly2(2n) times:

Apply (U †⊗It)C on 1√
2
(|i⟩+|j⟩)⊗|0t⟩. Project the output system on 1√

2
(|i⟩+|j⟩).

If the projection does not succeed, consider it as a negative sample.

If for any of i, the ratio of negative samples is ≥ 2−2n−18(1− β)4, reject.

We will show, when poly1, poly2 are all chosen to be some sufficiently big polynomials,

this test can be used as the QCMA-verifier we need.

First, if a circuit satisfies Eq. (8.5), we can prove the verifier succeeds with

probability 1− 2−O(poly(2n)).
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1. First, in the standard basis check, by Eq. (8.5), the expected ratio of negative

sample is at most 1− α ≤ 1
4
· threshold (threshold := 2−2n−18(1− β)4). By the

Chernoff bound we have, ∀a ∈ [2n],

Pr[negative ratio ≥ threshold]

= Pr[negative samples ≥ threshold · poly1(2n)]

≤ 2−O(E[negative samples]) (Chernoff bound)

≤ 2−O(poly1(2
n)·2−2n−20(1−β)4) (threshold · poly1(2n) ≥ 4 · E[negative samples])

which is 2−O(poly(2n)) when poly1 is taken to be big enough. (Since 1 − β =

poly(1/2n))

Summing this failure probability for all a ∈ [2n] altogether we know with prob-

ability is at most

2n · 2−O(poly(2n)) = 2−O(poly(2n)),

which means it could not pass the first step.

2. For the coherency check we can apply Eq. (8.5) directly again and know for each

a, b, the expected error ratio is ≤ 1−α ≤ 1
4
· threshold. (Similarly threshold :=

2−2n−18(1− β)4). Thus by the Chernoff bound and similar arguments

∀a, b ∈ [2n], Pr[error ratio ≥ threshold] ≤ 2−O(poly2(2
n)·2−2n−20(1−β)4)

which is 2−O(poly(2n)) when poly2 is taken to be big enough. (Since 1 − β =

poly(1/2n))

Thus summing this failure probability for all a, b ∈ [2n] we know this step fails

with probability at most

2n · 2n · 2−O(poly(2n)) = 2−O(poly(2n)).

Thus we get the completeness.
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Then we prove a circuit that satisfies Eq. (8.6) will be rejected with probability

1− 2−O(poly(2n)). To prove that, we need to understand how the coherency check help

us control the form of the states. We will prove the following lemmas step by step.

First, we show the success of coherency check implies the ancilla states have

to be close to each other:

Lemma 8.43. Suppose for some a, b ∈ [2n], a ̸= b, the following equations hold:

∥(⟨a| ⊗ It)(U † ⊗ It)C(|a⟩ ⊗ |0t⟩)∥2 ≥ 1− δ,

∥(⟨b| ⊗ It)(U † ⊗ It)C(|b⟩ ⊗ |0t⟩)∥2 ≥ 1− δ,
∥∥∥∥
(⟨a|+ ⟨b|√

2
⊗ It

)
(U † ⊗ I)C

( |a⟩+ |b⟩√
2
⊗ |0t⟩

)∥∥∥∥
2

≥ 1− δ. (8.7)

Define the ancilla states |χa⟩, |χb⟩ via

(U † ⊗ It)C(|a⟩ ⊗ |0t⟩) ≈√δ |a⟩ ⊗ |χa⟩ (8.8)

(U † ⊗ It)C(|b⟩ ⊗ |0t⟩) ≈√δ |b⟩ ⊗ |χb⟩ (8.9)

where the right hand sides are the states from projecting (U † ⊗ It)C(|a⟩ ⊗ |0t⟩), and

projecting (U † ⊗ It)C(|b⟩ ⊗ |0t⟩) on to |a⟩, |b⟩ respectively.

Then we have

|χa⟩ ≈4δ1/4 |χb⟩ (8.10)

Proof. We can evaluate the left hand side of Eq. (8.7) and get
∥∥∥∥

1√
2
((⟨a|+ ⟨b|)⊗ It)((U † ⊗ I)C)

1√
2
((|a⟩+ |b⟩)⊗ |0t⟩)

∥∥∥∥

≈√2δ
1

2
∥((⟨a|+ ⟨b|)⊗ It)(|a⟩ ⊗ |χa⟩+ |b⟩ ⊗ |χb⟩)∥ (By Eqs. (8.8),(8.9))

=
1

2
∥|χa⟩+ |χb⟩∥

=

√
1− 1

4
∥|χa⟩ − |χb⟩∥2
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Substitute Eq. (8.7), we know
√

1− 1

4
∥|χa⟩ − |χb⟩∥2 ≥

√
1− δ −

√
2δ,

∥|χa⟩ − |χb⟩∥ ≤ 2

√
2
√

2δ(1− δ)− δ ≤ 4δ1/4.

The lemma is then proved.

Furthermore, we can show, when Eq. (8.10) holds for all pairs (a, b), the op-

eration (U † ⊗ I)C is indeed close to identity:

Lemma 8.44. Suppose for all a, b ∈ [2n], a ̸= b, Eqs. (8.8),(8.9),(8.10) holds. Then

for all |ψ⟩ ∈ C2n,

∥(⟨ψ| ⊗ It)(U † ⊗ It)C|ψ, 0t⟩∥2 ≥ 1− 10 · 2n/2δ1/4

Proof. Decompose |ψ⟩ =∑i∈[2n] ci|ei⟩. Take |aux⟩ = |χ0⟩. Then

(U † ⊗ It)C(|ψ⟩ ⊗ |0t⟩) =
∑

i∈[2n]

ci(U
† ⊗ It)C(|ei⟩ ⊗ |0t⟩)

≈∑
i ci
√
δ

∑

i∈[2n]

ci|ei⟩ ⊗ |χi⟩ (By Eqs. (8.8),(8.9))

≈∑
i 4ciδ

1/4

∑

i∈[2n]

ci|ei⟩ ⊗ |aux⟩ (By Eq. (8.10))

= |ψ⟩ ⊗ |aux⟩,

which implies

∥(⟨ψ| ⊗ It)(U † ⊗ It)C|ψ, 0t⟩∥2 ≥ (1− 5δ1/4
∑

i

ci)
2

≥ (1− 5 · 2n/2δ1/4)2

≥ 1− 10 · 2n/2δ1/4.

And the proof is completed.

Then we prove a circuit that satisfies Eq. (8.6) will be rejected with probability

1− 2−O(poly(2n)).
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1. After the standard basis check, C has to satisfy the following property, otherwise

the verifier will reject with probability 1− 2−O(poly(2n)):

∀a ∈ [2n], ∥(⟨a| ⊗ It)(U † ⊗ It)C(|a⟩ ⊗ |0t⟩)∥2 ≥ 1− 2−2n(
1

11
(1− β))4 (8.11)

That’s because otherwise the standard basis test for some a ∈ [2n] will have an

expected negative ratio ≥ 2−2n( 1
11
(1− β))4 ≥ 4 · threshold (recall threshold :=

2−2n−18(1− β)4).

A more detailed calculation is as follows.

Pr[negative ratio < threshold] = Pr[negative samples < threshold · poly1(2n)]

≤ exp(−O(E[negative samples]))

≤ exp
(
−O(poly1(2n) · 2−2n((1− β)/11)4)

)
,

where the second step follows from the Chernoff bound, and the last step follows

from

threshold · poly1(2n) <
1

4
E[negative samples].

Thus

Pr[negative ratio ≥ threshold] ≥ 1− 2−O(poly1(2
n)·2−2n((1−β)/11)4)

2. After the coherency check, C has to satisfy the following property, otherwise the

verifier will reject with probability 1− 2−O(poly(2n)): for all a, b ∈ [2n], a ̸= b,

∥ 1√
2
((⟨a|+ ⟨b|)⊗ It)(U † ⊗ I)C(

1√
2
(|a⟩+ |b⟩)⊗ |0t⟩)∥2 ≥ 1− 2−2n(

1

11
(1− β))4

(8.12)

The calculation is similar as the first step.

3. And from Eqs. (8.11) and (8.12), Lemma 8.44 implies that for all |ψ⟩ ∈ C2n ,

∥(⟨ψ| ⊗ It)(U † ⊗ It)C|ψ, 0t⟩∥2 ≥ 1− 10 · 2n/2(2−2n( 1
11

(1− β))4)1/4 > β.

However, by the promise this is not possible to be in the no instance.
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This completes the proof.

Claim 8.45. UMCSPα,β is in NP when only linear ancilla qubits are allowed and

1−α < 2−2n−20(1−β)4 and 1−β ≥ poly(1/2n) (for example, 1−α = exp(−2n), 1−β =

poly(1/2n)). However, UMCSPα,β is not trivially in NP in general.

Proof. The certificate is the circuit implementation C that achieves Eq. (8.5). Now

since the circuit only operates on a polynomial-dimension system, the unitary trans-

formation of the whole circuit can be computed and written down using only a

polynomial-time classical computer.

The subtlety is to verify whether the unitary computed here satisfies Eq. (8.5).

We can prove it following the same way as the proof of Theorem 8.42. Here the quan-

tum space is always polynomially bounded and a classical polynomial time verifier

can simulate the protocol in the proof of Theorem 8.42 classically. (One note is the

quantum output samples there can be lazy-sampled.) This completes the proof.

Next, we showed that SMCSP has a QCMA protocol. Note that since SMCSP

is given access to quantum states, it is even not a promise problem under the standard

definition. Therefore, we can only say there is a QCMA protocol for this problem.

Theorem 8.46. SMCSPα,β with gap |α− β| ≥ poly(s) has a QCMA protocol.

Proof. We use the swap test to check whether the given states and the state generated

from the certificate circuit are close. The verifier’s algorithm is as follows:

Algorithm 32 The efficient verifier for SMCSP.
Input: s, t ∈ N, poly(s) copies of |ψ⟩, and quantum circuit C.
1: Generate poly(s) |ϕ⟩ = C|0⟩.
2: Apply swap test to |ψ⟩ and |ϕ⟩.
3: return “Yes” if there are at least a+b

2
trials outputs 0.

4: return “No”, otherwise.
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Given s, t ∈ N and poly(s) copies of |ψ⟩, we first consider the case where there

exists a circuit C such that ∥(⟨ψ| ⊗ It)C|0n+t⟩∥2 ≥ α. Let C be the certificate. Then,

by applying the swap test to |ψ⟩ and C|0⟩, the probability that we get 0 (which means

identical) is 1
2
+ |⟨ψ|C|0⟩|2

2
, which is at least 1+α

2
in this case. We denote the probability

of outputs 0 at the i-th trial as Xi. Then, By the Chernoff inequality,

Pr

[
ℓ∑

i=1

Xi ≥ (
1

2
+
α + β

4
)ℓ

]
≤ exp

(
−(α− β)2ℓ

16

)
.

Since |α− β| ≥ 1
poly(s)

, the success probability of Algorithm 32 in this case is at least

2/3 by having ℓ = poly(s) trials. Similarly, we can prove the case when there exists

no circuit C such that ∥(⟨ψ| ⊗ It)C|0n+t⟩∥2 > β. This completes the proof.

Given Theorem 8.46, we can also obtain the following result when given clas-

sical descriptions of quantum states.

Corollary 8.47. SMCSP with classical descriptions of quantum states as inputs is

in QCMA.

The subtlety is that the verifier needs to construct the state |ψ⟩ given the

classical description of |ψ⟩. If the verifier can do this efficiently (in time poly(2n)),

then the rest of the analysis follows the proof for Theorem 8.46. We leave the proof

to Appendix 8.10.

For the ease of notation, we will simply denote UMCSPα,β and SMCSPα,β as

UMCSP and SMCSP and will specify α and β when it is necessary in the rest of the

section.

8.5.1 Reductions for UMCSP and SMCSP

In this section, we will show search-to-decision reductions for UMCSP and

SMCSP. To prove the above results, it is easier for us to consider UMCSP and SMCSP

as problems for computing the circuit complexity of given unitaries and states.
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We first give formal definitions of approximating functions, unitaries, and

states and the corresponding quantum circuit complexities.

Definition 8.33 (Approximating f with precision δ). We say that a quantum circuit

C that approximates a function f : Zn → Zm with precision δ if for all x ∈ Zn, there

exists ϵ′ ≤ ϵ such that

Cf,δ|x⟩|0t⟩ =
√
1− ϵ′|f(x)⟩|ψf(x)⟩+

√
ϵ′|ϕx⟩. (8.13)

Definition 8.34 (Approximating U with precision δ). Let U be as a 2n× 2n unitary.

We define CU,ϵ as the circuit that approximates U with precision δ such that for all

|ψ⟩ ∈ C2n there exists δ′ ≤ δ

CU,δ|ψ⟩|0t⟩ =
√
1− δ′(U |ψ⟩)⊗ |ψ′⟩+

√
δ′|ϕ′⟩.

Here, the additional t qubits for CU,δ are ancilla qubits.

Definition 8.35 (Approximating |ψ⟩ with precision δ). Let |ψ⟩ ∈ C2n be a quantum

state. We define C|ψ⟩,ϵ as the circuit that approximates |ψ⟩ with precision δ

C|ψ⟩,δ|0n+t⟩ =
√
1− δ′|ψ⟩|ψ′⟩+

√
δ′|ϕ′⟩

Here, δ′ ≤ δ and the additional t qubits are ancilla qubits.

We use CC(·, ϵ) to denote the quantum circuit complexity of the minimum

quantum circuit that approximates the given Boolean functions, states, or unitaries

with precision ϵ.

Remark 8.10 (Upper bounds on CC(·, ϵ)). For any universal gate set, any unitary U

in C2n×2n can be ϵ-approximated by a circuit with size at most Õ(n222n log 1
ϵ
) [NC11].

The same upper bound also holds for states. The existence of 2O(n) upper bounds

implies that CC(·, ϵ) can be computed efficiently given efficient algorithms for SMCSP

and UMCSP.
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8.5.1.1 Search-to-decision reductions

In the following, we prove search-to-decision reductions for UMCSP and SMCSP.

The main intuition for these reductions is that quantum circuits are reversible, which

gives us the ability to do some “rewinding tricks”. We define the search versions of

UMCSP and SMCSP as follows:

Definition 8.36 (SearchUMCSPϵ). Let n, t ∈ N. Let U ∈ C2n×2n be a unitary matrix

and ϵ ∈ (0, 1). Let s be the smallest integer such that there exists a quantum circuit

C of size s that uses at most t ancilla bits and for all |ψ⟩ ∈ C2n ,

∥(⟨ψ| ⊗ It)(U † ⊗ It)C|ψ, 0t⟩∥2 ≥ 1− ϵ.

Given U , t, and ϵ, the problem is to output a circuit C′ of size at most s that uses at

most t ancilla bits and for all |ψ⟩ ∈ C2n , ∥(⟨ψ| ⊗ It)(U †⊗ It)C′|ψ, 0t⟩∥2 ≥ 1− ϵ− 2−cn

for every constant c > 0.

Definition 8.37 (SearchSMCSPϵ,s). Let n, s, t ∈ N and ϵ ∈ (0, 1). Let |ψ⟩ ∈ C2n be

a quantum state with the promise that there exists a circuit C of size at most s and

t ancilla bits such that

∥(⟨ψ| ⊗ In+t−1)C|0n+t⟩∥2 ≥ 1− ϵ.

Given (n, s, t) in unary, ϵ, and access to arbitrary many copies of |ψ⟩, the problem is to

find a circuit C′ of size at most s and t ancilla bits such that ∥(⟨ψ|⊗In+t−1)C′|0n+t⟩∥2 ≥
1− ϵ− 2−cn for every constant c > 0.

Remark 8.11. In Definition 8.37, we have included the upper bound 1s (the unary

representation) as part of the inputs. This mainly follows from the fact that we

are considering problems with copies of quantum states. One may expect that we

can find s by using binary search with an efficient algorithm for SMCSP. However,

efficient algorithms for SMCSP with s = 2n can run in time poly(2n), and efficient

algorithms for SearchSMCSP without 1s as part of the inputs need to run in time
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poly(n). Hence, this prevents us from finding s efficiently (in time poly(n)) with an

efficient algorithm for SMCSP (in time poly(s)). On the other hand, if we consider

the case where SMCSP and SearchSMCSP have the classical description of the state

(instead of copies of the quantum state) as part of the inputs, then there is no need

to have 1s in the inputs of SearchSMCSP since we can find s via binary search with

efficient algorithms for SMCSP.

In the following, we show search-to-decision reductions for UMCSP and SMCSP

when t = 0 (i.e., no ancilla qubits)23.

Theorem 8.48. There exists a search-to-decision reduction for UMCSP for t = 0

(i.e., no ancilla qubits). In particular, if there is a time T (n) algorithm for UMCSPα,β

where α > 1− 2−c1n and α− β ≥ 2−c2n for every constants c1, c2 > 0, then there is a

time poly(T (n), 2n) algorithm for SearchUMCSPϵ where ϵ ≥ 2−c3n for every constant

c3 > 0 and t = 0.

Remark 8.12. Here we require the gap α − β in the decision UMCSP oracle to be at

least poly(2−n) because our QCMA upper bound for UMCSP (see Theorem 8.42) only

works in this regime.

Proof. Let us first state the reduction in the form of an algorithm with oracle queries

to UMCSP as follows.

23In general, search-to-decision reductions for SMCSP and UMCSP mean that SearchSMCSP re-
duces to SMCSP and SearchUMCSP reduces to UMCSP for any n, s, t ∈ N.
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Algorithm 33 Search-to-decision reduction for UMCSP.
Input: ϵ ∈ (0, 1), U ∈ C2n×2n , and a constant c3 > 0.
1: Let U0 = U , ∆ = 2−2c3n, ϵ0 = ϵ , and ϵi = ϵ0 + i ·∆ for all i ∈ N.
2: Use the oracle UMCSP1−ϵ0,1−ϵ0−∆ to binary-search s, the minimum circuit size of
U .

3: Set i = 1.
4: while i < s do
5: for all gates hi in G on all n qubits do
6: if UMCSP1−ϵi,1−ϵi−∆(Ui−1h

†
i , s− i) = Yes then

7: Set gi = hi.
8: Let Ui = g†iUi−1.
9: Set i = i+ 1.

10: Break.
11: end if
12: end for
13: end while
14: return g1, . . . , gs.

We inductively prove the following claim.

Claim 8.49. For every 0 < i < s, at the i-th iteration in line 5, we know that there

exists a circuit C of size at most s− i+ 1 such that min|ψ⟩ |⟨ψ|U †i−1C|ψ⟩|2 ≥ 1− ϵi.

Proof. For the base case we consider i = 1 and note that after line 2 in Algorithm 33,

we know that there exists a circuit C of size at most s such that min|ψ⟩ |⟨ψ|U †0C|ψ⟩|2 ≥
1− ϵ−∆ = 1− ϵ1. This proves the base case.

Now, suppose the induction statement holds for some i, we first claim that the

algorithm must go into the if-loop in line 6. Note that by induction hypothesis there

exists a circuit C of size at most s−i+1 such that min|ψ⟩ |⟨ψ|U †i−1C|ψ⟩|2 ≥ 1−ϵi. Let gi
be the last gate in C, we know that min|ψ⟩ |⟨ψ|(U †i−1gi)(g†iC)|ψ⟩∥2 ≥ 1− ϵi and g†iC is a

circuit of size at most s−i+1−1 = s−i. This shows that the algorithm will go into the

if-loop in line 6 in the i-th iteration. Next, after the algorithm goes into line 6 in the

i-th iteration, by the correctness of UMCSP1−ϵi,1−ϵi−∆, we know that there is a circuit
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C′ (= Cg†i ) of size at most s− i such that min|ψ⟩ |⟨ψ|U †i C′|ψ⟩|2 ≥ 1− ϵi−∆ = 1− ϵi+1.

This completes the induction step and hence proves Claim 8.49.

Finally, with the same argument in the proof of Claim 8.49, we know that

min
|ψ⟩
|⟨ψ|U †g1 · · · gs|ψ⟩|2 ≥ 1− ϵs = 1− ϵ− s · 2−2c3n ≥ 1− ϵ− 2−c3n

as desired. Also, notice that the algorithm only queries the UMCSP oracle at most 2n

times and hence the running time is poly(T (n), 2n) where T (n) is the running time of

the UMCSP oracle.

Theorem 8.50. There exists a search-to-decision reduction for SMCSP for t = 0.

In particular, if there is a time T (n) algorithm for SMCSPα,β where α > 1 − 2−c1n

and α − β ≥ 2−c2n for every constants c1, c2 > 0, then there is a time poly(T (n), s)

quantum algorithm for SearchSMCSPϵ,s where ϵ ≥ 2−c3n for every constant c3 > 0 and

t = 0.

Proof. The proof is similar to the proof for Theorem 8.48. We describe the reduction

as follows:

Algorithm 34 Search-to-decision reduction for SMCSP.
Input: s ∈ N, ϵ ∈ (0, 1), access to copies of |ψ⟩, and a constant c3 > 0.
1: Let |ψ0⟩ = |ψ⟩, ∆ = 2−2c3n, ϵ0 = ϵ, and ϵi = ϵ0 + i ·∆ for all i ∈ N.
2: Use the oracle SMCSP1−ϵ0,1−ϵ−∆ to binary-search s∗ ≤ s, the minimum circuit

size of |ψ⟩.
3: Set i = 1
4: while i < s∗ do
5: for all gates hi in G on all n+ t qubits do
6: if SMCSP1−ϵi,1−ϵi−∆(|ψi⟩, s∗ − i) = Yes then
7: Set gi = hi.
8: Let |ψi⟩ = g†i |ψi−1⟩.
9: Set i = i+ 1.

10: Break.
11: end if
12: end for
13: end while
14: return g1, . . . , gs∗ .
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The analysis is similar to the proof of Theorem 8.48. Notice that given access

to the quantum state |ψ⟩, we can uncompute the gates using a quantum computer.

Therefore, the search-to-decision reduction still holds.

Regarding SMCSP and SearchSMCSP which have the classical description of

|ψ⟩ as part of the inputs (instead of copies |ψ⟩), we can also obtain the search-to-

decision reduction following the same framework. The only difference is that the

algorithm uncomputes the gates from the states by matrix-vector multiplication in-

stead of applying the inverse of the gates on the states. The runtime of the matrix-

vector multiplication is poly(2n). Note that, as we have mentioned in Remark 8.11,

SearchSMCSP in this case does not need to have the upper bound s in the inputs.

Corollary 8.51. There exists a search-to-decision reduction for SMCSP, where the

search and the decision problems are given the classical descriptions of the states in

inputs.

It is worth noting that Algorithm 34 and Algorithm 33 do not directly work

when considering quantum circuits that are allowed to use ancilla qubits (i.e., t >

0). This follows from the fact that, based on definitions of UMCSP and SMCSP, a

quantum circuit C that implements the target unitary or state can apply an arbitrary

operator on the ancilla qubits, i.e., C†(U ⊗ I) ̸= I. In this case, we do not know

the unitary of C or the state of C|0⟩, and thus we cannot run Algorithm 34 and

Algorithm 33.

8.5.1.2 Self-reduction for SMCSP

In this section, we show that SMCSP is approximately self-reducible. In other

words, one can approximate the circuit complexity of an n-qubit state by computing

the circuit complexity of an (n− 1)-qubit state.
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Theorem 8.52. Let Aδ be an efficient algorithm for computing CC(|ϕ⟩, δ) for any

(n− 1)-qubit state |ϕ⟩. Let |ψ⟩ be any n-qubit state. Given (n, s) in unary, ϵ ∈ (0, 1),

and access to copies of |ψ⟩, CC(|ψ⟩, ϵ) can be approximated efficiently using Aδ.

Recall that CC(·, ϵ) denotes the quantum circuit complexity of the minimum

quantum circuit that approximates the given states with precision ϵ.

Proof. We first fix the gate set to be CNOT and all single-qubit rotations and prove

the theorem under this particular gate set. Then, we generalize the theorem to all

gate sets by the Solovay-Kitaev Theorem in Theorem B.1.

Let |ψ⟩ ∈ C2n be an arbitrary n-qubit quantum state. Without loss of gener-

ality, we can represent |ψ⟩ as

c0|0⟩|ψ0⟩+ c1|1⟩|ψ1⟩,

where c0, c1 ∈ C and |c0|2+ |c1|2 = 1. |1⟩ and |0⟩ are single-qubit states, and |ψ0⟩ and

|ψ1⟩ are states on n − 1 qubits and are not orthogonal in general. Our goal is show

upper and lower bounds for CC(|ψ⟩, ϵ) from CC(|ψ0⟩, δ) and CC(|ψ1⟩, δ).

To prove the upper and the lower bounds, we first estimate |c0|2 and |c1|2

to precision ϵ/4 by using quantum amplitude estimation. We denote the estimated

values as |c′0|2 and |c′1|2 and consider the following two cases.

1. |c′0|2 or |c′1|2 < ϵ/2; and

2. |c′0|2, |c′1|2 ≥ ϵ/2.

Upper bound In case that |c′0|2 (or |c′1|2) is less than ϵ
2
, |c1|2 (or |c0|2) must be

greater than 1 − 3ϵ
4
, which implies that the square of the inner product of |ψ⟩ and

|1⟩|ψ1⟩ (or |0⟩|ψ0⟩ ) is at least 1− 3ϵ
4
. Therefore,

CC(|ψ⟩, ϵ) ≤ CC(|ψ1⟩, ϵ/4) or CC(|ψ0⟩, ϵ/4).
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In case that both |c′0|2 and |c′1|2 are at least ϵ
2
, Let C0 = C|ψ0⟩,ϵ and C1 = C|ψ1⟩,ϵ.

Then, there exists C∗ that approximates |ψ⟩ with precision ϵ as follows:

|0n⟩ R⊗In−1−−−−→ c0|0⟩|0n−1⟩+ c1|1⟩|0n−1⟩
control−C1−−−−−−→ c0|0⟩|0n−1⟩+ c1|1⟩C1|0n−1⟩
X⊗In−1−−−−−→ c0|1⟩|0n−1⟩+ c1|0⟩C1|0n−1⟩
control−C0−−−−−−→ c0|1⟩C0|0n−1⟩+ c1|0⟩C1|0n−1⟩
X⊗In−1−−−−−→ c0|0⟩C0|0n−1⟩+ c1|1⟩C1|0n−1⟩

Here R is a single-qubit rotation gate that rotates |0⟩ to c0|0⟩ + c1|1⟩. Since

our gate set includes all single-qubit rotations, the cost of R is just 1. For control−C0

and control− C1, we can think of it as every gate in Ci is controlled by an additional

qubit, i.e., R becomes control − R and CNOT becomes Toffoli gate. By the compo-

sition methods in [NC11], we can implement these control gates with only constant

multiplicative overhead. Hence, |C∗| ≤ k · (|C0| + |C1|) + 3 for some constant k, and

we can conclude that

CC(|ψ⟩, ϵ) ≤ k · (CC(|ψ0⟩, ϵ) + CC(|ψ1⟩, ϵ)) + 3.

Lower bound Let C be the minimum quantum circuit that approximates |ψ⟩ with

precision ϵ.

When |c′0|2 and |c′1|2 are both at least ϵ/2, |c0|2 and |c1|2 are at least ϵ/4 where

|c′0|2 is the estimated value of |c0|2. Intuitively, we can obtain |ψ0⟩ or |ψ1⟩ by parallelly

applying C on O(1
ϵ
)-many |0n⟩ states and measuring the first qubits of all the outputs

states in the computational basis. By deferring all these measurements toward the

end of the computation, we obtain

CC(|ψi⟩, ϵ′) ≤ k∗(CC(|ψ⟩, ϵ) + h)
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for i = 0, 1, h = O(1), and k∗ = O(1/ϵ). Here ϵ ≤ ϵ′ ≤ (1− ϵ
4
)k

∗
+ ϵ. The additional

constant cost h is from the overhead of deferring measurements.

When |c′0|2 or |c′0|2 is at least 1 − ϵ/2, the circuit for |ψ⟩ is already a good

approximation for |ψ1⟩ following the same reason for proving the upper bound in the

same case. This implies that

CC(|ψi⟩, 4ϵ) ≤ CC(|ψ⟩, ϵ).

The reduction The algorithm is as follows:

1. Estimating |c0| and |c1| with precision ϵ/4.

2. Approximate CC(|ψ⟩, ϵ) according to |c′0| and |c′1|.

• When |c′0|2 or |c′1|2 ≤ ϵ
2
, compute CC(|ψi⟩, ϵ/4) and CC(|ψi⟩, 4ϵ) for i =

0, 1. Then,

CC(|ψi⟩, 4ϵ) ≤ CC(|ψ⟩, ϵ) ≤ CC(|ψi⟩, ϵ/4).

• When |c′0|2, |c′1|2 ≥ ϵ/2, compute CC(|ψi⟩, ϵ′) and CC(|ψi⟩, ϵ) for i = 0, 1.

Then,

1

k∗
·max
i=0,1

(CC(|ψi⟩, ϵ′))− h ≤ CC(|ψ⟩, ϵ) ≤ k · (CC(|ψ0⟩, ϵ) + CC(|ψ1⟩, ϵ)) + 3

For the running time of the reduction, we can estimate |c0|2 and |c1|2 with

precision ϵ/4 in time poly(1/ϵ) using quantum amplitude estimation. In case that

|c′0|2 (or |c′1|2) is less than ϵ
2
, we only need to compute CC(|ψ1⟩, ϵ/4) by having many

enough copies of |ψ1⟩, which can be efficiently obtained by measuring |ψ⟩. In case

that both |c′0|2 and |c′1|2 are at least ϵ
2
, |c0| and |c1| must be at least ϵ

4
. Then, we

can still obtain sufficiently many copies of |ψ0⟩ and |ψ1⟩ in time poly(1
ϵ
) to compute

CC(ψ0, ϵ) and CC(ψ1, ϵ).
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Finally, we generalize the results above to arbitrary universal gate set by ap-

plying the Solovay-Kitaev Theorem. This gives upper bounds multiplicative overhead

polylog CC(|ψi⟩,δ)
ϵ

and lower bounds multiplicative overhead polylog−1 CC(|ψi⟩,δ)
ϵ

, where

the choices of i and δ depend on the cases.

Remark 8.13. Theorem 8.52 also holds when the problem is given the classical descrip-

tion of the quantum state. When considering the version with classical descriptions

of states, the reduction becomes even simpler since c0 and c1 can be easily computed

from the input.

8.5.1.3 Reducing MQCSP to UMCSP

In the following, we present a reduction from MQCSP to UMCSP. We first

introduce a unitary that trivially encode a given Boolean function.

Definition 8.38 (Trivial unitary encoding of Boolean functions (Uf )). Let f : Zn →
Zm. We define Uf as a 2n+m × 2n+m unitary such that for all x ∈ Zn

Uf |x⟩|0⟩ = |x⟩|f(x)⟩

Obviously, given the truth table of a function f : {0, 1}n → {0, 1}m, one can

compute Uf in time poly(2n). Then, one might expect that the circuit complexity of

f is equal to of Uf (in Definition 8.38). However, this is not the case in general since

there are many unitaries that can compute f without the form of Uf . In the following

lemma, we show that one can give both upper and lower bounds for CC(f) by the

quantities CC(Uf , ϵ) and CC(Uf , 2ϵ)

Lemma 8.53.

CC(Uf , 2ϵ)

2
−m ≤ CC(f, ϵ) ≤ CC(Uf , ϵ)
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Proof. It is easy to see that given tt(f), one can compute Uf in time 2O(n+m) which

is polynomial in |T (f)| = 2n+m.

We first consider the case where CC(f) and CC(Uf ) can be computed with

probability 1. We can prove the first inequality as follows:

|x⟩|0⟩ Cf−→e−iθx|f(x)⟩|ψx⟩ (8.14)
copy−−→e−iθx|f(x)⟩|f(x)⟩|ψx⟩
C
†
f−→|f(x)⟩|x⟩|0⟩,

where e−iθ are the global coefficient that Cf might have for each θx. C†f (copy)Cf

perfectly computes Uf on all x ∈ {0, 1}n without any global coefficient. This implies

that for all |ψ⟩ ∈ C2n , C†f (copy)Cf computes Uf |ψ⟩ perfectly. The cost for applying

this circuit is 2CC(f)+m. Therefore, we can conclude that CC(Uf ) ≤ 2CC(f)+m.

The second inequality is true since a circuit for implementing Uf is also a circuit

for f by definition. Note that the global phase in Eq. (8.14) can be absorbed into

the second register; however, we write it down here to help explain why C†f (copy)Cf
implements Uf not just only on the computational basis, but on all the states.

In the following, we consider the case where we allow Uf and f to be computed

with probability at least some thresholds.

|x⟩|0⟩ Cf,ϵ−−→
√
1− ϵ|f(x)⟩|ψf(x)⟩+

√
ϵ(
∑

y ̸=f(x)

cy|y⟩|ϕ′x,y⟩)

Copy−−−→
√
1− ϵ|f(x)⟩|f(x)⟩|ψf(x)⟩+

√
ϵ(
∑

y ̸=f(x)

cy|y⟩|y⟩|ϕ′x,y⟩)

= |f(x)⟩(
√
1− ϵ|f(x)⟩|ψf(x)⟩+

√
ϵ(
∑

y ̸=f(x)

cy|y⟩|ϕ′x,y⟩))

+
√
ϵ(
∑

y ̸=f(x)

cy|y⟩|y⟩|ϕ′x,y⟩ −
∑

y ̸=f(x)

cy|f(x)⟩|y⟩|ϕ′x,y⟩)

C
†
f,ϵ−−→ |f(x)⟩|x⟩|0⟩+ |ψ′x⟩. (8.15)
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Since ⟨f(x), x, 0|ψ′x⟩ = −ϵ and ⟨ψ′x|ψ′x⟩ = 2ϵ, we have that

|ψ′x⟩ = −ϵ|f(x), x, 0⟩+
√
2ϵ− ϵ2|ψ′′x⟩.

Therefore, we can rewrite Eq. (8.15) as

(1− ϵ)|f(x), x, 0⟩+
√
2ϵ− ϵ2|ψ′′x⟩,

which implies that the circuit C†f,ϵ(Copy)Cf,ϵ can compute Uf with probability (1 −
ϵ)2 < 1 − 2ϵ, i.e., CC(Uf , 2ϵ) ≤ 2CC(f, ϵ) +m. CC(f, ϵ) ≤ CC(Uf , ϵ) is also trivial

by the definition.

We describe an algorithm to approximate CC(f) given an oracle to UMCSP.

Algorithm 35 A reduction from MQCSP to UMCSP

Input: Given tt(f) for f : {0, 1}n → {0, 1}m
1: Construct Uf .
2: Use UMCSP oracle to compute s = CC(Uf ).
3: return ( s

2
−m, s).

Theorem 8.54. MQCSP[s/2− 1, s] ≤ UMCSP.

Proof. By Lemma 8.53, CC(f, ϵ) is between CC(Uf ,2ϵ)

2
− 1 and CC(Uf , ϵ) when f is

a Boolean function. To compute CC(Uf , ϵ), we can use the oracle for UMCSP1−ϵ,β,

where β ≤ 1 − ϵ − 1
poly

. For CC(Uf , 2ϵ), we use the oracle for UMCSP1−2ϵ,β′ , where

β′ ≤ 1− 2ϵ− 1
poly

. This completes the proof.

Remark 8.14. One may expect that we can use Algorithm 35 and NP-hardness result

about multiMCSP to prove NP-hardness of UMCSP. However, since the reduction

for the multioutput MCSP generates functions with exponential-size output string, it

make the first inequality in Lemma 8.53 fail. Therefore, whether UMCSP is NP-hard

or not is still open.
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8.5.2 Applications of SMCSP and UMCSP

In this part, we give applications of UMCSP and SMCSP to other fields in

computer science and physics. For SMCSP, we focus on the version with multiple

quantum states as inputs.

8.5.2.1 Applications of UMCSP

A question Aaronson raised in [Aar16] is whether there exists an efficient

quantum process that generates a family of unitaries that are indistinguishable from

random unitaries given the full description of the unitary. Obviously, if we can solve

UMCSP efficiently, we can distinguish truly random unitaries from unitaries generated

from efficient quantum process.

Theorem 8.55. If UMCSP has efficient (quantum) algorithms, then there is no ef-

ficient quantum process that generates a family of unitaries indistinguishable from

random unitaries given the full description of the unitary.

Besides, some results about MQCSP in Section 8.4 also hold for UMCSP by

Theorem 8.54 and Algorithm 35. In the following, we list some results that trivially

holds.

Corollary 8.56. If UMCSP ∈ BQP, then there is no qOWF.

Corollary 8.57. If there exists a quantum-secure iO, then UMCSP ∈ BQP implies

NP ⊆ coRQP.

Corollary 8.58. Assume UMCSP ∈ BQP. Then, there exists a BQP algorithm that,

given the truth-table of an n-variable Boolean function of quantum circuit complexity

2Ω(n), output 2Ω(n) Boolean functions on m = Ω(n) variables each, such that all of the

output functions have quantum circuit complexity greater than 2m

(c+2)m
for any c > 0.

Corollary 8.56, Corollary 8.57 and Corollary 8.58 hold since we use the MQCSP

oracle as a distinguisher to distinguish functions whose sizes have a large gap, i.e.,
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functions with quantum circuit complexity poly(n) from functions with quantum cir-

cuit complexity 2Ω(n). As the UMCSP oracle can solve MQCSP[ s
2
− 1, s], the existence

of efficient algorithms for UMCSP also implies the same results.

Corollary 8.59. If UMCSP ∈ BQP, then BQE ̸⊂ BQC[nk] for all constant k ∈ N.

Corollary 8.59 holds because for the gap version of MQCSP with a constant

gap, it gives a promise BQP-natural property, which is defined in [AGG+20]. Sup-

pose we have an efficient quantum algorithm for solving MQCSP[2ϵn/2 − 1, 2ϵn] for

small constant ϵ, then it will reject any function with quantum circuit complexity

less than 2ϵn/2 and will accept another large subset of functions with quantum cir-

cuit complexity larger than 2ϵn. Then, we can use the technique in [AGG+20] to

construct the hard language L from the quantum PRG (Theorem 8.25) and promise

quantum natural property. The remaining proof of Theorem 8.24 will work after this

adaptation.

8.5.2.2 Pseudorandom states

An efficient algorithm for SMCSP gives an efficient distinguisher for separating

states with large circuit complexity from states with small circuit complexity given

many copies of the state. Obviously, this gives us a way to distinguish random states

from states that are generated from some efficient process.

Definition 8.39 (Pseudorandom states (PRS) ([JLS18])). Let κ be the security pa-

rameter. Let K be the key space and H be the state space both parameterized by

κ. A family of quantum states {|ψk⟩}k∈K ⊂ H is pseudorandom if the following

properties hold.

1. Efficiency: There is a quantum polynomial-time algorithm G that given k ∈ K,

can generate |ψk⟩.
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2. Indistinguishability: For all quantum polynomial-time algorithm A and any

m = poly(κ)

|Pr
k
[A(|ψk⟩) = 1]− Pr

|ψ⟩←µ
[A(|ψ⟩) = 1]| ≤ negl(κ),

where µ is the Haar measure on H.

Theorem 8.60. If SMCSP ∈ BQP, then there is no PRS and qOWF.

Proof. Let |ψ⟩ be the state and A be the algorithm to distinguish whether |ψ⟩ is

a truely random state or from a particular efficient algorithm. In the definition of

PRS, A knows the algorithm for constructing the PRS (but it does not know the

key.) Therefore, A also knows the circuit complexity s for generating the PRS |ψ⟩.
Suppose |ψ⟩ is an n-qubit PRS generated by a quantum circuit with size s, by solving

SMCSP with size parameter s and poly(s) copies of |ψ⟩, the adversary can distinguish

|ψ⟩ from a Haar random state with high probability since a Haar random state has

complexity exponential in n.

Finally, by [JLS18], there exist PRS assuming the existence of qOWF. Since

we can break any PRS scheme by solving SMCSP, we can also invert any qOWF by

solving SMCSP.

8.5.2.3 Estimating the wormhole volume

Integrating general relativity and quantum mechanics into a comprehensive

theorem for quantum gravity is one of the most challenging physics problems. The

AdS/CFT correspondence plays an important role in this line of research. The

AdS/CFT correspondence conjectures the duality between the Anti-de Sitter space

(i.e., the bulk) and a conformal field theory (i.e., the boundary). In particular, it

conjectures the dictionary maps from wormholes and operators in the bulk to quan-

tum states and operators on the boundary. One fascinating puzzle in Ads/CFT
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correspondence is about the volume of the wormhole. The volume of the wormhole

grows steadily with time; what is the quantity of the corresponding quantum state

on the boundary that has this feature? Susskind proposed the Complexity=Volume

Conjecture [Sus16]. It states that the wormhole volume equals the quantum circuit

complexity of the corresponding quantum state times some constant c. In the follow-

ing, we give a brief description of the Complexity=Volume Conjecture and related

backgrounds. One can see [Sus16, BFV20] for detailed discussions.

AdS/CFT Correspondence AdS/CFT correspondence conjectures a dual map

Φ between wormholes (AdS side) and quantum systems (CFT side). The setting

we consider here is wormholes with two-sided blackholes. Under this setting, the

CFT side is divided into left and right systems denoted by Hamiltonians HL and

HR, where the left and right CFT systems are on n qubits (compatible with the

entropy of the wormhole 2n). We denote the whole system (with both left and right

systems) as H = HL +HR. An early model of AdS/CFT goes under the ER=EPR

slogan: the wormhole (Einstein-Rosen Bridge) is dual to maximally entangled (EPR)

pair. The corresponding state is usually called the thermal field double (TFD) state

|TFD⟩ [MS13]

|TFD⟩ = 1√
2n

∑

i

e−Ei/β|i⟩L|i⟩R, (8.16)

where |i⟩L and |i⟩R are energy eigenstates of HL and HR.

The quantum state after time-t evolution is

|TFD(t)⟩ = e−iHt|TFD⟩.

Recall the dual map Φ between a wormhole (AdS side) and a quantum system (CFT

side), one can represent the wormhole after time t as Φ(e−iHt|TFD⟩) (and view

Φ(|TFD⟩) as the wormhole at time 0).

The statement of Complexity=Volume Conjecture can be stated as follows:
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Conjecture 8.61 (Complexity=Volume Conjecture [Sus16]). Consider a wormhole

and its corresponding CFT system H, for some suitable ϵ, c, and 0 ≤ t ≤ O(2n),

CCϵ(|TFD⟩, |TFD(t)⟩) = c · V olume(Φ(e−iHt|TFD⟩)),

where CCϵ(|TFD⟩, |TFD(t)⟩) is the circuit complexity for constructing |TFD(t)⟩
from |TFD⟩ with at most ϵ error.

The SMCSP oracle gives a way to identify the quantum circuit complexity of

the given state. This implies that if the dictionary map between the wormhole and

the quantum state is efficient, one can estimate the wormhole volume in two ways. 1)

Apply the dictionary map to transfer the wormhole to the corresponding state and

then apply the SMCSP oracle for the circuit complexity, which gives the wormhole

volume. 2) As it is hard to imagine mapping wormholes to states, one can view the

SMCSP oracle as a POVM and then uses the dictionary map to transfer the POVM

to the corresponding operators in the bulk to measure the volume. This gives the

following lemma.

Theorem 8.62. Assuming the Volume=Complexity Conjecture, if the dictionary map

can be computed in quantum polynomial time and SMCSP ∈ BQP, then one can

estimate the wormhole volume in quantum polynomial time when the volume is at

most polynomially large.

Here, we require the volume is at most polynomially large. This follows from

the fact that we need a upper bound polynomial in n for doing binary search to find

the circuit complexity with an efficient SMCSP algorithm. If the upper bound is

2O(n), the running time of the SMCSP algorithm can be poly(2n). Therefore a quan-

tum polynomial-time algorithm for SMCSP in this case would not imply a quantum

polynomial-time algorithm for estimating the wormhole’s volume.

Besides, recall that the wormhole is initially described by |TFD⟩. So, we also

need to modify the definition of SMCSP to allow such an initial state.
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Bouland et al. in [BFV20] used this correspondence in a reverse way. In

particular, they showed that if the dictionary map and simulating the state in the

bulk are efficient (i.e., the quantum Extended Church-Turing thesis holds for quantum

gravity), then one can efficiently distinguish certain PRS from Haar random state by

mapping the state to the wormhole in the bulk and do the simulation in the bulk

to estimate the volume. Following this idea, we can also conclude that if there is a

quantum polynomial time algorithm for estimating the wormhole’s volume, then one

can compute the circuit complexity of the corresponding quantum state efficiently

assuming the the Volume=Complexity Conjecture and that the dictionary map is

efficient24.

8.5.2.4 Succinct state tomography

In the following, we show that solving SMCSP can help to have a succinct

answer to state tomography for states which are generated from a polynomial-size

circuit without any measurement.

Definition 8.40 (Succinct state tomography). Let |ψ⟩ be an n-qubit quantum state

that is generated from a quantum circuit C of size s without using measurement and

ancilla qubits. Given poly(n) copies of |ψ⟩ and an upper bound s′ where s ≤ s′ ≤
poly(n), the problem is to output a succinct description (e.g., C) of |ψ⟩.

Theorem 8.63. Succinct state tomography in Def. 8.40 reduces to SMCSP.

Proof. Obviously, succinct state tomography reduces to the search version of SMCSP.

By the search-to-decision reduction in Theorem 8.50, we can solve succinct state

tomography by solving SMCSP.

24Note that this does not give an efficient algorithm for solving SMCSP in general since it can
only solve SMCSP for CFT states.
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8.6 Proof for the Hardness of MQCSP

Theorem 8.14. MQCSP ∈ QCMA.

Proof. The certificate is still the classical description of a quantum circuit C that has

size at most s and operates on at most n+ t qubits. The verifier first implements C.

Then, the verifier repeats evaluating C|x, 0t⟩ and measuring the first qubit ℓ = poly(2n)

times. We denote the measurement outcomes of the ℓ trials as binary random variables

X1, . . . , Xℓ which are all independent. Finally, the verifier checks if for all x ∈ {0, 1}n,
there are at least α+β

2
of the outcomes are consistent with f(x).

For the yes instance, we have the promise that ∥(⟨f(x)|⊗In+t−1)C|x, 0t⟩∥2 ≥ α

for all x ∈ {0, 1}n. Let X =
∑n

i=1Xi. By using the second statement of Chernoff

inequality, we have that Pr[X ≤ (α+β)ℓ
2

] ≤ exp
(
− (α+β)2ℓ

8α

)
. By setting ℓ = poly(2n),

we obtain Pr[X ≤ (α+β)ℓ
2

] ≤ e− poly(2n). This implies that Pr[X ≥ (α+β)ℓ
2

for all x ∈
{0, 1}n] ≥ 1 − e− poly(2n). For the no instance, we can do the similar analysis using

Chernoff bound and show that there exists x ∈ {0, 1}n such that Pr[X ≥ (α+β)ℓ
2

] is

negligible.

Theorem 8.15. SZK ⊆ BPPMQCSP

Proof of Theorem 8.15. Let (n,C0, C1) be a PIID instance, where C0, C1 : {0, 1}m →
{0, 1}m′ of size nk. For b = 0, 1 and x ∈ {0, 1}m, we let fb(x) = Cb(x). Then, similar

to the proof for Theorem 8.20, the idea is using fb to construct a pseudorandom

generator Ĝ and break Ĝ by applying the MQCSP oracle. Specifically, the algorithm

is as follows:
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Algorithm 36 A PPT algorithm A for PIID with MQCSP oracle

Input: C0, C1 of size nk and m-qubit input.
1: Pick x uniformly randomly from {0, 1}m.
2: Compute f0(x).
3: Use f0(x) to generate a pseudorandom string Gf0(x)(r) as in Lemma 8.18.
4: Use Gf0(x)(r) to generate the truth table tt(g) = Ĝ(r) as in Lemma 8.19.
5: Apply the inverting algorithm AMQCSP

inv with access to function f1 in Theorem 8.20
to invert f1 for x′. Note that the function used in the inverting algorithm is f1
instead of f0.

6: return “Yes” if C0(x) = C1(x
′); “No” if C0(x) ̸= C1(x

′).

In Algorithm 36, we do not explicitly describe the inverting algorithms Ainv.

However, based on Theorem 8.20, such algorithms must exist.

Then, when (C0, C1) is a no instance, i.e., Prx∈{0,1}m [∃y ∈ Im(C0) such that C1(x) =

y] ≤ 1
2n

, the probability that there exists x′ such that C1(x
′) = C0(x) over x is at

most 1/2n. In this case, Algorithm 36 outputs “Yes” with probability at most 1/2n.

When (C0, C1) is a yes instance, C0 and C1 has statistical distance 1/2n over

x ∈ {0, 1}m. Then, the success probability of the algorithm A in Algorithm 36 is

Pr[A(C0, C1) = “Yes”] = Pr
x
[f1(A

MQCSP
inv (f1, f0(x))) = f0(x)]

=
∑

y∈{0,1}m′

Pr
x
[f0(x) = y] Pr

x
[f1(A

MQCSP
inv (f1, y)) = y|y]

Note that if we compute f1(x) (instead of f0(x)) at step 2 in Algorithm 36, then the

success probability of A is

Pr
x
[f1(A

MQCSP
inv (f1, f1(x))) = f1(x)] =

∑

y∈{0,1}m′

Pr
x
[f1(x) = y] Pr

x
[f1(A

MQCSP
inv (f1, y)) = y|f1(x) = y]

≥ 1/ poly(n).

The last inequality follows from Theorem 8.20. The MQCSP oracle can break Ĝ due

to the fact that the construction of Ĝ is a small classical circuit and thus also a small

quantum circuit. Therefore, we can use the MQCSP oracle to distinguish it from a

truely random string.
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The difference between these two probabilities above is

Pr
x
[f1(A

MQCSP
inv (f1, f0(x))) = f0(x)]− Pr

x
[f1(A

MQCSP
inv (f1, f1(x))) = f1(x)]

=
∑

y

Pr
x
[f1(A

MQCSP
inv (f1, y)) = y|f1(x) = y](Pr

x
[f0(x) = y]− Pr

x
[f1(x) = y])

≤
∑

y

(Pr
x
[f0(x) = y]− Pr

x
[f1(x) = y]) ≤ 1

2n
.

The last inequality follows from the definition of statistical distance. Therefore, Al-

gorithm 36 succeeds with probability at least 1/ poly(n) − 2−n for a “Yes” instance.

Finally, we can amplify the success probability for the yes instance to 2/3 by repeti-

tion. Thus, PIID ∈ BPPMQCSP.

8.7 Learning Theory

In this section, we provide the details of Section 8.4.2 on the connection be-

tween learning theory and MQCSP.

8.7.1 PAC learning

Let us recall the definition of PAC learning.

Definition 8.22 (PAC learning over the uniform distribution with membership

queries). Let C be a circuit class and let ϵ, δ > 0. We say an algorithm (ϵ, δ)-PAC-

learns C over the uniform distribution with membership queries if the following hold.

For every n ∈ N and n-variate f ∈ C, given membership query access to f , the algo-

rithm outputs a circuits C such that with probability at least 1− δ over its internal

randomness, we have Prx∈{0,1}n [f(x) ̸= C(x)] < ϵ. The running time of the learning

algorithm is measured as a function of n, 1/ϵ, 1/δ and, size(f).

The following theorem shows that efficient PAC-learning for BQP/poly is equiv-

alent to efficient algorithms for MQCSP. Here, BQP/poly is defined as
⋃
s≤poly(n) BQC(s)
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Theorem 8.22 (Equivalence of efficient PAC learning for BQP/poly and efficient

randomized algorithm for MQCSP).

• If MQCSP ∈ BPP, then there is a randomized algorithm that (1/ poly(n), δ)-PAC

learns f ∈ BQP/poly under the uniform distribution with membership queries

for every δ > 0. Specifically, the algorithm runs in quasi-polynomial time.

• If there is a randomized algorithm that (1/ poly(n), δ)-PAC learns f ∈ BQP/poly

under the uniform distribution with membership queries for some δ > 0 in

2O(n) time, then we have MQCSP[poly(n), ω(poly(n)), poly(n), τ ] ∈ BQP and

MQCSP[poly(n), ω(poly(n)), O(n), τ ] ∈ BPP for every τ > 0.

Proof.

• The key ingredient to show MQCSP ∈ BPP implies efficient PAC learning for

BQP/poly is the “learning from a natural property” framework by [CIKK16].

First, note that BQP/poly is a circuit class that contains P/poly and hence

can implement both the Nisan Wigderson generator and the Direct Product

+ Goldreich-Levin amplification. Second, MQCSP ∈ BPP implies there is a

BPP-natural property against BQP/poly. Finally, by Theorem 5.1 of [CIKK16],

there is a randomized algorithm that (1/ poly(n), δ)-PAC learns f ∈ BQP/poly

under the uniform distribution with membership queries for every δ > 0 in

quasipolynomial time.

• LetALG be a randomized algorithm that (1/ poly(n), δ)-PAC learns f ∈ BQP/poly

under the uniform distribution with membership queries for some δ > 0. We de-

sign the following randomized algorithm for MQCSP[poly(n), ω(poly(n)), t(n), τ ]

where t(n) is the number of ancilla bits that will be determined later. For every

τ > 0, let ϵ = τ/2.
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Algorithm 37 A quantum algorithm for MQCSP[poly(n), ω(poly(n)), t(n), τ ]

Input: The truth table T of a n-variate Boolean function f .
1: for i = 1, . . . , 10⌈log 1/δ⌉ do
2: Run ALG and supply the membership query with the truth table T . Let Ci

be the output of ALG.
3: Uniformly and independently sample x1, . . . , xℓ ∈ {0, 1}n where ℓ =
⌈100 log(1/δ)/ϵ2⌉.

4: if |{j ∈ [ℓ] : Ci(xj) ̸= f(xj)}| < ϵ
10
· ℓ then

5: Break and output “Yes”.
6: end if
7: end for
8: Output “No”.

Let us analyze the correctness of the above algorithm. First, if f is an Yes

instance, i.e., there exists a polynomial size quantum circuit C that computes

f , then due to the correctness of ALG, PrCi
[|{x ∈ {0, 1}n : Ci(x) ̸= f(x)}| <

2n/ poly(n)] > δ for each i. Namely, with probability at least 9/10, there exists

an i ∈ [10⌈log 1/δ⌉] such that |{x ∈ {0, 1}n : Ci(x) ̸= f(x)}| < 2n/ poly(n). For

this specific i, by Chernoff bound, with probability at least 9/10 the algorithm

will go to line 5 and output “Yes”. That is, the above algorithm accepts an Yes

instance with probability at least 2/3 as desired.

Next, if f is a No instance, i.e., for every polynomial size quantum circuit C, we

have |{x ∈ {0, 1}n : C(x) ̸= f(x)}| ≥ τ · 2n > ϵ · 2n. For each i ∈ [10⌈log 1/δ⌉],
Ci is a polynomial size circuit and hence by Chernoff bound, the algorithm goes

to line 5 with probability at most 2−Ω(ϵ2ℓ). Due to the choice of ℓ, we know that

the algorithm will output “No” with probability at least 2/3. That is, the above

algorithm rejects an No instance with probability at least 2/3 as desired.

Finally, the running time of the algorithm is poly(Time(ALG), 1/δ, 1/ϵ, n,m)

where the dependency on poly(n,m) is for calculating Ci(xj) using the quan-

tumness. Note that this running time is poly(2n) and hence we conclude that

MQCSP[poly(n), ω(poly(n)), t(n)] ∈ BQP.

431



When the number of ancilla bits is O(n), note that we can calculate Ci(xj) in

poly(2n) time and hence MQCSP[poly(n), ω(poly(n)), t(n)] ∈ BPP

8.7.2 Quantum learning

As it could be the case that MQCSP might have non-trivial quantum algorithm,

it is also of interest to study the connection to quantum learning.

Definition 8.23 (Quantum learning). Let C be a circuit class of boolean functions

and let ϵ, δ > 0. We say a quantum algorithm (ϵ, δ)-learns C if the following hold. For

every n ∈ N and n-variate f ∈ C, given quantum oracle access to f , the algorithm

outputs a polynomial-size quantum circuit U such that with probability at least 1−δ,
we have Ex∈{0,1}n [|(⟨f(x)| ⊗ I)U |x, 0m⟩|2] > 1 − ϵ. The running time of the learning

algorithm is measured as a function of n, 1/ϵ, 1/δ and, size(f).

It turns out that efficient quantum learning for a circuit class C is equivalent

to efficient quantum algorithm for its corresponding MCSP, i.e., C-MCSP.

Theorem 8.23 (Equivalence of efficient quantum learning and efficient quantum

algorithm for C-MCSP). Let C be a circuit class.

• If C-MCSP ∈ BQP, then there exists a quantum algorithm that (1/ poly(n), δ)-

learns C for every δ > 0. Specifically, the algorithm runs in polynomial time.

• If there exists a quantum algorithm that (ϵ, δ)-learns C in time 2O(n) for some

constants ϵ, δ ∈ (0, 1/2), then we have C-MCSP[poly(n), ω(poly(n)), τ ] ∈ BQP

for every τ > 0.

Proof.

• The key idea is to quantize the “learning from a natural property” frame-

work [CIKK16]. Let us start with three important lemmas from [AGG+20].
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Lemma 8.64 (Corollary of Lemma 4.3 and Lemma 4.4 in [AGG+20]). Let

L, sD : N → N be constructive functions and γ ∈ (0, 1) with 1 ≤ L(n) ≤ 2n

for every n ∈ N. There exists an algorithm ANW on input 1n and 1L outputs

code(CNW ) for a quantum circuit CNW in time S(n) = poly(n, L(n), sD(n))

with the following properties. In the following, we abbreviate L = L(n) and

sD = sD(n).

There exists a constant c > 0 and an oracle function NWO : {0, 1}m → {h :

{0, 1}logL → {0, 1}} where m = cn2 and size(NWO(z)) = poly(n, size(O)) for

all z ∈ {0, 1}m. Let g : {0, 1}n → {0, 1}. Suppose there is a quantum circuit D

of size at most sD with
∣∣∣∣ Pr
z∈{0,1}m,D

[D(NW g(z)) = 1]− Pr
y∈{0,1}L

[D(y) = 1]

∣∣∣∣ ≥ γ .

Then CNW on input code(D) and with oracle access to g, outputs code(C) for a

quantum circuit C of size O(L2 · sD). With probability Ω(γ/L2) over the output

measurement of CNW , we have

Pr
x∈{0,1}n,C

[C(x) = g(x)] ≥ 1

2
+

γ

2L
.

Lemma 8.65 (Lemma 4.5 in [AGG+20]). Let k, s : N → N be constructive

functions and γ > 0. There exists an algorithm AGL such that on input 1n and

1k(n) outputs a circuit CGL of size poly(n, k(n), s(n)) in time poly(n, k(n), s(n))

with the following properties. In the following, we abbreviate k = k(n) and

s = s(n).

Let f : {0, 1}kn → {0, 1}k. Suppose there is a quantum circuit C of size at most

s satisfying

E
x∈{0,1}kn

E
r∈{0,1}k

[|(⟨f(x) · r| ⊗ I)C|x, r, 0m⟩|2] ≥ 1

2
+ γ .

Then CGL on input code(C) outputs code(GO) for a quantum oracle circuit GO

of size O(kn) such that

E
x,GC

[|(⟨f(x)| ⊗ I)GC |x, 0k+m+1⟩|2] ≥ γ3

2
.
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Lemma 8.66 (Theorem in 4.28 [AGG+20]). Let k, s : N → N be construc-

tive functions and ϵ, δ ∈ (0, 1). There exists a constant c ≥ 1 and an algo-

rithm AIJKW such that on input 1n and 1k(n) outputs a circuit CIJKW of size

poly(n, k(n), s(n), log 1/δ, 1/ϵ) in time poly(n, k(n), s(n), log 1/δ, 1/ϵ) with the

following properties. In the following, we abbreviate k = k(n) and s = s(n).

Let g : {0, 1}n → {0, 1}. Suppose k is an even integer with

k ≥ c · 1
δ

[
log

1

δ
+ log

1

ϵ

]
,

and suppose G is a quantum circuit of size at most s defined over Sn,k := {S ⊂
{0, 1}n : |S| = k} with k output bits with

E
B∼Sn,k,G

[G(B) = gk(B)] ≥ ϵ .

Then CIJKW on input code(G) outputs code(C) for a quantum circuit C of size

poly(n, k, s, log(1/δ), 1/ϵ) such that

E
x∼{0,1}n,C

[C(x) = g(x)] ≥ 1− δ .

Now, we are ready to describe our quantum learning algorithm for C.

Algorithm 38 A quantum learning algorithm for C

Input: 1n, quantum oracle access to n-variate f ∈ C, and parameters δ ∈ (0, 1).
1: Let L = poly(n), ϵ = 1/ poly(n), and k = ⌈c · 1

δ
(log 1

δ
+ log 1

ϵ
)⌉.

2: CNW ← ANW (1kn+k); CGL ← AGL(1
n, 1k); CIJKW ← AIJKW (1n, 1k).

3: Let code(D) be the description of a quantum circuit solving C-MCSP with truth
table size L.

4: Use the oracle access to f to build an oracle access to NW g where g :
{0, 1}kn × {0, 1}k → {0, 1} with g(x1, . . . , xk, r1, . . . , rk) = ⊕ki=1(ri · f(xi)) for
every x1, . . . , xk ∈ {0, 1}n and r1, . . . , rk ∈ {0, 1}.

5: code(C̃)← Cg
NW (code(D))

6: code(GO)← CGL(code(C̃)).
7: C ← CIJKW (code(GC̃)).
8: Output C.
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Let us analyze the correctness and running time of Algorithm 38 simultane-

ously. Let f : {0, 1}n → {0, 1} ∈ C be the function we want to learn. Let g :

{0, 1}kn×{0, 1}k → {0, 1} be g(x1, . . . , xk, r1, . . . , rk) = ⊕ki=1(ri ·f(xi)) for every

x1, . . . , xk ∈ {0, 1}n and r1, . . . , rk ∈ {0, 1}. Observe that if size(f) = poly(n),

then size(NW g) = poly(n) = poly(logL).

Next, if C-MCSP ∈ BQP, then there exists a quantum algorithm D running in

time poly(L) with
∣∣∣∣ Pr
z∈{0,1}m,D

[D(NW g(z)) = 1]− Pr
y∈{0,1}L

[D(y) = 1]

∣∣∣∣ ≥
1

3
.

By Lemma 8.64, Cg
NW (code(D)) outputs the description of a quantum circuit

C of size O(L2 · size(D)) = poly(n) in time poly(L, size(D)) such that with

probability Ω(1/L2),

Pr
x1,...,xr∈{0,1}n
r1,...,rk∈{0,1},C

[C(x1, . . . , xk, r1, . . . , rk) = g(x1, . . . , xk, r1, . . . , rk)] ≥
1

2
+

1

6L
.

Next, by Lemma 8.65, CGL(code(C)) outputs the description of an oracle quan-

tum circuit GO of size O(kn · size(C)) = poly(n) in time poly(n, k) such that

E
x1,...,xk,GC

[
|(⟨fk(x1, . . . , xk)| ⊗ I)GC |x, 0k+m+1⟩|2

]
≥ Ω

(
1

L3

)
=

1

poly(n)
.

Finally, by Lemma 8.66, CIKJW (code(G)) outputs the description of a quantum

circuit C of size poly(n, k, size(G), log(1/δ), 1/ϵ) = poly(n, 1/δ, 1/ϵ) = poly(n) in

time poly(n) such that

E
x∼{0,1}n,C

[C(x) = g(x)] ≥ 1− δ .

We conclude that there is a polynomial time (1/3, δ)-quantum learning algo-

rithm for C.

• Let ALG be a (ϵ, δ)-quantum learning algorithm for C for some ϵ, δ ∈ (0, 1/2).

We design the following quantum algorithm for C-MCSP[poly(n), ω(poly(n)), τ ].

For every τ > 0, let ϵ = τ/4 and ϵ′ = τ/2.
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Algorithm 39 A quantum algorithm for C-MCSP[poly(n), ω(poly(n)), τ ]

Input: The truth table T of a n-variate Boolean function f .
1: for i = 1, . . . , 10⌈log 1/δ⌉ do
2: Run ALG and supply quantum oracle access to f using the truth table T . Let
Ci be the output of ALG. Let Ui be the unitary corresponding to Ci.

3: Uniformly and independently sample x1, . . . , xℓ ∈ {0, 1}n where ℓ =
⌈100 log(1/δ)/ϵ2⌉.

4: if
∑

j∈[ℓ] |(⟨f(xj)| ⊗ I)Ui|x, 0m⟩|2 ≥ (1− ϵ+ϵ′

2
) · ℓ then

5: Break and output “Yes”.
6: end if
7: end for
8: Output “No”.

Let us analyze the correctness of the above algorithm. First, if f is an Yes

instance, i.e., there exists a polynomial size circuit C (from the circuit class C)

that computes f , then due to the correctness of ALG, PrCi
[Ex∈{0,1}n [|(⟨f(x)| ⊗

I)Ui|x, 0m⟩|2] > 1 − ϵ] > δ for each i. Namely, with probability at least 9/10,

there exists an i ∈ [10⌈log 1/δ⌉] such that Ex∈{0,1}n [|{x ∈ {0, 1}n : |(⟨f(x)| ⊗
I)Ui|x, 0m⟩|2}|] ≥ 1− ϵ. For this specific i, by Chernoff bound, with probability

at least 9/10 the algorithm will go to line 5 and output “Yes”. That is, the above

algorithm accepts an Yes instance with probability at least 2/3 as desired.

Next, if f is an No instance, i.e., for every polynomial size circuit C (from the

circuit class C), at least τ fraction of x ∈ {0, 1}n has |(⟨f(x)| ⊗ I)Ui|x, 0m⟩|2 ≤
1/2. Hence, by the choice of ϵ′, we have Ex∈{0,1}n [|(⟨f(x)| ⊗ I)Ui|x, 0m⟩|2] <
(1− ϵ′). For each i ∈ [10⌈log 1/δ⌉], Ci is a polynomial size circuit and hence by

Chernoff bound, the algorithm goes to line 5 with probability at most 2−Ω(ϵ2m).

Due to the choice of m, we know that the algorithm will output “No” with

probability at least 2/3. That is, the above algorithm rejects an No instance

with probability at least 2/3 as desired.

Finally, the running time of the algorithm is poly(Time(ALG), 1/δ, 1/ϵ, n,m)

where the dependency on poly(n,m) is for calculating Ci(xj) using the quan-
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tumness. Note that this running time is polynomial in the size of the truth

table and hence we conclude that C-MQCSP[poly(n), ω(poly(n)), τ ] ∈ BQP.

8.8 Proofs in Section 8.4.3

In this section, we provide some missing proofs in Section 8.4.3.

8.8.1 Proof for Theorem 8.26

The goal of this section is to prove Theorem 8.26.

Theorem 8.26. If MQCSP ∈ BQP, then BPEQCMA contains a function with maximum

quantum circuit complexity. Furthermore, BQPQCMA ̸⊂ BQC[nk] for any constant

k > 0.

Proof. We follow the proof of a classical result in [KC00, Theorem 10].

We first determine the maximum quantum circuit complexity for all Boolean

functions using an MQCSP oracle. For each s = 2O(n), 2O(n) − 1, · · · , decide if there

exists a function fs such that qCC(fs) ≥ s. The first s we meet such that fs exists is

the maximum quantum circuit complexity. It can be achieved by a QCMA algorithm

with input 1s, by the assumption MQCSP ∈ BQP. Hence, in classical 2O(n) time with

query access to a QCMA oracle, we can find the maximum quantum circuit complexity

s⋆ with high probability.

Then, we can construct the truth table by guessing bit-by-bit. We start from

the empty truth table T = ∅. We first try to choose the first bit T1 = 0 and decide if

T can be extended to a truth table with quantum circuit complexity s⋆, which can be

done by a QCMA oracle query. If the answer is “No”, we set T1 = 1. Then, we iterate

over all bits of T . It is easy to see that in O(2n) time we can construct T with high

probability.
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Therefore, we get a BPEQCMA algorithm for the maximum quantum circuit

complexity problem, which immediately gives a BPEQCMA algorithm for computing

such hard functions. By Claim 8.74, this function has quantum circuit complexity

at least Ω(2n/n). Hence, by a padding argument for quantum circuits, we obtain a

polynomial lower bound for BQPQCMA.

8.8.2 Proof of Quantum Antichecker Lemma

The goal of this section is to prove Lemma 8.30.

Lemma 8.30 (Antichecker lemma for quantum circuits). Assume QCMA ⊆ BQC[poly].

Then for any λ ∈ (0, 1) there are circuits {C2n}∞n=1 of size 2n+O(nλ) which given the

truth table tt(f) ∈ {0, 1}2n , outputs 2O(nλ) n-bit strings y1, . . . , y2O(nλ) together with

bits f(y1), . . . , f(y2O(nλ)) forming a set of anticheckers for f , i.e. if f is hard for quan-

tum circuits of size 2n
λ then every quantum circuit of size 2n

λ
/2n fails to compute f

on one of the inputs y1, . . . , y2O(nλ).

Proof. The proof follows [CHO+20].

Let λ ∈ (0, 1) and f be a Boolean function with n input bits that is hard for

2n
λ-size quantum circuits.

For i ≥ 0 and s ∈ [0, 1], define the predicate:

Pf (y1, . . . , yi)[s] = 1 ⇐⇒

≤ s fraction of all quantum circuits of size 2n
λ

/2n compute f correctly on y1, . . . , yi.

We also define the function:

Rf (y1, . . . , yi) := #
{

quantum circuits of size 2n
λ

/2n compute f correctly on y1, . . . , yi
}
.

Then, we construct y1, . . . , y2O(nλ) iteratively. It is easy to see that Pf (·)[1] = 1.

Suppose we already have y1, . . . , yi−1 such that Pf (y1, . . . , yi−1)[(1 − 1/4n)i−1] = 1
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holds. We want to find yi such that Pf (y1, . . . , yi)[(1−1/4n)i] = 1. We will construct

a formula F of size 2O(nλ) such that if Rf (y1, . . . , yi−1) ≥ 2n2, then

Pf (y1, . . . , yi−1)
[
(1− 1/4n)i−1

]
= 1

⇒ ∃yi F (y1, . . . , yi, f(y1), . . . , f(yi)) = 1

⇒ Pf (y1, . . . , yi)
[
(1− 1/4n)i

]
= 1.

We first show how to find yi given this formula F . The idea is to use Valiant-

Vazirani Isolation Lemma. Let r be uniformly chosen from {2, n + 1} and let h :

{0, 1}n → {0, 1}r be uniformly chosen from a pairwise independent hash family Hn,r.

Consider the following predicate

F r,h(y1, . . . , yi−1, z, f(y1), . . . , f(yi−1), f(z)) :=

F (y1, . . . , yi−1, z, f(y1), . . . , f(yi−1), f(z)) ∧ h(z) = 0r.

The quantum circuit size of F r,h is 2O(nλ).

By the Isolation Lemma, for fixed y1, . . . , yi−1, with probability at least 1/8n,

there is a unique z such that

F r,h(y1, . . . , yi−1, z, f(y1), . . . , f(yi−1), f(z)) = 1.

If we sample 2O(nλ) many tuples of (r, h), then the probability that none of

those (r, h) will lead to unique solution of F r,h is less than 2−2
O(nλ)/8n ≤ 2−2

O(nλ)

by choosing proper constant. On the other hand, the total number of all possible

y1, . . . , yi−1, f(y1), . . . , f(yi−1) is at most 22
O(nλ) . It means that there exists a set R

of 2O(nλ) tuples of (r, h) such that for any y1, . . . , yi−1, f(y1), . . . , f(yi−1), there exists

an (r, h) ∈ R that makes F r,h have unique solution. Note that R can be hard-wired

into the circuit Cn. Hence, the j-th bit of the antichecker yi can be computed by the

following formula of size 2n+O(nλ):
∨

z∈{0,1}n
zj ∧ F r,h(y1, . . . , yi−1, z, f(y1), . . . , f(yi−1), f(z)). (8.17)
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Then, we need to select an (r, h) from R that gives the unique yi. This task is in

QCMA, and by assumption, QCMA ⊆ BQC[poly]. So, we just need to apply a 2O(nλ)-

size quantum circuit. Once we have yi, f(yi) can be obtained from tt(f) via an

Address function, which can be implemented by a circuit of size 2n+O(logn).

By repeating this process, we can get y1, . . . , y2O(nλ) and f(y1), . . . , f(y2O(nλ))

by a 2n+O(nλ) circuit. Then, we need to check Rf (y1, . . . , y2O(nλ)) ≥ 2n2. Deciding

whetherRf (y1, . . . , yi) ≥ 2n2 is in QCMA ⊆ BQC[poly] with input (y1, . . . , yi, f(y1), . . . , f(yi), 12
O(nλ)

)

since the witness is 2n2 quantum circuits each of size 2nλ
/2n, which can be represented

by a 2O(nλ) binary string. The witness can be checked by simulating the quantum cir-

cuits. Therefore, there exists a 2O(nλ) quantum circuit for it. When Rf (y1, . . . , yi) ≤
2n2, the 2n2 circuits of size 2n

λ
/2n can be generated by an QCMAcoQCMA algorithm.

And since QCMA ⊆ BQC[poly], by uncomputing the garbage, we can show that

QCMAcoQCMA ⊆ BQC[poly] and this step can be done by a 2O(nλ) quantum circuit.

For each circuit, by exhaustively searching, we can find an n-bit string that witness

the error. The circuit size of this step is 2n+O(nλ).

In order to construct F , we use a result in [OPS19] (Lemma 23) showing that

if Pf (y1, . . . , yi−1)[(1− 1/4n)i−1] = 1 and Rf (y1, . . . , yi−1) ≥ 2n2, then

∃yi Pf (y1, . . . , yi)
[
(1− 1/4n)i−1(1− 1/2n)

]
= 1. (8.18)

The proof is by a standard counting argument, and by examining the proof, we find

that it also holds for quantum circuits.

By Eq. (8.18), we know that there exists a yi such that ≤ (1 − 1/4n)i−1(1 −
1/2n) < (1 − 1/4n)i fraction of circuits of size 2n

λ
/2n that can compute f on

y1, . . . , yi. The remaining task is to find a witness (which is F ) that can certify

Pf (y1, . . . , yi) [(1− 1/4n)i] = 1. We can use an approximate counting with linear

hash functions to construct F . More specifically, by [Jeř09], the witness is a set of

matrices A1, . . . , A2O(nλ) defining an injective map from the Cartesian power of the

set of all circuits of size 2n
λ
/2n that compute f on y1, . . . , yi to the same Cartesian
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power of (1 − 1/4n)i fraction of the set of all circuits of size 2n
λ
/2n. The existence

of these matrices can be decided by an QCMAcoQCMA algorithm, which can also be

decided by a 2O(nλ) quantum circuit, by our assumption.

8.8.3 Quantum Impagliazzo-Wigderson generator

The goal of this section is to prove Lemma 8.28.

Lemma 8.28 (Quantum Impagliazzo-Wigderson generator). For every ϵ > 0, there

exist c, d ∈ N such that the truth table of a Boolean function f : {0, 1}cn → {0, 1} of

quantum circuit complexity 2ϵcn can be transformed in time O(2n) into a pseudoran-

dom generator G : {0, 1}dn → {0, 1}2n running in time O(2n) that can fool quantum

circuits of size 2O(n), i.e., for any p > 0, any quantum circuit C of size at most 2pn,
∣∣∣∣ Pr
x∼{0,1}dn,C

[C(G(x)) = 1]− Pr
y∼{0,1}2n ,C

[C(y) = 1]

∣∣∣∣ ≤ 2−n.

Before giving the proof, we first recall some necessary definitions and lemmas

in the previous work.

Lemma 8.67 (A variant of Lemma 4.29 in [AGG+20]). Let L : {0, 1}∗ → {0, 1} be a

language that is randomly reducible to the language L′. For every n, suppose we have

the description of a quantum circuit U such that

E
x∈{0,1}n

[
∥ΠL′(x)U |x, 0q⟩∥2

]
≥ 1− 1

nk
,

for some k ≥ 2b+ a.

There is a O(|U | · poly(n))-size quantum circuit Ũ that satisfies

∥Π̃xŨ |0, x, 0q
∗⟩∥2 ≥ 1− 2−2n+1 for every x ∈ {0, 1}n,

where Π̃x = |L(x)⟩⟨L(x)| ⊗ |x⟩⟨x| ⊗ |0q∗⟩⟨0q∗| and q∗ = poly(n).

Definition 8.41 (Expander walks). Let G be a graph with vertex set {0, 1}n and

degree 16. Let the expander walk generator EW : {0, 1}n× [16]k → {0, 1}nk such that

EW(v, d) := (v1, . . . , vk), where v1 = v and vi+1 is the di-th neighbor of vi in G.
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Definition 8.42 (Nearly disjoint subsets). Let Σ = {S1, . . . , Sk} be a family of

subsets of [m] of size n. We say Σ is γ-disjoint if |Si ∩ Sj| ≤ γn for any i ̸= j.

For r ∈ {0, 1}m, S ⊆ [m], let r|S be the restriction of r to S. Then, for a

γ-disjoint Σ, NDΣ : {0, 1}m → {0, 1}nk is defined by NDΣ(r) := r|S1 , . . . , r|Sk
.

Definition 8.43 (M -restrictable). We say Gn : {0, 1}m → {0, 1}nk is M -restrictible

if there exists a polynomial-time computable function h : [n] × {0, 1}n × {0, 1}m →
{0, 1}m such that

• For any i ∈ [n], x ∼ {0, 1}n, α ∼ {0, 1}m, h(i, x, α) is uniformly distributed.

• For any i, x, α, let G(h(i, x, α)) := x1, . . . , xk. Then, we have xi = x.

• For any i, j ̸= i, for any α, there exists a set S ⊆ {0, 1}n, |S| ≤M such that for

any x, xj ∈ S.

Definition 8.44 ((k′, q, δ)-hitting). We say Gn : {0, 1}m → {0, 1}nk is (k′, q, δ)-

hitting if for any sets H1, . . . , Hk ⊆ {0, 1}n, |Hi| ≥ δ2n, we have

Pr[|{i : xi ∈ Hi}| < k′] < q.

Proof of Lemma 8.28. We follow the proof in [IW97]. We first assume that there

exists a function f0 : {0, 1}n → {0, 1} such that the quantum circuit complexity of

f0 is 2Ω(n). We may assume that f0 ∈ BQE. Then, encoding the truth table of f0 by

a locally list-decodable code, we obtain a function f1 : {0, 1}O(n) → {0, 1} such that

f1 ∈ BQE, and for any quantum circuit B1 of size less than 2Ω(n),

E
x∼{0,1}O(n),B1

[B1(x) = f1(x)] := E
x∼{0,1}O(n),B1

[∥Πf1(x)B1|x, 0⟩∥] ≤ 1− n−O(1).

The properties of f1 can be proved by Lemma 8.67.

Then, by Lemma 8.66 with k = poly(n), ϵ = O(1), δ = 1
poly(n)

, we have a

function f2 = f⊗k1 : {0, 1}kn → {0, 1}k such that for any quantum circuit B2 of size
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less than 2Ω(n),

E
x∈{0,1}nk,B2

[B2(x) = f2(x)] ≤ O(1).

We can apply the quantum Goldreich-Levin Theorem (Lemma 8.65) to f2 and

get a function f3 : {0, 1}n → {0, 1} (scaling the input size) such that for any quantum

circuit B3 of size less than 2Ω(n),

E
x∈{0,1}n,B3

[B3(x) = f2(x)] ≤
2

3
.

The remaining thing is to “quantize” the direct-product generator defined by

[IW97] using f3. More specifically, we say G is a (s, s′, ϵ, δ) quantum direct-product

generator if G : {0, 1}m → {0, 1}nk such that for every Boolean function g that is δ-

hard for any quantum circuit of size s, we have g⊗◦G is ϵ-hard for any quantum circuit

of size s′. The main result of [IW97] is the construction of (2Ω(n), 2Ω(n), 2−Ω(n), 1
3
)

direct-product generator. We first briefly describe the construction and then show

that it also works for quantum circuits.

The direct-product generator in [IW97] is constructed from the expander ran-

dom walks (Definition 8.41) and nearly disjoint subsets (Definition 8.42). They de-

fined the direct-product generator XG(r, r′, v, d) := EW(v, d)⊕NDΣ(r′), where Σ ⊆ [m]

is selected by r such that |r| = O(n), |r′| = m = O(n), |v| = n, |d| = O(n). They

proved that XG is 2Ω(n)-restrictible and (O(n), 2−Ω(n), 1/3)-hitting. It’s easy to see

that the restrictible and hitting properties are pure combinatorial and circuit inde-

pendent, which means that they also hold for quantum circuits. Then, they proved

that these combinatorial properties imply XG is also a direct product generator. This

step, however, need to be reproved for quantum circuits.

Claim 8.68. Let s > 0, G(r) : {0, 1}m → {0, 1}nk be a (ρk, q, δ)-hitting, M-

restrictible pseudo-random generator, where q > 2−ρk/3, s > 2Mnk. Then, G is a

(s,Ω(sq2n−O(1)), O(q), δ)-quantum direct product generator.
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Proof. Let ϵ = (4δ/ρ+ 1)q. Suppose there is a quantum circuit C such that

E
x∼{0,1}m,C

[
C(x) = g⊗k ◦G(x)

]
≥ ϵ.

Then, we construct a quantum circuit F of size O(|C| + kMn) such that for

any H ⊆ {0, 1}n, |H| ≥ δ2n,

E
y∼H,F

[F(y) = g(y)] ≥ 1

2
+
q

2
.

We use the same construction as [IW97]. Let i ∼ [k], α0 ∼ {0, 1}m. Let x1, . . . , xk
be the output of G(h(i, x, α0)). For each j ̸= i, we non-uniformly construct a table

of g(xj) for any xj that is a possible output of G(h(i, x, α0)) for different x. Since

G is M -restrictible, each table has at most M values. Then, on input y ∈ {0, 1}n,
the circuit F simulates C on h(i, y, α0) and let c1, . . . , ck be the output. Then, for

y1, . . . , yk := G(h(i, y, α)), F counts the number of indices j ̸= i such that ci ̸= g(yi)

using the tables. Let t be the number. Then, with probability 2−t, F outputs ci;

otherwise, F outputs a random bit.

For analysis of quantum circuits, as in [AGG+20], we first consider C being an

inherently probabilistic circuit. For any H ⊆ {0, 1}n, let y ∼ H uniformly at random.

Then, for any y1, . . . , yk ∈ ({0, 1}n)k,

Pr
y∼H

[y1, . . . , yk generated by F] =
u

δk
· Pr
r∼{0,1}m

[y1, . . . , yk generated by G(r)]. (8.19)

where u is the number of yi ∈ H. Since Er,C[C(r) = g⊗k(G(r))] ≥ ϵ, for a random

r, the probability that u ≥ ρk and C(r) = g⊗k(G(r)) is at least ϵ− q, by the hitting

property of G. Hence, the probability that u ≥ ρk and C succeeds for y1, . . . , yk
generated by F on a random x ∈ H is (ϵ − q) · ρ/δ = 4q, since each (y1, . . . , yk) has

at least ρ/δ of its probability under G(r) by Eq. (8.19). Then, we can compute the

expected success probability of F on y ∈ H given u ≥ ρk by Theorem 3.2 in [IW97],

which is

E
y∼H

[F(y) = g(y) | u ≥ ρk] ≥ 1

2
+ q.
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Since u ≥ ρk has probability at least 1 − q, the overall success probability is at

least (1 + q)/2. Finally, by Lemma 2.7 in [AGG+20], we can change the inherently

probabilistic circuit by a quantum circuit and the result still holds.

Hence, F has expected probability (1+ q)/2 on 1− δ fraction of inputs. Then,

we can take O(n/q2) copies and take the majority of them, which gives a circuit of

size O((|C|+kM)n/q2) ≤ s if |C| = Ω(sq2n−O(1)), and has success probability at least

1− δ. The Claim is then proved.

By Claim 8.68, we know that XG : {0, 1}O(n) → {0, 1}n2 is a (2Ω(n), 2Ω(n), 2−Ω(n), 1/3)-

quantum direct product generator.

Finally, feeding the output of XG to the quantum Nisan-Wigderson genera-

tor (Lemma 8.64) CNW gives the desired quantum pseudo-random generator, which

completes the proof of the lemma.

8.9 Quantum Fine-Grained Hardness Based on QETH

In this section, we will show that 2n× 2n bipartite permutation independent

set problem is hard under QETH.

Lemma 8.39. Assuming QETH, there is no 2o(n logn)-time quantum algorithm that

solves 2n× 2n Bipartite Permutation Independent Set problem.

More specifically, We “quantize” the fine-grained reduction in [LMS11]. The

reduction chain is as follows:

3-SAT ≤FG 3-Coloring ≤FG n× n Clique ≤FG n× n Permutation Clique

≤FG n× n Permutation Independent Set

≤FG 2n× 2n Bipartite Permutation Independent Set

We first define some intermediate fine-grained problems.
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Definition 8.45 (n × n Clique problem). Given a graph on the vertex set [n] × [n],

decide if there exists i1, . . . , in ∈ [n] such that the subgraph on (1, i1), . . . , (n, in) forms

an n-clique.

Definition 8.46 (n×n Permutation Clique/Independent Set problem). Given a graph

on the vertex set [n]× [n], decide if there exists a permutation π ∈ Sn such that the

subgraph on (1, π(1)), . . . , (n, π(n)) forms an n-clique/independent set.

The following claims shows that the aforementioned reductions work for quan-

tum lower bounds.

Claim 8.69. Under QETH, there is no 2o(n)-time quantum algorithm for 3-Coloring,

where n is the number of vertices in the input graph.

Proof. By the NP-complete proof of 3-Coloring, we know that a 3-CNF formula with

n variables and m clauses can be reduced to a 3-Coloring instance in time O(n+m).

Hence, a 2o(n)-time quantum algorithm for 3-Coloring implies a 2o(n)-time quantum

algorithm for 3-SAT, which implies that QETH fails.

Claim 8.70. If n×n Clique can be solved in 2o(n logn) time quantumly, then 3-Coloring

can be solved in 2o(n) time quantumly.

Proof. We use the reduction given by [LMS11]. Let G be an instance of 3-Coloring

with n vertices. The reduction can produce a graph H with vertices [k] × [k] such

that n ≤ k log3 k − k. Then, G is 3-colorable if and only if H is a “Yes” instance of

k × k Clique. The reduction takes poly(k)-time classically.

Hence, if there exists a quantum algorithm for k × k Clique in time 2o(k log k),

then it gives a quantum algorithm for 3-Coloring that runs in time 2o(n).

Claim 8.71. If n × n Permutation Clique/Independent Set can be solved in 2o(n logn)

time quantumly, then n× n Clique can also be solved in 2o(n logn) time quantumly.
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Proof. By [LMS11], there is a reduction from n×n Clique to n×n Permutation Clique

that takes 2O(n log logn) = 2o(n logn) time classically. Hence, the reduction also works

for quantum 2o(n logn)-time lower bound.

Note that n×n Permutation Clique and n×n Permutation Independent Set are

equivalent problem, since we can reduce them by taking the complement graph.

Claim 8.72. If 2n×2n Bipartite Permutation Independent Set can be solved in 2o(n logn)

quantumly, then n × n Permutation Independent Set can be solved in 2o(n logn) time

quantumly.

Proof. By [LMS11], the classical reduction takes time O(n2). Hence, it also works for

quantum algorithms.

Finally, we can prove the QETH-hardness of 2n × 2n bipartite permutation

independent set problem:

Proof of Lemma 8.39. It follows from Claim 8.69, 8.70, 8.71 and 8.72.

8.10 Proofs for Corollary 8.47

Corollary 8.47. SMCSP with classical descriptions of quantum states as inputs is

in QCMA.

Lemma 8.73. Given v = [v0, . . . , v2n−1] for vi ∈ C for i = 0, . . . , 2n − 1, there

exists a quantum circuit such that the state |v⟩ can be computed in time poly(2n) with

⟨i|v⟩ = vi.

Proof. We show that one can use single-qubit rotations to construct |v⟩.

We first prepare |0n+1⟩. Then, we do a single-qubit rotation on the first qubit

such that

|0n+1⟩ →
√∑2n−1−1

i=0 |vi|2∑2n−1
i=0 |vi|2

|0⟩|0n⟩+
√∑2n−1

i=2n−1 |vi|2∑2n−1
i=0 |vi|2

|1⟩|0n⟩.
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Then, let the first qubit be the control qubit and apply the controlled rotation

to rotate the second qubit to be
√√√√
∑2n−2−1

i=0 |vi|2∑2n−1−1
i=0 |vi|2

|0⟩+

√√√√
∑2n−1−1

i=2n−2 |vi|2∑2n−1−1
i=0 |vi|2

|1⟩, if the first qubit is |0⟩,
√∑2n−1+2n−2−1

i=2n−1 |vi|2∑2n−1
i=2n−1 |vi|2

|0⟩+
√∑2n−1

i=2n−1+2n−2 |vi|2∑2n−1
i=2n−1 |vi|2

|1⟩, if the first qubit is |1⟩.

By doing these controlled rotations in sequence, we can obtain ||v|⟩ where

⟨v|i⟩ = |vi| for all i. Let vj = e−iθj |vj| without loss of generality. Then, condition on

j, we do the following rotation on the (n+ 1)-th qubit:

|0⟩ → e−iθj |0⟩

for all j. This gives |v⟩.

Finally, we use at most 2O(n) (control) rotations. By Remark 8.10, each con-

trolled rotation can be implemented with at most 2O(n) overhead. Hence, the verifier

can construct |v⟩ in time poly(2n).

Proof of Corollary 8.47. Following Lemma 8.73, we can make poly(n, s, t) copies of

the state in polynomial time. Then, following the proof for Theorem 8.46, the problem

is in QCMA.

8.11 Quantum Circuit Class

In this section, we will show some properties of the quantum circuit QC(s,G).

Note that G considered in this chapter are universal gate set with constant fan-in.

So, the results here are also for constant fan-in universal gate sets.
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Claim 8.74. For n ∈ N, there exists a constant c such that a random Boolean function

f : {0, 1}n → {0, 1} has quantum circuit complexity greater 2n

(c+1)n
with probability at

least 1− 2
2n

c+1 .

Proof. For any s-gate and (n+ t)-qubit quantum circuit (where n+ t ≤ s), there are

at most
(
n+ qs+ t

q

)s
|G|s ≤ 2cs log s

possible circuits for some constant c large enough, where G is the quantum gate set,

and q is the maximum number of qubits for any gate in G can operate on. Let

s = 2n

(c+1)n
. Then the number of circuits of size s is at most 2cs log s < 2

c
c+1
·2n .

There are 22
n Boolean functions from {0, 1}n to {0, 1}. Suppose we pick one

function uniformly randomly, then for every fixed quantum circuit C and input x ∈
{0, 1}n, the probability that ∥(⟨f(x)| ⊗ In+t−1)C|x, 0t⟩∥ ≥ 1

2
is 1

2
. Therefore, the

probability that a fixed quantum circuit can compute f(x) for all x ∈ {0, 1}n is at

most 1
22n

. By using union bound, the probability that there exists C of size 2n

(c+1)n

that can compute f is at most 2
c

c+1 ·2n

22n
= 2

2n

c+1 .

Claim 8.75. For s = poly(n) and G a gate set that contains only constant fan-in

gates, BQC(s,G) is in DSPACE(O(s2))/O(s2).

Proof. The proof follows from the idea of showing BQP ⊂ PSPACE. Let L ∈
BQC(s,G) and {Cn} be the quantum circuit family in QC(s,G) that can solve L.

Then, we show that there is a O(s2)-space TM T with O(s log s)-bit advice that can

simulates Cn.

Let Cn be the advice to T . We first calculate the number of bits needed to

represent s-gate circuit. For each gate, we need O(log s) to specify its wires and 2a

register to record the corresponding unitary, where a is the maximum fan-in of gates

in G. Note that a unitary U may has entries that cannot be written down in bounded

bits. Therefore, we let the precision to every entry in U be ϵ = 1
c2s

for some constant
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c large enough, which requires number of bits log 1
ϵ
= O(s). The total number of bits

required for each gate is O(s). and thus the number bits for the circuit is O(s2).

Now, suppose Cn = UsUs−1 · · ·U1. For any x ∈ {0, 1}n the probability that Cn
accepts is

∑

y∈A

|⟨y|UsUs−1 · · ·U1|x⟩|2,

where A := {y : y has the first bit as 1}. Then, the TM T computes each branch

one-by-one. for any y ∈ A

⟨y|UsUs−1 · · ·U1|x⟩ =
∑

z1,...,zs−1∈{0,1}

⟨y|Us|zs−1⟩⟨zs−1|Us−1|zs−2⟩⟨zs−2| · · · |z1⟩⟨z1|U1|x⟩.

(8.20)

Note that Ui is a constant-dimensional unitary and x and zj’s are vectors with exactly

one non-zero entry. So, computing ⟨zj|Uj|zj−1⟩ only requires O(s) (since the entries

in U takes O(s) space for the precision). Then, since we can also compute ⟨zj|Uj|zj−1⟩
one by one, the space required for each branch in Eq. (8.20) is just O(s). Therefore,

the space we need is at most O(s2) (including the space for the advice).

Note that our calculation in Eq. (8.20) will have error since our precision to

each entry in the unitary is ϵ = 1
c2s

. Let ŨsŨs−1 · · · Ũ1 be what we really compute.

Then,

∑

y∈A

|⟨y|UsUs−1 · · ·U1|x⟩|2 −
∑

y∈A

|⟨y|ŨsŨs−1 · · · Ũ1|x⟩|2 ≤ O(2s+nϵ).

By setting ϵ = 1
c2s

for some constant c large enough, T can solve L with probability

at least 2/3 by having an amplified version of Cn at first (e.g., parallel repetition).

Claim 8.76 (Diagonalization for quantum circuits). For every k ∈ N+, there exists

a language Lk ∈ PSPACE but Lk /∈ BQC[nk] for sufficiently large n.
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Proof. By Claim 8.75, we know that BQC[nk] is contained in DSPACE[n2k]/n2k. By a

nonuniform almost everywhere hierarchy for space complexity (Lemma 11 in [OS16]),

we know that DSPACE[n3k] ̸⊂ DSPACE[n2k]/n2k for sufficiently large n. Hence, we

can find a language Lk /∈ BQC[nk].

Claim 8.77 (BQC size hierarchy). For n > 0, let s(n) = o(2
n

n
). Then, there exists

a Boolean function f in BQC[s(n)]\BQC[s(n) − O(n)], i.e., f can be computed by

an s(n)-size quantum circuit but not computed by any (s(n) − O(n))-size quantum

circuit.

Proof. The proof is very similar to the argument for classical circuits. By Claim 8.74,

we can find a function g that requires quantum circuit of size 2n/cn for some c > 1.

Suppose there are t inputs x1, . . . , xt such that g(xi) = 1 for i ∈ [t]. Then, we

construct a series of functions gi for i = 0, 1, · · · , t such that gi(x) = 1 if and only if

x ∈ {x1, . . . , xi}. It’s easy to see that the following properties are satisfied:

• g0 ∈ BQC[0] and gt ∈ BQC[2n/cn].

• For 0 ≤ i < t, the difference of the quantum circuits size of gi and gi+1 is at

most O(n). It follows since gi and gi+1 are only different at xi.

Hence, there exists an i > 0 such that the quantum circuit size of gi is at most s(n)

but lager than s(n)−O(n), since s(n) = o(2n/cn).

8.12 MQCSP and prBQP

In this section, we consider the MQCSP in the oracle setting and show some

circuit lower bounds for BQP/1 (BQP with one classical bit advice) and promise-BQP

in the relativized world. Our results are quantum versions of the [IKV18]’s results.

Theorem 8.78. For any k ∈ N, BQPMQCSP
/1 ̸⊆ BQC[nk].
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Proof. It is well-known that exists a PSPACE-complete language L that is downward

self-reducible and self-correctable [TV07]. Since PSPACE ⊆ BQEXP, there exists a

d ∈ N such that L ∈ BQC[2n
d
]. Let qCC(L, n) denote the size of the minimum

quantum circuit for deciding L with input length n. Then, we have qCC(L, n) =

O(2n
d
).

Case 1: PSPACE ⊆ BQC[poly] Since L is PSPACE-complete, we have qCC(L, n) =

O(nk) for some k ∈ N. Then, by Lemma 8.79, L(x) can be computed in BQPMQCSP.

Hence, PSPACE ⊆ BQPMQCSP. By a diagonalization argument for quantum circuits

(Claim 8.76), we have PSPACE ̸⊆ BQC[nk] for any k ∈ N. Thus, BQPMQCSP ̸⊆
BQC[nk].

Case 2: PSPACE ̸⊆ BQC[poly] In this case, L /∈ BQC[poly]. Suppose BQPMQCSP/1 ⊆
BQC[nk] for some k ∈ N. Similar to the proof in [IKV18], we define a padding lan-

guage L′k := {1mx} satisfying the following conditions: (1) m is a power of 2; (2)

0 < r := |x| ≤ m; (3) x ∈ L; (4) qCC(L, r) ≤ m2k. We claim that L′k ∈ BQPMQCSP/1.

Let y = 1mx be the input of L′k. Conditions (1), (2) are easy to check. The advice

bit can be used to determine whether condition (4) holds. If it does not hold, then

we reject the string. Otherwise, we know that qCC(L, |x|) ≤ m2k. By Lemma 8.79,

L(|x|) can be computed in poly(|x|,m2k)-quantum time given an MQCSP oracle, which

checks condition (3). Therefore, we conclude that L′k ∈ BQPMQCSP/1. By our assump-

tion, L′k ∈ BQC[nk]. Then, it implies that L ∈ BQC[n2k], which follows from Lemma

15 in [IKV18]25. We get a contradiction. Hence, BQPMQCSP/1 ⊆ BQC[nk].

Combining Case 1 and 2 completes the proof of the theorem.

We need the following lemma giving an efficient MQCSP-oracle quantum al-

gorithm to compute a downward-reducible and self-correctable language.

25The proof of this lemma can be found in [San09]. It is straightforward to verify that this lemma
holds for both classical and quantum circuits.
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Lemma 8.79. Let L be a downward self-reducible and self-correctable language.

Then, there is a quantum algorithm with access to an MQCSP oracle, such that given

x and t computes L(x) with high probability in poly(|x|, t)-quantum time, provided

that t ≥ qCC(L, |x|).

Proof. By Lemma 8.80, we have a PAC learner A for BQC. We can use the same

strategy as in the proof of Lemma 35 in [IKV18] to compute L(x). More specifically,

• Step 1: construct a circuit C̃1 = C1 for L|1.

• Step 2: for i = 2 . . . n

– Step 2.1: run AMQCSP with probability parameter δ = i−3 and accuracy

parameter ϵ = i−1 to learn a circuit C̃i of size t for L|i. For the membership

query to L|i, by the downward-reducibility of L, it can be computed via

the circuit Ci.

– Step 2.2: apply the self-correction algorithm for L to C̃ and obtain the

circuit Ci.

• Step 3: output Cn(x).

The following lemma is a direct extension of Theorem 8.22.

Lemma 8.80 (PAC learning MQCSP-oracle quantum circuit). BQC is PAC learnable

under the uniform distribution, using membership query and MQCSP queries with

hypothesis being MQCSP-oracle circuits.

Formally, there exists a randomized algorithm that makes oracle queries to

MQCSP such that, given s ∈ N, oracle access to a function f ∈ BQC[s], and ϵ > 0,

it outputs an MQCSP-oracle quantum circuit C such that Pr[C[x] ̸= f(x)] ≤ ϵ in

poly(n, s, ϵ−1)-time.
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Theorem 8.78 has the following consequence:

Corollary 8.81. For any k ∈ N, prBQPMQCSP ̸⊆ BQC[nk].

Proof. Fix k ∈ N. Suppose L ∈ BQPMQCSP
/1 and L /∈ BQC[nk]. Let C be the

quantum oracle circuit that takes one-bit advice to compute L. We can construct

a language L′ ∈ prBQPMQCSP as follows: for an input string (x, b) with |b| = 1, if

x ∈ L and C accepts x with advice b, then (x, b) is in the YES case of L′. If x /∈ L
and C rejects x with advice b, then (x, b) is in the NO case of L′. Then, if L′ can

be computed by a nk-size quantum circuit, L can also be computed by a nk-size

quantum circuit, which contradicts our assumption. Hence, by Theorem 8.78, we get

that prBQPMQCSP ̸⊆ BQC[nk].
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Results Informal Theorem Index
(Formal Theorem Index)

MQCSP
(Def. 8.9)

MQCSP ∈ QCMA Theorem 8.1 (Theorem 8.14)
MQCSP ∈ BQP ⇒ No qOWF Theorem 8.1 (Theorem 8.20)

SZK ≤ MQCSP Theorem 8.1 (Theorem 8.15)
multiMQCSP is NP-hard under a natural gate set Theorem 8.1 (Theorem 8.16)

iO+MQCSP ∈ BQP ⇒ NP ⊆ coRQP Theorem 8.1 (Theorem 8.21)
PAC learning for BQP/poly ⇔ MQCSP ∈ BPP Theorem 8.2 (Theorem 8.22)

BQP learning ⇔ MQCSP ∈ BQP Theorem 8.3 (Theorem 8.23)
MQCSP ∈ BQP⇒ BQE ̸⊂ BQC[nk], ∀k ∈ N+ Theorem 8.4 (Theorem 8.26)

MQCSP ∈ BQP⇒ BQPQCMA ̸⊂ BQC[nk], ∀k ∈ N+ Theorem 8.4 (Theorem 8.29)
MQCSP ∈ BQP ⇒ Hardness amplification Theorem 8.5 (Theorem 8.27)

Hardness magnification for MQCSP Theorem 8.6 (Theorem 8.29)
QETH⇒ quantum hardness of MQCSP⋆ Theorem 8.7 (Theorem 8.31)

BQPMQCSP
/1, prBQP

MQCSP ̸⊂ BQC[nk], ∀k ∈ N+ (Theorem 8.78, Corollary 8.81)

UMCSP
(Def. 8.31)

UMCSP ∈ QCMA Theorem 8.8 (Theorem 8.42)
Search-to-decision reduction for UMCSP Theorem 8.9 (Theorem 8.48)

gap-MQCSP ≤ UMCSP Theorem 8.9 (Theorem 8.54)
UMCSP ∈ BQP

⇒ No pseudorandom unitaries and no qOWF (Theorem 8.55, Corollary 8.56)

iO+ UMCSP ∈ BQP ⇒ NP ⊆ coRQP (Corollary 8.57)
UMCSP ∈ BQP ⇒ Hardness amplification for BQP (Corollary 8.58)

UMCSP ∈ BQP ⇒ BQE ̸⊂ BQP[nk], ∀k ∈ N (Corollary 8.59)

SMCSP
(Def. 8.32)

SMCSP can be verified via QCMA Theorem 8.8 (Theorem 8.46)
Search-to-decision reduction for SMCSP Theorem 8.9 (Theorem 8.50)

Self-reduction for SMCSP Theorem 8.9 (Theorem 8.52)
SMCSP ∈ BQP

⇒ No pseudorandom states and no qOWF Theorem 8.10 (Theorem 8.60)

Assume conjectures from physics
SMCSP ⇒ Estimating wormhole’s volume Theorem 8.10 (Theorem 8.62)

Succinct state tomography ≤ SMCSP Theorem 8.10 (Theorem 8.63)

Table 8.1: Summary of our results. A result with color Blue is a direct extension
from its classical analog. A result with color Yellow requires additional techniques.
A result with color Red is unique in the quantum setting.
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Part II

Optimization
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Chapter 9: Faster Classical Semi-Definite
Programming Solver

9.1 Introduction

Semidefinite programming (SDP) optimizes a linear objective function over

the intersection of the positive semidefinite (PSD) cone with an affine space. SDP

is of great interest both in theory and in practice. Many problems in operations

research, machine learning, and theoretical computer science can be modeled or ap-

proximated as semidefinite programming problems. In machine learning, SDP has

applications in adversarial machine learning [RSL18], learning structured distribu-

tion [CLM20], sparse PCA [AW08, dEGJL07], robust learning [DKK+16, DHL19,

JLT20]. In theoretical computer science, SDP has been used in approximation al-

gorithms for max-cut [GW94], coloring 3-colorable graphs [KMS94], and sparsest

cut [ARV09], quantum complexity theory [JJUW11], robust learning and estimation

[CG18, CDG19, CDGW19], graph sparsification [LS17], algorithmic discrepancy and

rounding [BDG16, BG17, Ban19], sum of squares optimization [BS16, FKP19], ter-

minal embeddings [CN21], and matrix discrepancy [HRS21].

SDP is formally defined as follows:

Definition 9.1 (Semidefinite programming). Given symmetric1 matrices C,A1, · · · , Am ∈
Rn×n and a vector b ∈ Rm, the goal is to solve the following optimization problem:

max
X∈Rn×n

⟨C,X⟩ subject to ⟨Ai, X⟩ = bi, ∀i ∈ [m], X ⪰ 0, (9.1)

where ⟨A,B⟩ :=∑i,j Ai,jBi,j is the matrix inner product.

1We can without loss of generality assume that C,A1, · · · , Am are symmetric. Given any A ∈
Rn×n, we have

∑
i,j AijXij =

∑
i,j AijXji =

∑
i,j(A

⊤)ijXij since X is symmetric, so we can replace
A with (A+A⊤)/2.
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The input size of an SDP instance ismn2, since there arem constraint matrices

each of size n × n. The well-known linear programming (LP) is a simpler case than

SDP, where X ⪰ 0 and C,A1, · · · , Am are restricted to be n × n diagonal matrices.

The input size of an LP instance is thus mn.

Over the last many decades, there are three different lines of high accuracy

SDP solvers (with logarithmic accuracy dependence in the running time). The first

line of work is using the cutting plane method, such as [Sho77, YN76, Kha80, KTE88,

NN89, Vai89a, BV02, KM03, LSW15, JLSW20]. This line of work uses m iterations,

and each iteration uses some SDP-based oracle call. The second line of work is using

interior point method (IPM) and log barrier function such as [NN92, JKL+20]. The

third line of work is using interior point method and hybrid barrier function such as

[NN94, Ans00].

Recently, a line of work uses robust analysis and dynamic maintenance to

speedup the running time of linear programming [CLS19, Bra20, BLSS20, JSWZ21,

Bra21]. One major reason made solving SDP much more harder than solving linear

programming is: in LP the slack variable is a vector(can be viewed as a diagonal

matrix), and in SDP the slack variable is a positive definite matrix. Due to that reason,

the gradient/Hessian computation requires some complicated and heavy calculations

based on the Kronecker product of matrices, while LP only needs the basic matrix-

matrix product [Vai89b, CLS19, JSWZ21]. Therefore, handling the errors in each

iteration and maintaining the slack matrices are way more harder in SDP. Thus, we

want to ask the following question:

Can we efficiently solve SDP without computing exact gradient, Hessian, and

Newton steps?

In this chapter, we will answer the above question by introducing new frame-

work for both IPM analysis and variable maintenance. For IPM analysis, we build

a robust IPM framework for arbitrary barrier functions that supports errors in com-

puting gradient, Hessian, and Newton steps. For variable maintenance, we provide a
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general amortization method that gives improved guarantees on reducing the compu-

tational complexity by lazily updating the Hessian matrices.

For solving SDP using IPM with log barrier, the current best algorithm (due

to Jiang, Kathuria, Lee, Padmanabhan and Song [JKL+20]) runs in O(
√
n(mn2 +

mω + nω)) time. Since the input size of SDP is mn2, ideally we would want an SDP

algorithm that runs in O(mn2+mω+nω) time, which is roughly the running time to

solve linear systems2. The current best algorithms are still at least a
√
n factor away

from the optimal.

Inspired by the result [CLS19] which solves LP in the current matrix multipli-

cation time, a natural and fundamental question for SDP is

Can we solve SDP in the current matrix multiplication time?

More formally, for the above formulation of SDP (Definition 9.1), is that possible to

solve it in mn2 +mω + nω time? In this chapter, we give a positive answer to this

question by using our new techniques. For the tall dense SDP where m = Ω(n2), our

algorithm runs in mω+m2+1/4 time, which matches the current matrix multiplication

time. The tall dense SDP finds many applications and is one of the two predominant

cases in [JKL+20]3. This is the first result that shows SDP can be solved as fast as

solving linear systems.

Finally, we also show that our techniques and framework are quite versatile and

can be used to directly speedup the SDP solver via the hybrid barrier [NN89, Ans00].

Our results. We present the simplified version of our main result in the following

theorem. The formal version can be found in Theorem 9.18.

2We note that a recent breakthrough result by Peng and Vempala [PV21] showed that a sparse
linear system can be solved faster than matrix multiplication. However, their algorithm essentially
rely on the sparsity of the problems. And it is still widely believed that general linear system requires
matrix multiplication time.

3See Table 1.2 in [JKL+20] and Section 9.6.
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Theorem 9.1 (Main result, informal version of Theorem 9.18). For ϵ-accuracy, there

is a classical algorithm that solves a general SDP instance with variable size n × n
and m constraints in time4 O∗((

√
n(m2 + n4) +mω + n2ω) log(1/ϵ)), where ω is the

exponent of matrix multiplication.

In particular, for m = Ω(n2), our algorithm takes matrix multiplication time

mω for current ω ≈ 2.373.

Remark 9.1. For any m ≥ n2−0.5/ω ≈ n1.79 with current ω ≈ 2.37286 [Wil12, LG14,

AW21], our algorithm runs faster than [JKL+20].

Theorem 9.1 and [JKL+20] are focusing on the log barrier method for solving

SDP. However, the area of speeding up the hybrid barrier-based SDP solver is quite

blank. We also improve the state-of-the-art implementation of the hybrid barrier-

based SDP solver [NN89, Ans00] in all parameter regimes. See Section 9.5 and The-

orem 9.4 for more details.

Roadmap. In Section 9.2, we review the previous approaches for solving SDP and

discuss their bottlenecks. In Section 9.3, we introduce our robust framework for

IPM. In Section 9.4, we show our main techniques and sketch the proof of our main

result (Theorem 9.1). In Section 9.5, we overview the approach of applying our

robust framework to speedup the hybrid barrier-based SDP solver. Related works

are provided in Section 9.6. We define our notations and include several useful tools

in Section 9.7. In Section 9.8, we give the formal version of our algorithm and the

main theorem, where the proof is given Section 9.9 and 9.10. Our general robust

IPM framework is displayed in Section 9.11. Our fast implementation of the hybrid

barrier-based SDP solver can be found in Section 9.12.

4We use O∗(·) to hide no(1) and logO(1)(mn/ϵ) factors, and Õ(·) to hide logO(1)(mn/ϵ) factors.
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9.2 An Overview of Previous Techniques

Under strong duality, the primal formulation of the SDP in Eq. (9.1) is equiv-

alent to the following dual formulation:

Definition 9.2 (Dual problem). Given symmetric matrices C,A1, . . . , Am ∈ Rn×n

and bi ∈ R for all i ∈ [m], the goal is to solve the following convex optimization

problem:

min
y∈Rm

b⊤y subject to S =
m∑

i=1

yiAi − C, S ⪰ 0. (9.2)

Interior point methods (IPM) solve the above problem by (approximately)

following a central path in the feasible region {y ∈ Rm : S =
∑m

i=1 yiAi − C ⪰ 0}.
As a rich subclass of IPM, barrier methods [NN92, Ans00] define a point on the

central path as the solution to the following optimization problem parametrized by

η > 0 : miny∈Rm fη(y) where

fη(y) := η · ⟨b, y⟩+ ϕ(y) (9.3)

is the augmented objective function and ϕ : Rm → R is a barrier function5 that

restricts y to the feasible region since ϕ(y) increases to infinity when y approaches the

boundary of the feasible region. Barrier methods usually start with an initial feasible

y for a small η, and increase η in each iteration until y is close to the optimal solution

of the SDP. In short-step barrier methods with log barrier, ηnew = (1 + 1/
√
n)η. It

takes a Newton step −H(y)−1g(y, η) in each iteration to keep y in the proximity of

the central path. Here g(y, η) and H(y) are the gradient and the Hessian of fη(y).

5The choice of the barrier function leads to different numbers of iterations. Nesterov and
Nemirovski [NN92] utilize the log barrier function ϕlog(y) = − log det(S) which guarantees
convergence in Õ(

√
n) iterations. Anstreicher [Ans00] uses the Hybrid barrier ϕhybrid(y) =

225(n/m)1/2 · (ϕvol(y) + ϕlog(y) · (m− 1)/(n− 1)) where ϕvol(y) is the volumetric barrier ϕvol(y) =
1
2 log det(∇2ϕlog(y)). Hybrid barrier guarantees convergence in Õ((mn)1/4) iterations.
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Techniques and bottlenecks of existing algorithms

Fast solvers of SDP include the cutting plane method and interior point

method. The fastest known algorithms for SDP based on the cutting plane method

[LSW15, JLSW20] have m iterations and run in O∗(m(mn2 + nω +m2)) time. The

fastest known algorithm for SDP based on the interior point method [JKL+20] has
√
n iterations and runs in O∗(

√
n(mn2 + nω + mω)) time. In most applications of

SDP where m ≥ n, interior point method of [JKL+20] runs faster. In the following

we briefly discuss the techniques and bottlenecks of interior point methods.

Central path. Interior point method updates the dual variable y by Newton step

−H(y)−1g(y, η) to keep it in the proximity of central path. This proximity is mea-

sured by the potential function ∥H(y)−1g(y, η)∥H(y).6 In classical interior point lit-

erature, this potential function is well controlled by taking exact Newton step (see

e.g. [Ren01]). [JKL+20] relaxes this guarantee and allows PSD approximation to the

Hessian matrix H(y). However, their convergence also relies on exact computation of

slack matrix S and gradient g. This leads to a mn2.5 term in their running time.

Amortization techniques. [JKL+20] keeps a PSD approximation H̃ of the Hes-

sianH and updates H̃ by a low rank matrix in each iteration. The running time of this

low rank update is then controlled by a delicate amortization technique. This tech-

nique also appears in linear programming [CLS19] and empirical risk minimization

[LSZ19]. [JKL+20] brings this technique to SDP, and costs n0.5mω time in computing

the inverse of Hessian matrix. When m becomes larger, this term dominates the

complexity and becomes undesirable.
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Algorithm 40 The general robust barrier method framework for SDP.

1: procedure GeneralRobustSDP(A ∈ Rm×n2 , b ∈ Rm, C ∈ Rn×n)
2: Choose η and T
3: Find initial feasible dual vector y ∈ Rm ▷ Condition 0 in Lemma 9.2
4: for t = 1→ T do do ▷ Iterations of approximate barrier method
5: ηnew ← η · (1 + ϵN

20
√
θ
)

6: S̃ ← ApproxSlack()
7: H̃ ← ApproxHessian() ▷ Condition 1 in Lemma 9.2
8: g̃ ← ApproxGradient() ▷ Condition 2 in Lemma 9.2
9: δ̃y ← ApproxDelta() ▷ Condition 3 in Lemma 9.2

10: ynew ← y + δy
11: y ← ynew ▷ Update variables
12: end for
13: end procedure

9.3 The Robust SDP Framework

In section 9.3, we introduce our robust SDP framework. This framework

works for general barrier functions and finds applications in both Algorithm 42 and

Algorithm 45-46. We consider self-concordant barrier function ϕ with complexity θ

(Definition 9.8)7. For the regularized objective fη in Eq. (9.3), we define the gradient

g : Rm × R→ Rm as

g(y, η) = η · b−∇ϕ(y).

Interior point method takes Newton step (∇2ϕ(y))−1g(y, η) and guarantees

the variables in the proximity of the central path by bounding the potential function

Φ(z, y, η) = ∥g(y, η)∥(∇2ϕ(z))−1 . In practical implementations, there are perturbations

in the Newton step due to errors in slack matrix S, gradient g(y, η), Hessian matrix

∇2ϕ(y) and Newton step (∇2ϕ(y))−1 ·g(y, η). Many fast algorithms maintain approx-

imations to these quantities to reduce the running time. We propose a more general

6For symmetric PSD matrix A, let ∥x∥A =
√
x⊤Ax denote matrix norm of x.

7The barrier function being “self-concordant” is a key assumption in the interior-point method
[Nes88a, Nes88b, NN89, Ren01]. It is also useful in many optimization tasks [Hil14, Nar16, LLV20].
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robust framework (compared with [Ren01, JKL+20]) which captures all these errors.

We show that as long as these errors are bounded by constants in the local norm8,

the potential function stays bounded, which guarantees the closeness to central path.

Therefore this analysis is currently the most robust possible. The main component

of our robust analysis is the following one step error control.

Lemma 9.2 (One step error control of the robust framework, informal version of

Lemma 9.40). Let the potential function of IPM defined by

Ψ(z, y, η) := ∥g(y, η)∥(∇2ϕ(z))−1 .

Given any parameters αS ∈ [1, 1 + 10−4], cH ∈ [10−1, 1], ϵg, ϵδ ∈ [0, 10−4], and ϵN ∈
(0, 10−1), η > 0. Suppose that there is

• Condition 0. a feasible dual solution y ∈ Rm satisfies Φ(y, y, η) ≤ ϵN ,

• Condition 1. a symmetric matrix H̃ ∈ Sn×n>0 satisfies cH · ∇2ϕ(y) ⪯ H̃ ⪯
∇2ϕ(y),

• Condition 2. a vector g̃ ∈ Rm satisfies ∥g̃ − g(y, ηnew)∥(∇2ϕ(y))−1 ≤ ϵg ·
∥g(y, ηnew)∥(∇2ϕ(y))−1,

• Condition 3. a vector δ̃y ∈ Rm satisfies ∥δ̃y− H̃−1g̃∥∇2ϕ(y) ≤ ϵδ · ∥H̃−1g̃∥∇2ϕ(y).

Then ηnew = η(1 + ϵN
20
√
θ
) and ynew = y − δ̃y satisfy

Ψ(ynew, ynew, ηnew) ≤ ϵN .

This result suggests that as long as we find an initial dual variable y in the

proximity of central path, i.e. Φ(y, y, η) ≤ ϵN , Lemma 9.2 will guarantee that the

invariant Φ(y, y, η) ≤ ϵN holds throughout Algorithm 40, even when there exist errors

in the slack matrices, Hessian, gradient and Newton steps. As shown in Section 9.11,

8See condition 0-3 in Lemma 9.2 for details.
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the duality gap is upper bounded by θ · Φ(y, y, η)/η. In at most O(
√
θ · log(θ/ϵ))

iterations, η will become greater than θ · Φ(y, y, η)/ϵ. Therefore Algorithm 40 finds

ϵ-optimal solution within O(
√
θ · log(θ/ϵ)) iterations.

We note that [Ans00] and [Ren01] only consider Condition 0 and requires the

cH = 1, ϵg = ϵδ = 0 in Condition 1, 2, and 3. [JKL+20] considered Condition 0

and Condition 1 in Lemma 9.2 and requires the ϵg = ϵδ = 0 in Condition 2 and

3. Moreover, the Condition 1 in [JKL+20] requires cH to be very close to 1, and

we relax this condition to support any constant in [10−1, 1]. In addition, our frame-

work also relaxes the computation of gradient and Newton direction to allow some

approximations, which makes it possible to apply more algorithmic techniques in the

interior-point method. More details are provided in Section 9.11.2.

9.4 Our Techniques

In this section, we introduce our main techniques, and provide a self-contained

proof sketch of our main result Theorem 9.1. We tackle the two bottlenecks of mω

cost per iteration in [JKL+20] by proposing two different techniques:

Bottleneck 1: Instead of inverting the Hessian matrix from scratch in each

iteration, we make use of the already-computed Hessian inverse of the previous iter-

ation. We prove that using low-rank updates, the change to the inverse of Hessian

matrices (computed using Kronecker product) is low-rank, and thus we can use Wood-

bury identity to efficiently update the Hessian inverse. In Section 9.4.1 we introduce

the low-rank update to the Hessian, and in Section 9.4.2 we describe how to compute

the Hessian inverse efficiently using Woodbury identity and fast matrix rectangular

multiplication.

Bottleneck 2: We propose a better amortization scheme for PSD matrices

that improves upon the previous mω amortized cost. We give a proof sketch of our

amortized analysis in Section 9.4.3.
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Algorithm 41 An implementation of GeneralRobustSDP (Informal version of
Alg. 42).

1: procedure SolveSDP( A ∈ Rm×n2 , b ∈ Rm, C ∈ Rn×n)
2: for t = 1→ T do ▷ T = Õ(

√
n)

3: ηnew ← η · (1 + 1/
√
n)

4: gηnew(y)j ← ηnew · bj − tr[S−1 · Aj], ∀j ∈ m ▷ Gradient computation
5: δy ← −H̃−1 · gηnew(y) ▷ Compute Newton step
6: ynew ← y + δy ▷ Update dual variables
7: Snew ←∑

i∈[m](y
new)iAi − C ▷ Compute slack matrix

8: Compute V1, V2 ∈ Rn×rt such that S̃new = S̃ + V1 · V ⊤2 ▷ Step 1 of
Sec. 9.4.1

9: Compute V3, V4 ∈ Rn×rt such that (S̃new)−1 = (S̃)−1 + V3 · V ⊤4 ▷ Step 2 of
Sec. 9.4.1

10: Compute AY1,AY2 ∈ Rm×nrt such that H̃new = H̃ + (AY1) · (AY2)⊤ ▷ Step
3 of Sec. 9.4.1

11: (H̃new)−1 ← H̃−1 + low-rank update ▷ Sec. 9.4.2
12: y ← ynew, S ← Snew, S̃ ← S̃new, H̃−1 ← (H̃new)−1 ▷ Update variables
13: end for
14: end procedure

9.4.1 Low rank update of Hessian

Low-rank approximation of Kronecker product itself is an interesting problem

and has been studied in [SWZ19]. In this section, we describe how the low-rank

update of the slack matrix leads to a low-rank update of the Hessian matrix that

involves Kronecker product.

The Hessian matrix is defined as H = A·(S−1⊗S−1)·A⊤. We take the following

three steps to construct the low-rank update of H.

Step 1: low-rank update of the slack matrix. We use an approximate slack

matrix that yields a low-rank update. In the t-th iteration of Algorithm 41, we use

S̃ to denote the current approximate slack matrix, and Snew to denote the new exact

slack matrix. We will use S̃ and Snew to find the new approximate slack matrix S̃new.

Define Z = (Snew)−1/2S̃(Snew)−1/2− I which captures the changes of the slack
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matrix. We compute the spectral decomposition: Z = U ·diag(λ) ·U⊤. We show that
n∑

i=1

λ2i = ∥S−1/2SnewS−1/2 − I∥F = O(1),

which implies that only a few eigenvalues of Z are significant, say e.g. λ1, . . . , λrt . We

only keep these eigenvalues and set the rest to be zero. In this way we get a low-rank

approximation of Z: Z̃ = U · diag(λ̃) · U⊤ where λ̃ = [λ1, · · · , λrt , 0, . . . , 0]⊤. Now we

can use Z̃ to update the approximate slack matrix by a low-rank matrix:

S̃new = S̃ + (Snew)1/2 · Z̃ · (Snew)1/2 = S̃ + V1 · V ⊤2 ,

where V1 and V2 both have size n × rt. Since Z̃ is a good approximation of Z, S̃new

is a PSD approximation of Snew, which guarantees that y still lies in the proximity of

the central path.

Step 2: low-rank update of inverse of slack. Using Woodbury identity, we can

show that

(S̃new)−1 = (S̃ + V1 · V ⊤2 )−1 = S̃−1 + V3V
⊤
4 ,

where V3 = −S̃−1V1(I + V ⊤2 S̃
−1V1)

−1 and V4 = S̃−1V2 both have size n × rt. Thus,

this means (S̃new)−1 − S̃−1 has a rank rt decomposition.

Step 3: low-rank update of Hessian. Using the linearity and the mixed product

property (Part 2 of Fact 9.10) of Kronecker product, we can find a low-rank update

to (S̃new)−1⊗ (S̃new)−1. More precisely, we can rewrite (S̃new)−1⊗ (S̃new)−1 as follows:

(S̃new)−1 ⊗ (S̃new)−1 = (S̃−1 + V3V
⊤
4 )⊗ (S̃−1 + V3V

⊤
4 ) = S̃−1 ⊗ S̃−1 + Sdiff .

The term Sdiff is the difference that we want to compute, we can show

Sdiff = S̃−1 ⊗ (V3V
⊤
4 ) + (V3V

⊤
4 )⊗ S̃−1 + (V3V

⊤
4 )⊗ (V3V

⊤
4 )

= (S̃−1/2 ⊗ V3) · (S̃−1/2 ⊗ V ⊤4 ) + (V3 ⊗ S̃−1/2) · (V ⊤4 ⊗ S̃−1/2) + (V3 ⊗ V3) · (V ⊤4 ⊗ V ⊤4 )

= Y1 · Y ⊤2
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where Y1 and Y2 both have size n2×nrt. In this way we get a low-rank update to the

Hessian:

H̃new = A · ((S̃new)−1 ⊗ (S̃new)−1) · A⊤ = H̃ + (AY1) · (AY2)⊤.

9.4.2 Computing Hessian inverse efficiently

In this section we show how to compute the Hessian inverse efficiently.

Using Woodbury identity again, we have a low rank update to H̃−1:

(H̃new)−1 =
(
H̃ + (AY1) · (AY2)⊤

)−1
= H̃−1 − H̃−1 · AY1 · (I + Y ⊤2 A⊤ · AY1)−1 · Y ⊤2 A⊤ · H̃−1

The second term in the above equation has rank nr. Thus (H̃new)−1 − H̃−1 has a

rank nr decomposition. To compute (H̃new)−1 in each iteration, we first compute

AY1,AY2 ∈ Rm×nrt and multiply it with H̃−1 ∈ Rm×m to get H̃−1 · AY1, H̃−1 · AY2 ∈
Rm×nrt . Then we compute I+(Y ⊤2 A⊤)·(AY1) ∈ Rnrt×nrt and find its inverse (I+Y ⊤2 A⊤·
AY1)

−1 ∈ Rnrt×nrt . Finally, we multiply H̃−1 ·AY1, H̃−1 ·AY2 ∈ Rm×nrt and (I+Y ⊤2 A⊤ ·
AY1)

−1 ∈ Rnrt×nrt together to obtain (H̃)−1AY1 · (I + Y ⊤2 A⊤ · AY1)−1 · Y ⊤2 A⊤(H̃)−1 ∈
Rm×m, as desired. Using fast matrix multiplication in each aforementioned step, the

total computation cost is bounded by

O(Tmat(m,n
2, nrt) + Tmat(m,m, nrt) + (nrt)

ω). (9.4)

9.4.3 General amortization method

As mentioned in the previous sections, our algorithm relies on the maintenance

of the slack matrix and the inverse of the Hessian matrix via low-rank updates. In

each iteration, the time to update S̃ and H̃ to S̃new and H̃new is proportional to

the magnitude of low-rank change in S̃, namely rt = rank(S̃new − S̃). To deal with

rt, we propose a general amortization method which extends the analysis of several

previous work [CLS19, LSZ19, JKL+20]. We first prove a tool to characterize intrinsic

properties of the low-rank updates, which may be of independent interest.
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Theorem 9.3 (Informal version of Theorem 9.29). Given a sequence of approxi-

mate slack matrices S̃(1), S̃(2), . . . , S̃(T ) ∈ Rn×n generated by Algorithm 42, let rt =

rank(S̃(t+1) − S̃(t)) denotes the rank of update on S̃(t). Then for any non-increasing

vector g ∈ Rn
+, we have

T∑

t=1

rt · grt ≤ Õ(T · ∥g∥2).

Next, we show a proof sketch of Theorem 9.3.

Proof. For any matrix Z, let |λ(Z)|[i] denotes its i-th largest absolute eigenvalue.

We use the following potential function Φg(Z) :=
∑n

i=1 gi · |λ(Z)|[i]. Further, for

convenient, we define Φg(S1, S2) := Φg(S
−1/2
1 S2S

−1/2
1 − I). Our proof consists of the

following two parts (Lemma 9.31 and Lemma 9.32):

• The change of the exact slack matrix increases the potential by a small amount,

specifically Φg(S
new, S̃)− Φg(S, S̃) ≤ ∥g∥2.

• The change of the approximate slack matrix decreases the potential proportion-

ally to the update rank, specifically Φg(S
new, S̃new)− Φg(S

new, S̃) ≤ −rt · grt .

In each iteration, the change of potential is composed of the changes of the exact and

the approximate slack matrices:

Φg(S
new, S̃new)− Φg(S, S̃) = Φg(S

new, S̃)− Φg(S, S̃) + Φg(S
new, S̃new)− Φg(S

new, S̃).

Note that Φg(S, S̃) = 0 holds in the beginning of our algorithm and Φg(S, S̃) ≥
0 holds throughout the algorithm, combining the observations above we have T ·∥g∥2−
∑T

t=1 rt · grt ≥ 0 as desired.

Amortized analysis. Next we show how to use Theorem 9.3 to prove that our

algorithm has an amortized cost of mω−1/4 +m2 cost per iteration when m = Ω(n2).

Note that in this case there are
√
n = m1/4 iterations.
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When m = Ω(n2), the dominating term in our cost per iteration (see Eq. (9.4))

is Tmat(m,m, nrt). We use fast rectangular matrix multiplication to upper bound this

term by

Tmat(m,m, nrt) ≤ m2 +m2−α(ω−2)
1−α · nω−2

1−α · r
ω−2
1−α

t .

We define a non-increasing sequence g ∈ Rn as gi = i
ω−2
1−α
−1. This g is tailored for

the above equation, and its ℓ2 norm is bounded by ∥g∥2 ≤ n
(ω−2)
1−α

−1/2. Then using

Theorem 9.3 we have

T∑

t=1

r
ω−2
1−α

t =
T∑

t=1

rt · r
ω−2
1−α
−1

t =
T∑

t=1

rt · grt ≤ T · n
(ω−2)
1−α

−1/2.

Combining this and the previous equation, and since we assume m = Ω(n2), we have

T∑

t=1

Tmat(m,m, nrt) ≤ T · (m2 +m2−α(ω−2)
1−α · n

2(ω−2)
1−α

−1/2) = T · (m2 +mω−1/4).

Since T = Õ(m1/4), we proved the desired computational complexity in Theorem 9.1.

9.5 Solving SDP With Hybrid Barrier

Volumetric barrier was first proposed by Vaidya [Vai89a] for the polyhedral,

and was generalized to the spectrahedra {y ∈ Rm : y1A1 + · · · + ymAm ⪰ 0} by

Nesterov and Nemirovski [NN94]. They showed that the volumetric barrier ϕvol can

make the interior point method converge in
√
mn1/4 iterations, while the log barrier

ϕlog need
√
n iterations. By combining the volumetric barrier and the log barrier, they

also showed that the hybrid barrier achieves (mn)1/4 iterations. Anstreicher [Ans00]

gave a much simplified proof of this result.

We show that the hybrid barrier also fits into our robust IPM framework. And

we can apply our newly developed low-rank update and amortization techniques in

the log barrier case to efficiently implement the SDP solver based on hybrid barrier.

The informal version of our result is stated in below.
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Theorem 9.4 (Informal version of Theorem 9.58). There is an SDP algorithm based

on hybrid barrier which takes (mn)1/4 log(1/ϵ) iterations with cost-per-iteration O∗ (m2nω +m4).

In particular, our algorithm improves [Ans00] in nearly all parameter regimes.

For example, if m = n2, our new algorithm takes n8.75 time while [Ans00] takes n10.75

time. If m = n, our new algorithm takes nω+2.5 time, while [Ans00] takes n6.5 time.

The hybrid barrier function is as follows:

ϕ(y) := 225

√
n

m
·
(
ϕvol(y) +

m− 1

n− 1
· ϕlog(y)

)
,

where ϕvol(y) =
1
2
log det(∇2ϕlog(y)). According to our general IPM framework (Al-

gorithm 40), we need to efficiently compute the gradient and Hessian of ϕ(y). Recall

from [Ans00] that the gradient of the volumetric barrier is:

(∇ϕvol(y))i = −tr[H(S)−1 · A(S−1AiS−1 ⊗ S−1)A⊤] ∀i ∈ [m].

And the Hessian can be written as ∇2ϕvol(y) = 2Q(S)+R(S)−2T (S), where for any

i, j ∈ [m],

Q(S)i,j = tr[H(S)−1A(S−1AiS
−1AjS

−1 ⊗S S−1)A⊤],

R(S)i,j = tr[H(S)−1A(S−1AiS
−1 ⊗S S−1AjS−1)A⊤], (9.5)

T (S)i,j = tr[H(S)−1A(S−1AiS
−1 ⊗S S−1)A⊤H(S)−1A(S−1AjS

−1 ⊗S S−1)A⊤].

Here, ⊗S is the symmetric Kronecker product9.

A straight-forward implementation of the hybrid barrier-based SDP algorithm

can first compute the matrices S−1Ai and S−1AiS
−1Aj for all i ∈ {1, 2, · · · ,m}

for all j ∈ {1, 2, · · · ,m} in time O(m2nω). The gradient ∇ϕ(y) and the Hes-

sian of ϕlog(y) can be computed by taking traces of these matrices. To compute

∇ϕvol(y), Q(S), R(S), T (S), we observe that each entry of these matrices can be writ-

ten as the inner-product between H(S)−1 and some matrices formed in terms of

9X ⊗S Y := 1
2 (X ⊗ Y + Y ⊗X).
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tr[S−1AiS
−1AjS

−1Ak] and tr[S−1AiS
−1AjS

−1AkS
−1Al] for i, j, k, l ∈ [m]. Hence, we

can spendO(m4n2)-time computing these traces and then get∇ϕvol(y), Q(S), R(S), T (S)

in O(mω+2)-time. After obtaining the gradient and Hessian of the hybrid barrier

function, we finish the implementation of IPM SDP solver by computing the Newton

direction δy = −(∇2ϕ(y))−1(ηb−∇ϕ(y)). (More details are given in Section E.3).

To speedup the straight forward implementation, we observe two bottleneck

steps in each iteration:

1. Computing the traces tr[S−1AiS
−1AjS

−1AkS
−1Al] for i, j, k, l ∈ [m].

2. Computing the matrices Q(S), R(S), T (S).

To handle the first issue, we use the low-rank update and amortization tech-

niques introduced in the previous section to approximate the change of the slack

matrix S by a low-rank matrix. One challenge for the volumetric barrier is that its

Hessian (Eq. (9.5)) is much more complicated than the log barrier’s Hessian H(S).

For H(S), if we replace S with its approximation S̃, then H(S̃) will be a PSD approx-

imation of H(S). However, this may not hold for the volumetric barrier’s Hessian

if we simply replace all the S in ∇2ϕ(y) by its approximation S̃. We can resolve

this challenge by carefully choosing the approximation place: if we approximate the

second S in the trace, i.e., tr[S−1AiS̃
−1AjS

−1AkS
−1Al], then the resulting matrix

will be a PSD approximation of ∇2ϕ(y). In other words, the Condition 1 in our ro-

bust IPM framework (Lemma 9.2) is satisfied. Notice that in each iteration, we only

need to maintain the change of tr[S−1AiS̃−1AjS−1AkS−1Al], which by the low-rank

guarantee, can be written as

tr[AlS
−1Ai · V3V ⊤4 · AjS−1AkS−1],

where V3, V4 ∈ Rn×rt . Then, we can first compute the matrices

{
AlS

−1AiV3 ∈ Rn×rt
}
i,l∈[m]

and
{
V ⊤4 AjS

−1AkS
−1 ∈ Rrt×n

}
j,k∈[m]

.

472



It takesm2·Tmat(n, n, rt)-time. And we can compute all the traces tr[S−1AiS̃−1AjS−1AkS−1Al]

simultaneously in Tmat(m
2, nrt,m

2) by batching them together and using fast matrix

multiplication on a m2-by-nrt matrix and a nrt-by-m2 matrix. A similar amortized

analysis in the log barrier case can also be applied here to get the amortized cost-

per-iteration for the low-rank update. One difference is that the potential function

Φg(Z) (defined in Section 9.4.3) changes more drastically in the hybrid barrier case.

And we can only get
∑T

t=1 rt · grt ≤ O(T · (n/m)1/4 · ∥g∥2 · log n).

For the second issue, we note that computing the T (S) matrix is the most

time-consuming step, which need mω+2-time. In [Ans00], it is proved that 1
3
Q(S) ⪯

∇2ϕvol(y) ⪯ Q(S). With this PSD approximation, our robust IPM framework en-

ables us to use Q(S) as a “proxy Hessian” of the volumetric barrier. That is, in

each iteration, we only compute Q(S) and ignore R(S) and T (S). And computing

Q(S) only takes O(m4)-time, which improves the mω+2 term in the straight forward

implementation.

Combining them together, we obtain the running time in Theorem 9.4. More

details are provided in Section 9.12.

Lee-Sidford barrier for SDP? In LP, the hybrid barrier was improved by Lee and

Sidford [LS19] to achieve O∗(
√

min{m,n}) iterations. For SDP, we hope to design a

barrier function with O∗(
√
m) iterations. However, the Lee-Sidford barrier function

does not have a direct correspondence in SDP due to the following reasons. First,

[LS19] defined the barrier function in the dual space of LP which is a polyhedron,

while for SDP, the dual space is a spectrahedron. Thus, the geometric intuition of the

Lee-Sidford barrier (John’s ellipsoid) may not be helpful to design the corresponding

barrier for SDP. Second, efficient implementation of Lee-Sidford barrier involves a

primal-dual central path method [BLSS20]. However, the cost of following primal-

dual central path in SDP is prohibitive since this involves solving Lyapunov equations

in Rn×n. Third, the Lewis weights play an important role in the Lee-Sidford barrier.
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Notice that in LP, the volumetric barrier can be considered as reweighing the con-

straints in the log barrier based on the leverage score, and the Lee-Sidford barrier uses

Lewis weights for reweighing to improve the volumetric barrier. However, in SDP,

we have observed that the leverage score vector becomes the leverage score matrix.

Thus, we may need some matrix version of Lewis weights to define the Lee-Sidford

barrier for SDP. Section E.4 studies several properties of the leverage score matrix

and give an algorithm to efficiently maintain this matrix in each iteration of the IPM,

which might be the first step towards improving the SDP hybrid barrier.

9.6 Related Work

Other SDP solvers. The interior point method is a second-order algorithm. Second-

order algorithms usually have logarithmic dependence on the error parameter 1/ϵ.

First-order algorithms do not need to use second-order information, but they usually

have polynomial dependence on 1/ϵ. There is a long list of work focusing on first-order

algorithms [AK07, JY11, ALO16, GH16, AZL17, CDST19, LP20a, YTF+19, JLL+20].

Solving SDPs has also attracted attention in the parallel setting [JY11, JY12, ALO16,

JLL+20].

Cutting plane method. Cutting plane method is a class of optimization algo-

rithms that iteratively queries a separation oracle to cut the feasible set that contains

the optimal solution. There has been a long line of work to obtain fast cutting

plane methods [Sho77, YN76, Kha80, KTE88, NN89, Vai89a, AV95, BV02, LSW15,

JLSW20].

Low-rank approximation Low-rank approximation is a well-studied topic in nu-

merical linear algebra [Sar06, CW13, BWZ16, SWZ17, SWZ19]. Many different set-

tings of that problem have been studied. In this chapter, we are dealing with Kro-

necker product type low rank approximation.
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Applications of SDP. As described by [JKL+20], m = Ω(n2) is an essential case

of using SDP to solve many practical combinatorial optimization problems. Here we

provide a list of examples, e.g., the sparsest cut [ARV09], the c-balanced graph sep-

aration problem [FHL08] and the minimum uncut [ACMM05] can be solved by SDP

with m = Ω(n3). The optimal experiment design [VBW98], Haplotype frequencies

estimation [HH06] and embedding of finite metric spaces into ℓ2 [LLR95] need to solve

SDPs with m = Ω(n2).
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9.7 Preliminary
9.7.1 Notations

Basic matrix notations. For a square matrix X, we use tr[X] to denote the trace

of X.

We use ∥ · ∥2 and ∥ · ∥F to denote the spectral norm and Frobenious norm

of a matrix. Let us use ∥ · ∥1 to represent the Schatten-1 norm of a matrix, i.e.,

∥A∥1 = tr[(A∗A)1/2].

We say a symmetric matrix A ∈ Rn×n is positive semi-definite (PSD, denoted

as A ⪰ 0) if for any vector x ∈ Rn, x⊤Ax ≥ 0. We say a symmetric matrix A ∈ Rn×n

is positive definite (PD, denoted as A ≻ 0) if for any vector x ∈ Rn, x⊤Ax > 0.

We define Sn×n≻0 to be the set of all n-by-n symmetric positive definite matrices.

Let us define Sn×n⪰0 to be the set of all n-by-n symmetric positive semi-definite

matrices.

For a matrix A ∈ Rm×n, we use λ(A) ∈ Rn to denote the eigenvalues of A.

For any vector v ∈ Rn, we use v[i] to denote the i-th largest entry of v.

For a matrix A ∈ Rm×n, and subsets S1 ⊆ [m], S2 ⊆ [n], we define AS1,S2 ∈
R|S1|×|S2| to be the submatrix of A that only has rows in S1 and columns in S2. We

also define AS1,: ∈ R|S1|×n to be the submatrix of A that only has rows in S1, and

A:,S2 ∈ Rm×|S2| to be the submatrix of A that only has columns in S2.

For two symmetric matrices A,B ∈ Rn×n, we say A ⪯ B (or equivalently,

B ⪰ A), if B − A is a PSD matrix.

Fact 9.5 (Spectral norm implies Loewner order). Let A,B ∈ Rn×n be two symmetric

PSD matrices. Then, for any ϵ ∈ (0, 1),
∥∥A−1/2BA−1/2 − I

∥∥
2
≤ ϵ

implies

(1− ϵ)A ⪯ B ⪯ (1 + ϵ)A.
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Fact 9.6 (Trace property of matrix Loewner order). Given symmetric PSD matrices

A,B ∈ Rn. Suppose (1 + ϵ)−1 · A ⪯ Ã ⪯ (1 + ϵ) · A, then

(1 + ϵ)−1 · tr[AB] ≤ tr[ÃB] ≤ (1 + ϵ) · tr[AB].

Proof. Consider the spectral decomposition of B: B =
∑n

i=1 λiviv
⊤
i where λi ≥ 0.

Then

tr[ÃB] = tr[Ã · (
n∑

i=1

λiviv
⊤
i )]

=
n∑

i=1

λiv
⊤
i Ãvi

≤ (1 + ϵ) · (
n∑

i=1

λiv
⊤
i Avi)

= tr[AB].

Similarly, tr[ÃB] ≥ (1 + ϵ)−1 · tr[AB].

Matrix related operations For two matrices A,B ∈ Rm×n, we define the matrix

inner product ⟨A,B⟩ := tr[A⊤B].

We use vec[] to denote matrix vectorization: for a matrix A ∈ Rm×n, vec[A] ∈
Rmn is defined to be vec[A](j−1)·n+i = Ai,j for any i ∈ [m] and j ∈ [n], i.e.,

vec[A] =



A:,1
...

A:,n


 ∈ Rmn.

We use ⊗ to denote matrix Kronecker product: for matrices A ∈ Rm×n and

B ∈ Rp×q, A ⊗ B ∈ Rpm×qn is defined to be (A ⊗ B)p(i−1)+s,q(j−1)+t = Ai,j · Bs,t for

any i ∈ [m], j ∈ [n], s ∈ [p], [t] ∈ [q], i.e.,

A⊗B =




A1,1 ·B A1,2 ·B . . . A1,n ·B
A2,1 ·B A2,2 ·B · · · A2,n ·B

...
... . . . ...

Am,1 ·B Am,2 ·B . . . Am,n ·B


 ∈ Rpm×qn.
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Definition 9.3 (Stacking matrices). Let A1, A2, · · · , Am ∈ Rn×n be m symmetric

matrices. We use A ∈ Rm×n2 to denote the matrix that is constructed by stacking

the m vectorizations vec[A1], · · · , vec[Am] ∈ Rn2 as rows of A, i.e.,

A :=



vec[A1]

⊤

...
vec[Am]

⊤


 ∈ Rm×n2

.

Fact 9.7. For any ϵ1, ϵ2 ∈ (0, 1/10). Let D ∈ Rn×n be a diagonal matrix with non-

negative entries and such that ∥D2 − I∥F ≤ ϵ1. Let X ∈ Rn×n be a matrix that has

bounded norm, e.g., ∥X∥2 ≤ ϵ2. Then

∥DXD −X∥F ≤ 3 · ϵ1 · ϵ2.

Proof. Denote D = diag(σ1, . . . , σn). We have

∥DXD −X∥F ≤ ∥(D − I)X(D − I) + (D − I)X +X(D − I)∥F
≤ ∥(D − I)X(D − I)∥F + 2 · ∥(D − I)X∥F
≤ 3 · ∥(D − I)X∥F
≤ 3 ·

(
tr[(D − I)2X2]

)1/2

≤ 3 ·
(
ϵ22 · tr[(D − I)2]

)1/2

= 3 · ϵ2 ·
(

n∑

i=1

(σi − 1)2

)1/2

≤ 3 · ϵ2 ·
(

n∑

i=1

(σ2
i − 1)2

)1/2

≤ 3 · ϵ2 · ϵ1

where the second step uses triangle inequality, the third step uses −I ⪯ D − I ⪯ I,

the fifth step uses ∥X∥2 ≤ ϵ2, the penultimate step uses σi ≥ 0, and the last step uses

∥D2 − I∥F ≤ ϵ1.
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9.7.2 Tools: Woodbury identity

We state a common fact on matrix inverse update in [Woo49, Woo50].

Fact 9.8 (Woodbury matrix identity). Given two integers n and k. Let n ≥ k. For

square matrix A ∈ Rn×n, tall matrix B ∈ Rn×k, square matrix C ∈ Rk×k, fat matrix

D ∈ Rk×n,

(A+BCD)−1 = A−1 − A−1B(C−1 +DA−1B)−1DA−1.

9.7.3 Tools: Properties of matrix operations

Fact 9.9 (Matrix inner product). For two matrices A,B ∈ Rm×n, we have ⟨A,B⟩ =
tr[A⊤B] = vec[A]⊤vec[B].

Fact 9.10 (Basic properties of Kronecker product). The Kronecker product ⊗ satisfies

the following properties.

1. For matrices A ∈ Ra×n and B ∈ Rb×m, we have (A⊗B)⊤ = A⊤⊗B⊤ ∈ Rnm×ab.

2. For matrices A ∈ Ra×n, B ∈ Rb×m, C ∈ Rn×c, D ∈ Rm×d, we have (A ⊗ B) ·
(C ⊗D) = (AC ⊗BD) ∈ Rab×cd.

Fact 9.11 (Spectral properties of Kronecker product). The Kronecker product satis-

fies the following spectral properties.

1. For matrices A,B, if A and B are PSD matrices, then A⊗B is also PSD.

2. For two PSD matrices A and B ∈ Rn×n, if A ⪯ B, then A⊗ A ⪯ B ⊗B.

The following result is often used in SDP-related calculations.

Fact 9.12 (Kronecker product and vector multiplication). Given A ∈ Rm×n, B ∈
Rn×k, C ∈ Rk×l, D ∈ Rl×m, we have
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1. vec[ABC] = (C⊤ ⊗ A) · vec[B].

Note that ABC ∈ Rm×l, C⊤ ⊗ A ∈ Rml×nk, and vec[B] ∈ Rnk.

2. tr[ABCD] = vec[D]⊤ · (C⊤ ⊗ A) · vec[B].

Note that ABCD ∈ Rm×m, vec[D] ∈ Rml, C⊤⊗A ∈ Rml×nk, and vec[B] ∈ Rnk.

We state a standard fact for Kronecker product.

Fact 9.13 (Positive Semidefinite property of Kronecker product). Let m,n denote two

positive integers. Given a matrix A ∈ Rm×n2, let S, S̃ ∈ Rn×n be two PSD matrices.

Define

H := A · (S−1 ⊗ S−1) · A⊤ ∈ Rm×m, and H̃ := A · (S̃−1 ⊗ S̃−1) · A⊤ ∈ Rm×m.

Then, for any accuracy parameter α ≥ 1, if S̃ is an α-PSD approximation of S, i.e.,

α−1S ⪯ S̃ ⪯ αS, then

α−2H ⪯ H̃ ⪯ α2H.

Proof. Given any vector v ∈ Rm, we can write v⊤Hv and v⊤H̃v in the following way:

v⊤Hv =
m∑

i=1

m∑

j=1

vivjHi,j =
m∑

i=1

m∑

j=1

vivjtr[S
−1AiS

−1Aj]

= tr
[
S−1/2

( ∑

i∈[m]

viAi

)
S−1

( ∑

i∈[m]

viAi

)
S−1/2

]

=

∥∥∥∥∥∥
vec
[
S−1/2

( ∑

i∈[m]

viAi

)
S−1/2

]
∥∥∥∥∥∥

2

2

=

∥∥∥∥∥
(
S−1/2 ⊗ S−1/2

)
vec
[ m∑

i=1

viAi

]∥∥∥∥∥

2

2

, (9.6)

where the last line follows from Fact 9.12. Similarly,

v⊤H̃v =

∥∥∥∥∥
(
S̃−1/2 ⊗ S̃−1/2

)
vec
[ m∑

i=1

viAi

]∥∥∥∥∥

2

2

. (9.7)
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Since the right hand side of Eq. (9.6) and Eq. (9.7) are non-negative for any v ∈ Rm,

both H and H̃ are PSD matrices.

Since α−1S ⪯ S̃ ⪯ αS, we have

α−1S−1 ⪯ S̃−1 ⪯ αS−1.

By Fact 9.11, it further implies that

α−2S−1 ⊗ S−1 ⪯ S̃−1 ⊗ S̃−1 ⪯ α2S−1 ⊗ S−1.

Let b := vec[
∑m

i=1 viAi]
⊤. We have

∥∥∥
(
S̃−1/2 ⊗ S̃−1/2

)
b
∥∥∥
2

2
= b⊤(S̃−1/2 ⊗ S̃−1/2) · (S̃−1/2 ⊗ S̃−1/2)b

= b⊤(S̃−1 · S̃−1)b

≤ α2 · b⊤(S−1 ⊗ S−1)b

= α2 ·
∥∥∥
(
S−1/2 ⊗ S−1/2

)
b
∥∥∥
2

2
. (9.8)

And
∥∥∥
(
S̃−1/2 ⊗ S̃−1/2

)
b
∥∥∥
2

2
≥ α−2 ·

∥∥∥
(
S−1/2 ⊗ S−1/2

)
b
∥∥∥
2

2
. (9.9)

Combining Eqs. (9.6)-(9.9), we come to

α−2 · v⊤Hv ≤ v⊤H̃v ≤ α2 · v⊤Hv.

Since v can be arbitrarily chosen from Rm, we complete the proof.

We state another fact for Kronecker product in below:

Fact 9.14 (Kronecker product with equivalence for matrix norm). Given a constraint

matrix A ∈ Rm×n2 and vector b ∈ Rm. Let η > 0 denote a parameter. Let g(y, η) ∈ Rm

be defined as

g(y, η)i = ηbi − tr[S−1Ai] ∀i ∈ [m].
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Let X ∈ Rn×n denote a matrix that

⟨X,Ai⟩ = ηbi ∀i ∈ [m].

Let H := A(S−1 ⊗ S−1)A⊤. If matrix S is a PSD matrix, then we have

g(y, η)⊤H−1g(y, η) = v⊤B⊤(BB⊤)−1Bv,

where v := vec[S1/2XS1/2 − I] ∈ Rn2 and B ∈ Rm×n2 is a matrix that i-th row is

Bi = vec[S−1/2AiS
−1/2] ∈ Rn2

Proof. We start with re-writing g(y, η) ∈ Rm as follows: for each i ∈ [m]

g(y, η)i = biη − tr[S−1Ai]

= tr[XAi]− tr[S−1Ai]

= tr[(X − S−1)Ai]

= tr[S1/2(X − S−1)S1/2 · S−1/2AiS−1/2]

= tr[(S1/2XS1/2 − I) ·Bi].

Thus, using the definition of v, we have

g(y, η) = Bv.

Our next step is to rewrite H as follows: for each i, j ∈ [m]× [m]

Hi,j = tr[AiS
−1AjS

−1]

= tr[S−1/2AiS
−1/2 · S−1/2AjS−1/2]

= tr[Bi ·Bj]

which implies that H = BB⊤.

Thus, combine all the above computations, we have

g(y, η)⊤H−1g(y, η) = v⊤B⊤(BB⊤)−1Bv.

Therefore, we complete the proof.
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9.7.4 Tools: Fast matrix multiplication

We use Tmat(a, b, c) to denote the time of multiplying an a× b matrix with an-

other b×c matrix. Fast matrix multiplication [Cop82, Wil12, LG14, GU18, CGLZ20,

AW21] is a fundamental tool in theoretical computer science.

For k ∈ R+, we define ω(k) ∈ R+ to be the value such that ∀n ∈ N+,

Tmat(n, n, n
k) = O(nω(k)).

For convenience we define three special values of ω(k). We define ω to be the

fast matrix multiplication exponent, i.e., ω := ω(1). We define α ∈ R+ to be the dual

exponent of matrix multiplication, i.e., ω(α) = 2. We define β := ω(2).

The following fact can be found in Lemma 3.6 of [JKL+20], also see [BCS97].

Fact 9.15 (Convexity of ω(k)). The function ω(k) is convex.

The following fact can be found in Lemma A.5 of [CLS19].

Fact 9.16 (Fast rectangular matrix multiplication). For any two integers r ≤ n, the

time of multiplying an n× n matrix with another n× r

Tmat(n, n, r) ≤ n2 + r
ω−2
1−α · n2−α(ω−2)

(1−α) .

The following fact can be found in Lemma A.4 of [CLS19].

Fact 9.17 (Relation of ω and α). ω−2
1−α − 1 ≤ 0; that is, ω + α ≤ 3.

9.8 Our Algorithm and Result

We state our main result of Algorithm 42 as follows:

Theorem 9.18 (Main result for Algorithm 42). Given symmetric matrices C,A1, · · · , Am ∈
Rn×n, and a vector b ∈ Rm. Define matrix A ∈ Rm×n2 by stacking the m vectors
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vec[A1], · · · , vec[Am] ∈ Rn2 as rows. Consider the following SDP instance:

max
X∈Rn×n

⟨C,X⟩

s.t. ⟨Ai, X⟩ = bi, ∀i ∈ [m],

X ⪰ 0,

There is a SDP algorithm (Algorithm 42) that runs in time

O∗
( (√

n(m2 + n4) +mω + n2ω
)
· log(1/ϵ)

)
.

and outputs a PSD matrix X ∈ Rn×n that satisfies

⟨C,X⟩ ≥ ⟨C,X∗⟩ − ϵ · ∥C∥2 ·R and
m∑

i=1

|⟨Ai, X⟩ − bi| ≤ 4nϵ ·
(
R

m∑

i=1

∥Ai∥1 + ∥b∥1
)
,

(9.10)

where X∗ is an optimal solution of the SDP instance, and ∥Ai∥1 is the Schatten

1-norm of matrix Ai.

Proof. The correctness (Eq. (9.10)) follows from Theorem 9.20. The running time

follows from Theorem 9.24.

Remark 9.2. For current matrix multiplication time ω ≈ 2.373 ([LG14]), the running

time of our algorithm can be written as

O(max{n2ω,mω} · log(1/ϵ)).

Therefore, when m ≥ n2−0.5/ω ≈ n1.79, we have max{n2ω,mω} ≤ √n ·mω and thus

our algorithm is better than [JKL+20]. For the regimes when m is smaller, we can

apply Algorithm 45-46 in Section 9.12 or Algorithm 1 in [JKL+20].

Corollary 9.19 (Tall SDPs). When m = Ω(n2), we can solve SDP in O(mω ·log(1/ϵ))
time for current ω ≈ 2.373.
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Proof. When m = Ω(n2), the running time of Theorem 9.18 is

O
(
(m2 · √n+mω + n4.5 + n2ω) · log(1/ϵ)

)
= O((m2 · √n+mω) · log(1/ϵ)).

For current ω ≈ 2.373 , m2 · √n = m2.25 < mω.

Note that the running time of [JKL+20] is O(
√
n · (nω + mω + mn2)) =

O(mω+0.25) when m = Ω(n2).

9.9 Correctness

In this section we prove the correctness of our SDP solver Algorithm 42. In

Section 9.9.1 we prove that S̃ ∈ Rn×n updated by Algorithm 43 is a PSD approxima-

tion to the true slack matrix S ∈ Rn×n. In Section 9.9.2 we prove that the algorithm

maintains G = H̃−1 ∈ Rm×m, and H̃ is a PSD approximation to the true Hessian

matrix H ∈ Rm×m.

Theorem 9.20 (Correctness of Algorithm 42). Consider an SDP instance as in

Definition 9.1 with no redundant constraints. Let us assume that the feasible region

is bounded, i.e., any feasible solution X ∈ Rn×n
⪰0 satisfies ∥X∥2 ≤ R. Then for any

error parameter 0 < ϵ ≤ 0.01 and Newton step size ϵN satisfying
√
ϵ < ϵN ≤ 0.1,

Algorithm 42 outputs, in T = 40ϵ−1N
√
n log(n/ϵ) iterations, a PSD matrix X ∈ Rn×n

⪰0

that satisfies

⟨C,X⟩ ≥ ⟨C,X∗⟩ − ϵ · ∥C∥2 ·R, and∑m
i=1 |⟨Ai, X⟩ − bi| ≤ 4nϵ ·

(
R
∑m

i=1 ∥Ai∥1 + ∥b∥1
)
,

(9.11)

where X∗ is any optimal solution to the SDP instance, and ∥Ai∥1 is the Schatten

1-norm of matrix Ai.

Furthermore, in each iteration of Algorithm 42, the following invariant holds

for αH = 1 + 10−5:

∥S−1/2SnewS−1/2 − I∥F ≤ αH · ϵN . (9.12)
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Algorithm 42 Our SDP solver with log barrier.

1: procedure SolveSDP(m,n,C, {Ai}mi=1, A ∈ Rm×n2 , b ∈ Rm)
2: ▷ Initialization
3: Construct A ∈ Rm×n2 by stacking m vectors vec[A1], vec[A2], · · · , vec[Am] ∈

Rn2

4: η ← 1
n+2

, T ← 40
ϵN

√
n log(n

δ
)

5: Find initial feasible dual vector y ∈ Rm according to Lemma E.1
6: S ←∑

i∈[m] yi · Ai − C, S̃ ← S ▷ S, S̃ ∈ Rn×n

7: G← (A · (S̃−1 ⊗ S̃−1) · A⊤)−1 ▷ G ∈ Rm×m

8: ▷ Maintain G = H̃−1 where H̃ := A · (S̃−1 ⊗ S̃−1) · A⊤
9: for t = 1→ T do ▷ Iterations of approximate barrier method

10: ηnew ← η · (1 + ϵN
20
√
n
)

11: for j = 1, · · · ,m do
12: gηnew(y)j ← ηnew · bj − tr[S−1 · Aj] ▷ Gradient computation,

gηnew(y) ∈ Rm

13: end for
14: δy ← −G · gηnew(y) ▷ Update on y ∈ Rm

15: ynew ← y + δy
16: Snew ←∑

i∈[m](y
new)i · Ai − C

17: V1, V2 ← LowRankSlackUpdate(Snew, S̃) ▷ V1, V2 ∈ Rn×rt .
Algorithm 43.

18: S̃new ← S̃ + V1V
⊤
2 ▷ Approximate slack computation.

19: V3 ← −S̃−1V1(I + V ⊤2 S̃
−1V1)

−1 ▷ V3 ∈ Rn×rt

20: V4 ← S̃−1V2 ▷ V4 ∈ Rn×rt

21: Y1 ← [(S̃−1/2 ⊗ V3), (V3 ⊗ S̃−1/2), (V3 ⊗ V ⊤3 )] ▷ Y1 ∈ Rn2×(2nrt+r2t )

22: Y2 ← [(S̃−1/2 ⊗ V4), (V4 ⊗ S̃−1/2), (V4 ⊗ V ⊤4 )] ▷ Y2 ∈ Rn2×(2nrt+r2t )

23: Gnew ← G−G · AY1 · (I + Y ⊤2 A⊤AY1)
−1 · Y ⊤2 A⊤ ·G ▷ Gnew ∈ Rm×m

24: ▷ Hessian inverse computation using Woodbury identity.
25: y ← ynew

26: S ← Snew

27: S̃ ← S̃new

28: G← Gnew ▷ Update variables
29: end for
30: end procedure

Proof. Combining Lemma 9.21 and Lemma 9.22 we have that α−1S S ⪯ S̃ ⪯ αSS for

αS = 1 + 10−5. Therefore condition 1’ in Lemma 9.40 is satisfied by Fact 9.13 and

condition 2 & 3 holds trivially. Notice θϕlog = n. Then directly applying Theorem 9.46
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Algorithm 43 Low Rank Slack Update

1: procedure LowRankSlackUpdate(Snew, S̃)
2: ▷ Snew, S̃ ∈ Sn×n≥0 are positive definite matrices
3: ϵS ← 10−5 ▷ Spectral approximation constant
4: Zmid ← (Snew)−1/2 · S̃ · (Snew)−1/2 − I
5: Compute spectral decomposition Zmid = U · diag(λ) · U⊤
6: ▷ λ = [λ1, · · · , λn]⊤ ∈ Rn are the eigenvalues of Zmid, and U ∈ Rn×n is

orthogonal
7: Let π : [n]→ [n] be a sorting permutation such that |λπ(i)| ≥ |λπ(i+1)|
8: if |λπ(1)| ≤ ϵS then
9: S̃new ← S̃

10: else
11: r ← 1
12: while r ≤ n/2 and (|λπ(2r)| > ϵS or |λπ(2r)| > (1− 1/ log n)|λπ(r)|) do
13: r ← r + 1
14: end while

15: (λnew)π(i) ←
{
0, if i = 1, 2, · · · , 2r;
λπ(i), otherwise.

16: L← supp(λnew − λ) ▷ |L| = 2r
17: V1 ← ((Snew)1/2 · U · diag(λnew − λ))∗,L ▷ V1 ∈ Rn×2r

18: V2 ← ((Snew)1/2 · U)∗,L ▷ V2 ∈ Rn×2r

19: ▷ V1 · V ⊤2 = (Snew)1/2 · U · diag(λnew − λ) · U⊤ · (Snew)1/2

20: end if
21: return S̃new

22: end procedure

completes the proof.

9.9.1 Approximate slack maintenance

The following lemma gives a closed-form formula for the updated S̃new in each

iteration.

Lemma 9.21 (Closed-form formula of slack update). In each iteration of Algo-
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rithm 42, the update of the slack variable S̃new (on Line 18) satisfies

S̃new = S̃ + (Snew)1/2 · U · diag(λnew − λ) · U⊤ · (Snew)1/2,

where S̃ is the slack variable in previous iteration, and U, λ, λnew are defined in Algo-

rithm 43.

Moreover, it implies that S̃new is a symmetric matrix in each iteration.

Proof. From Line 17 and 18 of Algorithm 43 we have V1·V ⊤2 = (Snew)1/2·U ·diag(λnew−
λ) · U⊤ · (Snew)1/2. Therefore

S̃new = S̃ + V1 · V ⊤2 = S̃ + (Snew)1/2 · U · diag(λnew − λ) · U⊤ · (Snew)1/2.

In the first iteration, we have S̃ = S which is a symmetric matrix.

By the definition of V1, V2, we know that V1 · V ⊤2 is symmetric. Hence, Snew is

also symmetric in each iteration.

The following lemma proves that we always have S̃ ≈ S throughout the algo-

rithm.

Lemma 9.22 (Approximate Slack). In each iteration of Algorithm 42, the approxi-

mate slack variable S̃ satisfies that α−1S S ⪯ S̃ ⪯ αSS, where αS = 1 + 10−5.

Proof. Notice that

S̃new = S̃ + (Snew)1/2 · U · diag(λnew − λ) · U⊤ · (Snew)1/2

=
(
Snew + (Snew)1/2Zmid(Snew)1/2

)
+ (Snew)1/2 · U · diag(λnew − λ) · U⊤ · (Snew)1/2

= Snew + (Snew)1/2 · U · diag(λnew) · U⊤ · (Snew)1/2,

where the first step comes from Lemma 9.21, the second step comes from definition

Zmid = (Snew)−1/2 · S̃ · (Snew)−1/2 − I (Line 4 of Algorithm 43), and the final step

comes from Zmid = U · diag(λ1, · · · , λn) · U⊤ (Line 5 of Algorithm 43).
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By Line 15 of Algorithm 43 we have (λnew)i ≤ ϵS for all i ∈ [n], so
∥∥∥(Snew)−1/2 · S̃new · (Snew)−1/2 − I

∥∥∥
2
=
∥∥U · diag(λnew) · U⊤

∥∥
2
≤ ϵS.

This implies that for αS = 1 + ϵS, by Fact 9.5, in each iteration of Algorithm 42 the

slack variable S̃ satisfies α−1S S ⪯ S̃ ⪯ αSS.

9.9.2 Approximate Hessian inverse maintenance

The following lemma shows that the maintained matrix G equals to the inverse

of approximate Hessian.

Lemma 9.23 (Close-form formula for Hessian inverse). In each iteration of Algo-

rithm 42, we have G = H̃−1 ∈ Rm×m, where H̃ := A · (S̃−1 ⊗ S̃−1) · A⊤ ∈ Rm×m.

Proof. We prove this lemma by induction.

In the beginning of the algorithm, the initialization of G (Line 7 of Algo-

rithm 42) satisfies the formula G = H̃−1.

Assume the induction hypothesis that G = H̃−1 in the beginning of each

iteration, next we will prove that Gnew = (H̃new)−1. Note that Gnew is updated on

Line 23 of Algorithm 42. And H̃new := A · ((S̃new)−1 ⊗ (S̃new)−1) · A⊤ ∈ Rm×m, where

S̃new is updated on Line 18 of Algorithm 42.

We first compute (S̃new)−1 ∈ Rn×n:

(S̃new)−1 = (S̃ + V1V
⊤
2 )−1

= S̃−1 − S̃−1V1 · (I + V ⊤2 S̃
−1V1)

−1 · V ⊤2 S̃−1

= S̃−1 + V3 · V ⊤4 , (9.13)

where the reason of the first step is S̃new = S̃ + V1V
⊤
2 (Line 18 of Algorithm 42),

the second step follows from Woodbury identity (Fact 9.8), and the third step follows

from V3 = −S̃−1V1(I + V ⊤2 S̃
−1V1)

−1 ∈ Rn×rt and V4 = S̃−1V2 ∈ Rn×rt (Line 19 and

20 of Algorithm 42).
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We then compute a close-form formula of (S̃new)−1 ⊗ (S̃new)−1 ∈ Rn2×n2 :

(S̃new)−1 ⊗ (S̃new)−1

= (S̃−1 + V3V
⊤
4 )⊗ (S̃−1 + V3V

⊤
4 )

= S̃−1 ⊗ S̃−1 + S̃−1 ⊗ (V3V
⊤
4 ) + (V3V

⊤
4 )⊗ S̃−1 + (V3V

⊤
4 )⊗ (V3V

⊤
4 )

= S̃−1 ⊗ S̃−1 + (S̃−1/2 ⊗ V3) · (S̃−1/2 ⊗ V ⊤4 ) + (V3 ⊗ S̃−1/2) · (V ⊤4 ⊗ S̃−1/2)

+ (V3 ⊗ V3) · (V ⊤4 ⊗ V ⊤4 )

= S̃−1 ⊗ S̃−1 + Y1Y
⊤
2 , (9.14)

where the first step follows from Eq. (9.13), the second step follows from linearity of

Kronecker product, the third step follows from mixed product property of Kronecker

product (Part 2 of Fact 9.10), the fourth step follows from Y1 = [(S̃−1/2 ⊗ V3), (V3 ⊗
S̃−1/2), (V3 ⊗ V ⊤3 )] ∈ Rn2×(2nrt+r2t ) and Y2 = [(S̃−1/2 ⊗ V4), (V4 ⊗ S̃−1/2), (V4 ⊗ V ⊤4 )] ∈
Rn2×(2nrt+r2t ) (Line 21 and 22 of Algorithm 42), and the transpose of Kronecker prod-

uct (Part 1 of Fact 9.10).

Thus we can compute (H̃new)−1 ∈ Rm×m as follows:

(H̃new)−1 =
(
A ·
(
(S̃new)−1 ⊗ (S̃new)−1

)
· A⊤

)−1

=
(
A · (S̃−1 ⊗ S̃−1) · A⊤ + A · Y1Y ⊤2 · A⊤

)−1

= G−G · AY1 · (I + Y ⊤2 A⊤ · AY1)−1 · Y ⊤2 A⊤ ·G

= Gnew, (9.15)

where the first step follows from the definition of H̃new, the second step follows from

Eq. (9.14), the third step follows from Woodbury identity (Fact 9.8) and the induction

hypothesis that G = H̃−1 = (A · (S̃−1⊗ S̃−1) ·A⊤)−1 ∈ Rm×m, the fourth step follows

from the definition of Gnew on Line 23 of Algorithm 42.

The proof is then completed.
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9.10 Time Analysis

In this section we analyze the running time of Algorithm 42. We first present

the main theorem.

Theorem 9.24 (Running time of Algorithm 42). Algorithm 42 runs in time

O∗
(
(m2 · √n+mω + n4.5 + n2ω) · log(1/ϵ)

)
.

Specifically, when m ≥ n2 the total running time is

O∗
(
(mω +m2 · √n) · log(1/ϵ)

)
.

Proof. The running time of Algorithm 42 consists of two parts:

1. Initialization. O(Tmat(m,n
2, n2) + mω) ≤ O∗(n2ω + mω) time from

Lemma 9.25.

2. Cost of T iterations.

T∑

t=1

(
Tmat(m,n

2, nrt) + Tmat(m,m, nrt) + (nrt)
ω +m2 +mn2

)

≤ T ·O(m2 + n4 + n2ω−1/2 +m2−α(ω−2)
1−α · n

2(ω−2)
1−α

−1/2)

= O∗
(
(m2 · √n+ n4.5 + n2ω +m2−α(ω−2)

1−α · n
2(ω−2)
1−α ) · log(1/ϵ)

)

≤ O∗
(
(m2 · √n+ n4.5 + n2ω +mω) · log(1/ϵ)

)

where the first step follows from Lemma 9.26, the second step follows from Lemma 9.33

and mn2 ≤ O(m2 + n4), the third step follows from T = O(
√
n log(1/ϵ)), the fourth

step follows from the inequalities in two cases:

m2−α(ω−2)
1−α · n

2(ω−2)
1−α ≤

{
(n2)2−

α(ω−2)
1−α · n

2(ω−2)
1−α = n2ω when m ≤ n2,

m2−α(ω−2)
1−α · (m1/2)

2(ω−2)
1−α = mω when m > n2.

Adding the costs of these two parts completes the proof.

This section is organized as follows:
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• Section 9.10.1 provides the analysis of initialization cost (Lemma 9.25).

• Section 9.10.2 studies the cost per iteration of our algorithm (Lemma 9.26).

• Section 9.10.3 present the property of low rank update (Theorem 9.29).

• Section 9.10.4 use the tools of Section 9.10.3 to bound the amortized cost of our

algorithm (Lemma 9.33).

Sec. Statement Time Comment
9.10.1 Lem 9.25 Tmat(m,n

2, n2) +mω Initialization
9.10.2 Lem 9.26 Tmat(m,n

2, nrt) + Tmat(m,m, nrt) + (nrt)
ω +m2 +mn2 Cost per iteration

9.10.4 Lem 9.33 m2 + n4 + n2ω−1/2 +m2−α(ω−2)
1−α · n

2(ω−2)
1−α Amortized cost

Table 9.1: Summary of Section 9.10.

9.10.1 Initialization cost

The goal of this section is to prove Lemma 9.25.

Lemma 9.25 (Initialization cost). Initialization of Algorithm 42 (Line 3 to 7) takes

time

O(Tmat(m,n
2, n2) +mω).

Proof. We compute the cost of each line during initialization.

• Line 3 of Algorithm 42. Constructing A ∈ Rm×n2 by stacking vectors takes

O(mn2) time.

• Line 6 of Algorithm 42. Computing S =
∑

i∈[m] yi · Ai − C takes O(mn2)

time.

• Line 7 of Algorithm 42. This step computes G = (A ·(S̃−1⊗S̃−1) ·A⊤)−1. We

first compute S̃−1 ⊗ S̃−1 ∈ Rn2×n2 , which takes O(n4) time. We then compute

A · (S̃−1 ⊗ S̃−1) · A⊤, which takes O(Tmat(m,n
2, n2) + Tmat(m,n

2,m)) time.
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Finally computing the inverse takes O(mω) time. Since n4 ≤ Tmat(m,n
2, n2) and

Tmat(m,n
2,m) ≤ Tmat(m,n

2, n2) +mω, this step takes O(Tmat(m,n
2, n2) +mω)

time in total,

Combining the cost of these three steps, and since mn2 ≤ Tmat(m,n
2, n2), we have

the total cost as presented in the lemma statement.

9.10.2 Cost per iteration

The goal of this section is to prove Lemma 9.26.

Lemma 9.26 (Cost per iteration). For t ∈ [T ], let rt be the rank of the update in the

t-th iteration of Algorithm 42. The t-th iteration takes time

O(Tmat(m,n
2, nrt) + Tmat(m,m, nrt) + (nrt)

ω +m2 +mn2).

Proof. We compute the cost of each line of Algorithm 42 in the t-th iteration.

Line 12 of Algorithm 42: gradient computation, O(mn2) time.

This step computes gηnew(y)j ← ηnew · bj − tr[S−1 · Aj].

Computing one tr[S−1 ·Aj] takes n2 time, and computing all traces for j ∈ [m]

takes mn2 time.

Line 14 of Algorithm 42: δy computation, O(m2) time.

This step computes δy ← −(H̃new)−1 · gηnew(y).

Computing the matrix vector multiplication of H̃(y)−1 ∈ Rm×m with gηnew(y) ∈
Rm takes O(m2) time.

Line 16 of Algorithm 42: Snew computation, O(mn2) time.

This step computes Snew ←∑
i∈[m](y

new)iAi − C.

Brute-forcely adding all (ynew)iAi ∈ Rn×n takes mn2 time.

Line 17-18 of Algorithm 42: S̃new computation, O(nω) time.
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Line 17 makes a call to procedure LowRankSlackUpdate, and this takes

O(ω) time by Lemma 9.27.

Line 18 computes S̃new ← S̃ + V1V
⊤
2 , which takes O(Tmat(n, rt, n)) ≤ O(nω)

time.

Line 19-23 of Algorithm 42: Hessian inverse computation, O(Tmat(m,n
2, nrt)+

Tmat(m,m, nrt) + (nrt)
ω) time.

Computing V3, V4 ∈ Rn×rt on Line 19 and 20 takes O(nω) time.

Computing Y1, Y2 ∈ Rn2×(2nrt+r2t ) on Line 21 and 22 takes the same time as

the output size: O(n3 · rt).

We compute Gnew ← G−G ·AY1 · (I + Y ⊤2 A⊤AY1)
−1 · Y ⊤2 A⊤ ·G on Line 23 in

the following order:

1. Compute AY1,AY2 ∈ Rm×(2nrt+r2t ) in O(Tmat(m,n
2, nrt)) time since A ∈ Rm×n2

and Y1, Y2 ∈ Rn2×(2nrt+r2t ).

2. Compute I + (Y ⊤2 A⊤) · (AY1) ∈ R(2nrt+r2t )×(2nrt+r2t ) in O(Tmat(nrt,m, nrt)) time.

Then compute the inverse (I+Y ⊤2 A⊤ ·AY1)−1 ∈ R(2nrt+r2t )×(2nrt+r2t ) in O((nrt)ω)

time.

3. Compute G · AY1 ∈ Rm×(2nrt+r2t ) in O(Tmat(m,m, nrt)) time since G ∈ Rm×m

and AY1 ∈ Rm×(2nrt+r2t ).

4. Finally computeGAY1·(I+Y ⊤2 A⊤·AY1)−1·Y ⊤2 A⊤G ∈ Rm×m inO(Tmat(m,nrt,m))

time.

Thus in total computing Gnew takes O(Tmat(m,n
2, nrt) + Tmat(m,m, nrt) + (nrt)

ω)

time.

Combined. Combining the time of the four steps on Line 12, 23, 14, and 16
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of Algorithm 42, it is easy to see that the t-th iteration takes time

Time per iteration

= Line 12 + Line 14 + Line 16 + Line 17-18 + Line 19-23

= O(mn2)︸ ︷︷ ︸
Line 12

+O(m2)︸ ︷︷ ︸
Line 14

+O(mn2)︸ ︷︷ ︸
Line 16

+ O(nω)︸ ︷︷ ︸
Line 17-18

+Tmat(m,n
2, nrt) + Tmat(m,m, nrt) + (nrt)

ω

︸ ︷︷ ︸
Line 19-23

= O
(
Tmat(m,n

2, nrt) + Tmat(m,m, nrt) + (nrt)
ω +m2 +mn2

)
.

Thus, we complete the proof.

Lemma 9.27 (Cost of LowRankSlackUpdate (Algorithm 43)). A call to proce-

dure LowRankSlackUpdate (Algorithm 43) takes O(nω) time.

Proof. In procedure LowRankSlackUpdate, the most time-consuming step is to

compute the spectral decomposition of Zmid ∈ Rn×n, and this takes O(nω) time.

9.10.3 Property of low rank update

The goal of this section is to prove Theorem 9.29.

We first make the following definitions.

Definition 9.4 (Potential function). Let g ∈ Rn
+ be a non-increasing vector. For any

matrix Z ∈ Rn×n, let |λ(Z)|[i] to denote the i-th largest absolute eigenvalue of Z. We

define a potential function Φg : Rn×n → R+,

Φg(Z) :=
n∑

i=1

gi · |λ(Z)|[i].

In the t-th iteration of Algorithm 42, let S, S̃ ∈ Rn×n be the slack matrix and

the approximate slack matrix in the beginning of the iteration, and let Snew, S̃new be

the updated matrices. We define the following matrices to capture their differences.
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Definition 9.5 (Difference matrices). Define the following matrices Z,Zmid, Znew ∈
Rn×n:

Z := S−1/2 · S̃ · S−1/2 − I,

Zmid := (Snew)−1/2 · S̃ · (Snew)−1/2 − I,

Znew := (Snew)−1/2 · S̃new · (Snew)−1/2 − I.

Assumption 9.28 (Closeness of Snew and S̃ from S). We make the following two

assumptions about S, S̃, Snew ∈ Rn×n:

1. ∥S−1/2 · Snew · S−1/2 − I∥F ≤ 0.02,

2. ∥S−1/2 · S̃ · S−1/2 − I∥2 ≤ 0.01.

Next we present the main theorem of this section.

Theorem 9.29 (General amortized guarantee). Let T denote the total number of

iterations in Algorithm 42. Let rt denote the rank of the update matrices V1, V2 ∈
Rn×rt generated by Algorithm 43 in the t-th iteration. The ranks rt’s satisfy the

following condition: for any vector g ∈ Rn
+ which is non-increasing, we have

T∑

t=1

rt · grt ≤ O(T · ∥g∥2 · log n).

Proof. Part 1 of Assumption 9.28 is proved in Theorem 9.20, and Part 2 of Assump-

tion 9.28 is proved in Lemma 9.22. Thus we can use Lemma 9.31.

Combining Lemma 9.31 and Lemma 9.32, we have

Φg(Z
new)− Φg(Z) = (Φg(Z

mid)− Φg(Z))− (Φg(Z
mid)− Φg(Z

new))

≤ ∥g∥2 −
ϵS

10 log n
· rt · grt .
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With an abuse of notation, we denote the matrix Z in the t-th iteration as Z(t). Since

in the beginning Φg(Z
(0)) = 0 and Φg(Z

(T )) ≥ 0, we have

0 ≤ Φg(Z
(T ))− Φg(Z

(0))

≤
T∑

t=1

(Φg(Z
(t))− Φg(Z

(t−1)))

≤ T · ∥g∥2 −
ϵS

10 log n
·

T∑

t=1

rt · grt .

This completes the proof.

9.10.3.1 S move

Lemma 9.30 (Eigenvalue change). Let matrices Z,Zmid ∈ Rn×n be defined as in

Definition 9.5. Under Assumption 9.28, we have
n∑

i=1

(λ(Z)[i] − λ(Zmid)[i])
2 ≤ 10−3,

where λ(Z)[i] denotes the i-th largest eigenvalue of Z.

Proof. We notice

∥S1/2(Snew)−1S1/2 − I∥2F = ∥ν−1 − 1n∥22

where {νi}i∈[n] are the eigenvalues of S−1/2SnewS−1/2. By Assumption 9.28, we have

max
i∈[n]
|vi − 1| ≤ 0.02,

which implies that mini∈[n] vi ≥ 0.98.

Assumption 9.28 also gives

∥ν − 1n∥22 ≤ 0.0004.

Then, we have

∥ν−1 − 1n∥22 ≤ 5× 10−4. (9.16)
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Define F := (Snew)−1/2S1/2 and F = UDV ⊤ be its SVD decomposition. Let

Z ′ := V ⊤ZV . Notice that

Zmid = FZF⊤ + FF⊤ − I.

Combining with Eq. (9.16),
n∑

i=1

(λ(Znew)[i] − λ(FZF⊤)[i])2 ≤ ∥Zmid − FZF⊤∥2F

= ∥FF⊤ − I∥2F
= ∥ν−1 − 1n∥22
≤ 5× 10−4.

Since ∥D2 − I∥2F = ∥FF⊤ − I∥2F ≤ 5 · 10−4 and ∥Z ′∥2 = ∥Z∥2 ≤ 0.01, Fact 9.7 gives
n∑

i=1

(λ(Z)[i] − λ(FZF⊤)[i])2 =
n∑

i=1

(λ(Z)[i] − λ(DZ ′D)[i])
2

≤ ∥DZ ′D − Z ′∥2F
≤ 10−5.

Combining the above inequalities, we have
n∑

i=1

(λ(Z)[i] − λ(Zmid)[i])
2 ≤ 10−3.

The following lemma upper bounds the increase in potential when S changes

to Snew.

Lemma 9.31 (S move). Consider the t-th iteration. Let matrices Z,Zmid ∈ Rn×n

be defined as in Definition 9.5. Let g ∈ Rn
+ be a non-increasing vector, and let

Φg : Rn×n → R+ be defined as in Definition 9.4.

Under Assumption 9.28, we have

Φg(Z
mid)− Φg(Z) ≤ ∥g∥2.
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Proof. Let π : [n]→ [n] be a sorting permutation such that |λ(Zmid)π(1)| ≥ |λ(Zmid)π(2)| ≥
· · · ≥ |λ(Zmid)π(n)|, i.e., |λ(Zmid)π(i)| = |λ(Zmid)|[i]. Then we have

Φg(Z
mid) =

n∑

i=1

gi · |λ(Zmid)π(i)|

≤
n∑

i=1

gi · |λ(Z)π(i)|+
n∑

i=1

gi · |λ(Zmid)π(i) − λ(Z)π(i)|

≤
∑

i∈[n]

gi · |λ(Z)|[i] +
∑

i∈[n]

gi · |λ(Zmid)π(i) − λ(Z)π(i)|

≤
∑

i∈[n]

gi · |λ(Z)|[i] +
(∑

i∈[n]

g2i

)1/2
·
(∑

i∈[n]

|λ(Zmid)π(i) − λ(Z)π(i)|2
)1/2

≤ Φg(Z) + ∥g∥2

where the first step follows from the definition of Φg (Definition 9.4) and π, the

second step follows from triangle inequality, the third step follows from g ∈ Rn
+ is

non-increasing and |λ(Z)|[i] is the i-th largest absolute eigenvalue of Z, the fourth

step follows from Cauchy-Schwarz inequality, the last step follows from definition of

Φg and Lemma 9.30.

Thus we have Φg(Z
mid)− Φg(Z) ≤ ∥g∥2.

9.10.3.2 S̃ move

The following lemma lower bounds the decrease in potential when S̃ is updated

to S̃new.

Lemma 9.32 (S̃ move). Consider the t-th iteration. Let matrices Zmid, Znew ∈ Rn×n

be defined as in Definition 9.5. Let g ∈ Rn
+ be a non-increasing vector, and let

Φg : Rn×n → R+ be defined as in Definition 9.4.

Let rt denote the rank of the update matrices V1, V2 ∈ Rn×rt generated by

Algorithm 43 in the t-th iteration. We have

Φg(Z
mid)− Φg(Z

new) ≥ ϵS
10 log n

· rt · grt .

499



Proof. Note that rt = 2r, where r is the variable of Algorithm 43. We define λ ∈ Rn

and U ∈ Rn×n (Line 5), π : [n] → [n] (Line 7) and λnew ∈ Rn (Line 15) to be the

same as Algorithm 43. We extend the definition and let λπ(i) = 0 for i > n. We have

Znew = (Snew)−1/2 · S̃new · (Snew)−1/2 − I

= (Snew)−1/2 ·
(
S̃ + (Snew)1/2 · U · diag(λnew − λ) · U⊤ · (Snew)1/2

)
· (Snew)−1/2 − I

= Zmid + U · diag(λnew − λ) · U⊤

= U · diag(λnew) · U⊤

where the first step follows from definition of Znew (Definition 9.5), the second step

follows from closed-form formula of S̃new (Lemma 9.21), the third step follows from

definition of Zmid (Definition 9.5), the fourth step follows from Zmid = U ·diag(λ) ·U⊤

(Line 5 of Algorithm 43).

Thus from the definition of Φg (Definition 9.4), we have

Φg(Z
mid) =

n∑

i=1

gi · |λπ(i)|, Φg(Z
new) =

n∑

i=1

gi · |λπ(2r+i)|. (9.17)

We consider two different cases of the outcome of the while-loop on Line 12 of

Algorithm 43.

Case 1. No i ≤ n/2 satisfies both |λπ(2i)| ≤ ϵS and |λπ(2i)| ≤ (1 −
1/ log n)|λπ(i)|.

In this case, the while-loop exits with r = n/2, and hence rt = 2r = n. Thus

using Eq. (9.17) we have Φg(Z
new) = 0. We consider two sub-cases.

• Case 1(a). For all i ∈ [n], |λπ(i)| > ϵS.
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In this case we have

Φg(Z
mid)− Φg(Z

new) =
n∑

i=1

gi · |λπ(i)| − 0

≥ n · gn · ϵS
= ϵS · rt · grt .

• Case 1(b). There exists a minimum i∗ ≤ n/2 such that |λπ(2i)| ≤ ϵS for

all i ≥ i∗.

The condition of Case 1 and Case 1(b) means that for all i ≥ i∗, we must have

|λπ(2i)| > (1 − 1/ log n)|λπ(i)|. And since i∗ is the minimum index such that

|λπ(2i∗)| ≤ ϵS, we have |λπ(i∗)| > ϵS. Thus we have

|λπ(n)| > (1− 1/ log n)|λπ(n/2)| > · · · > (1− 1/ log n)log(n/i
∗)|λπ(i∗)| ≥

1

e
· |λπ(i∗)| ≥

ϵS
e
.

So we have

Φg(Z
mid)− Φg(Z

new) =
n∑

i=1

gi · |λπ(i)| − 0

≥ n · gn · |λπ(n)|

=
ϵS
e
· rt · grt .

Case 2. There exists a minimum r ≤ n/2 such that both |λπ(2r)| ≤ ϵS

and |λπ(2r)| ≤ (1− 1/ log n)|λπ(r)| are satisfied.

This r is the outcome of the while-loop in Algorithm 43. Next we prove

|λπ(r)| ≥ ϵS
e
.

Let i∗ ≤ n/2 be the minimum index such that |λπ(2i)| ≤ ϵS for all i ≥ i∗.

Note that this implies |λπ(i∗)| > ϵS. We have r ≥ i∗ since |λπ(2r)| ≤ ϵS and i∗ is the

minimum such index. Hence |λπ(2i)| > (1− 1/ log n)|λπ(i)| for all i ∈ [i∗, r).

If r/2 ≤ i∗, we have |λπ(r)| = |λπ(2(r/2))| ≥ ϵS. If r/2 ≥ i∗, we have

|λπ(r)| > (1− 1/ log n)|λπ(r/2)| > · · · > (1− 1/ log n)log(r/i
∗)|λπ(i∗)| ≥

1

e
· |λπ(i∗)| ≥

ϵS
e
.
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Thus we have |λπ(r)| ≥ ϵS
e

in either cases.

We have

1. ∀i ≤ r, |λπ(i)| ≥ |λπ(r)| ≥
ϵS
e
, 2. ∀i ≥ 2r, |λπ(i)| ≤ |λπ(2r)| ≤ (1− 1/ log n)|λπ(r)|.

(9.18)

Thus we can bound the potential decrease as follows:

Φg(Z
mid)− Φg(Z

new) ≥
r∑

i=1

gi · (|λπ(i)| − |λπ(i+2r)|)

≥
r∑

i=1

gi · (|λπ(r)| − |λπ(2r)|)

≥
r∑

i=1

gi ·
1

log n
|λπ(r)|

≥ rt · grt ·
ϵS

2e log n
,

where the first step follows from Eq. (9.17), the second step follows from |λπ(i)| is

decreasing, the third follows from Part 2 of Eq. (9.18), the fourth step follows from

Part 1 of Eq. (9.18), rt = 2r, and that g is non-increasing.

9.10.4 Amortized analysis

The goal of this section is to prove Lemma 9.33 using Lemma 9.34.

Lemma 9.33 (Amortization of Hessian computation). Let T denote the total number

of iterations in Algorithm 42. For t ∈ [T ], the cost of Hessian computation in the t-th

iteration can be amortized as follows:

T∑

t=1

(Tmat(m,n
2, nrt) + Tmat(m,m, nrt) + (nrt)

ω)

≤ T ·O∗(m2 + n4 + n2ω−1/2 +m2−α(ω−2)
1−α · n

2(ω−2)
1−α

−1/2).

Proof. We have (nrt)
ω ≤ Tmat(n

2, n2, nrt), and Tmat(m,n
2, nrt) ≤ Tmat(m,m, nrt) +
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Tmat(n
2, n2, nrt), thus we can bound the cost of hessian computation as

Tmat(m,n
2, nrt) + Tmat(m,m, nrt) + (nrt)

ω ≤ Tmat(m,m, nrt) + Tmat(n
2, n2, nrt).

(9.19)

From Theorem 9.29 we know that for any vector g ∈ Rn
+ which is non-

increasing, we have
∑T

t=1 rt · grt ≤ O(T · ∥g∥2 · log n), so we can use Lemma 9.34:

T∑

t=1

Tmat(m,m, nrt) ≤ O∗(m2 +m2−α(ω−2)
1−α · n

2(ω−2)
1−α

−1/2) when m ≥ n2,

T∑

t=1

Tmat(n
2, n2, nrt) ≤ O∗(n4 + n4− 2α(ω−2)

1−α · n
2(ω−2)
1−α

−1/2) = O∗(n4 + n2ω−1/2).

Combining these two inequalities and Eq. (9.19) completes the proof.

Lemma 9.34 (Helpful lemma for amortization of Hessian computation). Let T denote

the total number of iterations. Let rt ∈ [n] be the rank for the t-th iteration for

t ∈ [T ]. Assume rt satisfies the following condition: for any vector g ∈ Rn
+ which is

non-increasing, we have

T∑

t=1

rt · grt ≤ O(T · ∥g∥2).

If the cost in the t-th iteration is O(Tmat(d, d, nrt)) where d = Ω(n2) is an

integer, then the amortized cost per iteration is

O∗
(
d2 + d2−

α(ω−2)
1−α · n

2(ω−2)
1−α

−1/2).

Proof. Let ω be the matrix multiplication exponent, let α be the dual matrix mul-

tiplication exponent, and let β = ω(2) (see Section 9.7.4 for more details). Since

d ≥ n2 ≥ nrt, we have

Tmat(d, d, nrt) ≤ d2 + (nrt)
ω−2
1−α · d2−

α(ω−2)
1−α

= d2 + d2−
α(ω−2)
1−α · nω−2

1−α · r
ω−2
1−α

t , (9.20)
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where we use Fact 9.16 in the first step.

Define g ∈ Rn
+ such that ∀r ∈ [n], gr = r

ω−2
1−α
−1. We observe that g is a non-

increasing vector because ω−2
1−α − 1 ≤ 0 (Fact 9.17). Then using the condition in the

lemma statement, we have

T∑

t=1

r
ω−2
1−α

t =
T∑

t=1

rt · grt

≤ T · ∥g∥2
≤ T ·

(∫ n

x=1

x
2(ω−2)
1−α

−2dx
)1/2

= T ·O(n
(ω−2)
1−α

−1/2), (9.21)

where the first step follows from the definition that gr = r
ω−2
1−α
−1, ∀r ∈ [n], the

second step follows from the assumption
∑T

t=1 rt · grt ≤ T · ∥g∥2 in the lemma state-

ment, the third step follows from upper bounding the ℓ2 norm ∥g∥22 =
∑n

r=1 g
2
r =

∑n
r=1 r

2(ω−2)
1−α

−2 ≤
∫ n
x=1

x
2(ω−2)
1−α

−2 and the last step follows from computing the integral
∫ n
x=1

x
2(ω−2)
1−α

−2 = c · x
2(ω−2)
1−α

−1∣∣n
1
= O(n

2(ω−2)
1−α

−1) where c := 1/(2(ω−2)
1−α − 1).

Thus we have

T∑

t=1

Tmat(d, d, nrt) ≤
T∑

t=1

(
d2 + d2−

α(ω−2)
1−α · nω−2

1−α · r
ω−2
1−α

t

)

= T · d2 + d2−
α(ω−2)
1−α · nω−2

1−α ·
T∑

t=1

r
ω−2
1−α

t

≤ T · d2 + d2−
α(ω−2)
1−α · nω−2

1−α · T ·O(n
(ω−2)
1−α

−1/2)

= T ·O(d2 + d2−
α(ω−2)
1−α · n

2(ω−2)
1−α

−1/2).

where the first step follows from Eq. (9.20), the second step follows from moving

summation inside, the third step follows from Eq. (9.21), and the last step follows

from adding the terms together.

Thus, we complete the proof.
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9.11 The Robust Interior Point Method Framework For SDP

One of the contributions in this chapter is a more robust interior point method

framework that allows errors in the Hessian matrices, the gradient vectors, and the

Newton steps. We will first introduce the necessary backgrounds and definitions in

Section 9.11.1. Then we will perform the one step error analysis based on Newton

decrements in Section 9.11.2. We also list the corresponding error analysis in previous

framework for comparison. In Section 9.11.3-9.11.5, we prove several supporting

Lemmata that are used in the proof of Section 9.11.2. In Section 9.11.6, we include

several classical results that bound the duality gap by the Newton decrements and

provide the proofs. Finally, we state the main result in Section 9.11.7.

9.11.1 Definitions

We start with some definitions.

Definition 9.6. Let C ∈ Rn×n. Let A ∈ Rm×n2 denote the matrix where the i-th

row matrix Ai ∈ Rn×n. Consider a barrier function ϕ : Rm 7→ R defined on the dual

space {y ∈ Rm :
∑m

i=1 yiAi − C ⪰ 0}.

We define function S : Rm → Rn×n such that

S(y) =
m∑

i=1

yi · Ai − C.

We define function ∇2ϕ : Rm → Rm×m that maps the dual variable to the Hessian

matrix of barrier function ϕ. Notice ∇2ϕ = ∇2fη for the regularized objective fη(y)

in Eq. (9.3), since fη adds ϕ with a linear function of y. In particular, for logarithmic

barrier:

∇2ϕ(y) = A · (S(y)−1 ⊗ S(y)−1) · A⊤.

We abuse the notation of ∇2ϕ and also write ∇2ϕ : Rn×n → Rm×m as a function of

the slack matrix. In particular, for logarithmic barrier:

∇2ϕ(S) = A · (S−1 ⊗ S−1) · A⊤.
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We define g : Rm×R→ Rm that maps the dual variable y and the learning rate η to

the gradient of the regularized objective fη(y) in Eq. (9.3), i.e. g(y, η) = η ·b−∇ϕ(y).
In particular, for logarithmic barrier:

g(y, η) = η · b− A · vec(S(y)−1).

We abuse the notation of g and also write g(S, η) as a function of slack variable S

and learning rate η. For example, in logarithmic barrier g(S, η) is given by

g(S, η) = η · b− A · vec(S−1).

We define function n : Rm × R → Rm as the Newton step taken at y with learning

rate η:

n(y, η) = (∇2ϕ(y))−1 · g(y, η).

Definition 9.7 (Local norm). We will frequently use local inner product defined

w.r.t. function ϕ as follow: for u, v ∈ Rn, ⟨u, v⟩x := ⟨u,∇2ϕ(x)v⟩. It induces a local

norm defined by ∥u∥x := ⟨u, u⟩x = ⟨u,∇2ϕ(x)u⟩. It also induces an operator norm

for matrices defined by ∥A∥x := supz
∥Az∥x
∥z∥x .

In the Hilbert space equipped with local norm ⟨·, ·⟩x, the gradient at z is

denoted by ∇ϕx(z) and satisfies ∇ϕx(z) = (∇2ϕ(x))−1∇ϕ(z). The Hessian at z is

denoted by ∇2ϕx(z) and satisfies ∇2ϕx(z) = (∇2ϕ(x))−1∇2ϕ(z). Similarly, gx(z, η) =

(∇2ϕ(x))−1g(z, η).

Definition 9.8 (Self-concordant functional and barrier). Given a function with do-

main Df . Let Bx(y, r) denote the open ball of radius r centered at y, where radius

is measured with respect to the local norm ∥ · ∥x = ∥ · ∥∇2f(x) defined w.r.t. f . The

functional f is called self-concordant if for all x ∈ Df we have Bx(x, 1) ⊂ Df , and if

whenever y ∈ Bx(x, 1) the following holds for all v ̸= 0

1− ∥y − x∥x ≤
∥v∥y
∥v∥x

≤ 1

1− ∥y − x∥x
.
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A self-concordant functional f is called a self-concordant barrier or barrier

functional if

θf := sup
x∈Df

∥∇fx(x)∥2x <∞.

θf is referred to as the complexity of self-concordant barrier f .

Remark 9.3. The complexity of logarithmic barrier ϕlog(y) = − log det(S(y)) is n

([NN94]). The complexity of Hybrid barrier 225(n/m)1/2·(ϕvol(y) + ϕlog(y) · (m− 1)/(n− 1))

is
√
mn ([Ans00]). For any barrier function ϕ with complexity θ, since fη adds ϕ with

a linear function, fη is also a self-concordant function with complexity θ.

We will use the following properties of self-concordance functions, from [Ren01].

Theorem 9.35 (Self-concordant function, [Ren01]). Given a self-concordant function

f : Df → R. For any two points a, b ∈ Df , if ∥a− b∥∇2f(a) ≤ 1/4, then we have

∥(∇2f(a))−1∇2f(b)∥∇2f(a), ∥(∇2f(b))−1∇2f(a)∥∇2f(a) ≤
1

(1− ∥b− a∥∇2f(a))2
.

(9.22)

Further,

∥I − (∇2f(a))−1∇2f(b)∥∇2f(a), ∥I − (∇2f(b))−1∇2f(a)∥∇2f(a) ≤
1

(1− ∥b− a∥∇2f(a))2
− 1.

(9.23)

Theorem 9.36 (Proposition 2.2.8 in [Ren01]). Given a self-concordant function f :

Df → R. Define n(a) := −(∇2f(a))−1∇f(a). If ∥n(a)∥∇2f(a) ≤ 1/4 then f has a

minimizer z and

∥z − anew∥∇2f(a) ≤
3∥n(a)∥∇2f(a)

(1− ∥n(a)∥∇2f(x))3

where anew = a+ n(a) and

∥z − a∥∇2f(a) ≤ ∥n(a)∥∇2f(a) +
3∥n(a)∥∇2f(a)

(1− ∥n(a)∥∇2f(a))3
.
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Theorem 9.37 (Theorem 2.3.4 in [Ren01]). Assume f is a self-concordance barrier

with domain Df . Let θf denote its complexity. If x, y ∈ Df then

⟨∇f(x), y − x⟩ ≤ θf .

9.11.2 One step error analysis

Classical interior point literature controls the deviation from the central path

in each step by bounding the Newton decrements, given by the potential function

∥g(y, η)∥(∇2ϕ(y))−1 . When the exact Newton step is taken, this is achieved by the

following result.

Lemma 9.38 ([Ren01] exact framework). Given ϵN ∈ (0, 10−2), η > 0, and ηnew =

η(1 + ϵN
20
√
θ
). Suppose that ϕ is a self-concordant barrier with complexity θ ≥ 1 and

there is

• Condition 0. a feasible solution y ∈ Rm satisfies ∥g(y, η)∥(∇2ϕ(y))−1 ≤ ϵN ,

Then ynew = y − (∇2ϕ(y))−1g(y, ηnew) satisfies

∥g(ynew, ηnew)∥(∇2ϕ(ynew))−1 ≤ ϵN .

Further, [JKL+20] relaxes the exact H to a PSD approximation version. This

framework allows errors in the Hessian matrices.

Lemma 9.39 ([JKL+20] semi-robust framework). Given parameters ϵN ∈ (0, 10−2),

η > 0, αH ∈ [1, 1+10−4], and ηnew = η(1+ ϵN
20
√
θ
). Suppose that ϕ is a self-concordant

barrier with complexity θ ≥ 1 and there is

• Condition 0. a feasible solution y ∈ Rm satisfies

∥g(y, η)∥(∇2ϕ(y))−1 ≤ ϵN ,
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• Condition 1. a symmetric matrix H̃ ∈ Sn×n>0 has

α−1H ∇2ϕ(y) ⪯ H̃ ⪯ αH∇2ϕ(y).

Then ynew = y − H̃−1g(y, ηnew) satisfies

∥g(ynew, ηnew)∥(∇2ϕ(ynew))−1 ≤ ϵN .

We propose a more general framework in the following Lemma and we believe

it will be useful in the future optimization tasks for semi-definite programming. This

framework allows errors in the Hessian matrices, the gradient vectors, and the Newton

steps. Also notice that this framework allows even more errors in the Hessian matrices.

In Lemma 9.39, αH · H̃ must satisfy α−2H · ∇2ϕ ⪯ αH · H̃ ⪯ ∇2ϕ while α−2H should be

close to 1 as α−2H ∈ [0.99, 1]. In Lemma 9.40, cH can set to smaller constants that are

close to 0 as cH ∈ [10−1, 1]. This fact is important to the efficient implementation of

hybrid barrier in Section 9.12.

Lemma 9.40 (Our robust Newton step). Given any parameters ϵg, ϵδ ∈ [0, 10−4], cH ∈
[10−1, 1], 0 < ϵN ≤ 10−2, η > 0, and ηnew = η(1 + ϵN

20
√
θ
). Suppose that ϕ is a self-

concordant barrier with complexity θ ≥ 1. Consider the following conditions.

• Condition 0. a feasible dual solution y ∈ Rm satisfies ∥g(y, η)∥(∇2ϕ(y))−1 ≤ ϵN ,

• Condition 1. a symmetric matrix H̃ ∈ Sn×n>0 has

cH · ∇2ϕ(y) ⪯ H̃ ⪯ ∇2ϕ(y).

• Condition 2. a vector g̃ ∈ Rm satisfies

∥g̃ − g(y, ηnew)∥(∇2ϕ(y))−1 ≤ ϵg · ∥g(y, ηnew)∥(∇2ϕ(y))−1 .

• Condition 3. a vector δ̃(y) ∈ Rm satisfies

∥δ̃(y)− (−H̃−1g̃)∥∇2ϕ(y) ≤ ϵδ · ∥H̃−1g̃∥∇2ϕ(y).
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Suppose Condition 0,1,2,3 hold. Then ynew = y + δ̃(y) satisfies

∥g(ynew, ηnew)∥(∇2ϕ(ynew))−1 ≤ ϵN .

Furthermore, Condition 1 can also be replaced by the following

• Condition 1’. a symmetric matrix H̃ ∈ Sn×n>0 satisfies

α−1H · ∇2ϕ(y) ⪯ H̃ ⪯ αH · ∇2ϕ(y),

where αH ∈ [1, 1 + 10−4].

Remark 9.4. Notice that the error parameters ϵN , ϵg, ϵδ, αH , cH do not depend on the

dimension nor the number of iterations. The constants 10−4, 10−2, 1/10 are chosen

only for simplicity. In general, if one needs smaller ϵN , then one should inflict smaller

errors in ϵg, ϵδ, αH , cH .

Proof. First consider the case when Condition 0, 1’, 2, 3 hold. Condition 1 is a

slightly different condition than Condition 1’. Then, we explain how to modify the

proof from condition 1’ to condition 1.

By triangle inequality of local norm we have

∥δ̃(y)− (−n(y, ηnew))∥y
≤ ∥δ̃(y)− (−H̃−1g̃)∥y + ∥(H̃−1 − (∇2ϕ(y))−1)g̃∥y + ∥(∇2ϕ(y))−1g̃ − n(y, ηnew)∥y.

(9.24)

For the second term, Condition 1 and 2 give

∥(H̃−1 − (∇2ϕ(y))−1)g̃∥2y = g̃⊤(H̃−1 − (∇2ϕ(S))−1)∇2ϕ(S)(H̃−1 − (∇2ϕ(S))−1)g̃

= g̃⊤(H̃−1∇2ϕ(S)H̃−1 − 2H̃−1 + (∇2ϕ(S))−1)g̃

≤ (α2
H − 2α−1H + 1) · g̃⊤(∇2ϕ(S))−1g̃

= (α2
H − 2α−1H + 1) · ∥g̃∥2(∇2ϕ(y))−1

≤ (α2
H − 2α−1H + 1) · (1 + ϵg)

2 · ∥g(y, ηnew)∥2(∇2ϕ(y))−1

≤ 0.001 · ∥n(y, ηnew)∥2y.
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For the first term, Condition 1, 2, 3 give

∥δ̃(y)− (−H̃−1g̃)∥y ≤ ϵδ · ∥H̃−1g̃∥y
≤ ϵδ · αH · ∥(∇2ϕ(S))−1g̃∥y
= ϵδ · αH · ∥g̃∥(∇2ϕ(y))−1

≤ ϵδ · αH · (1 + ϵg) · ∥g(y, ηnew)∥(∇2ϕ(y))−1

≤ 0.001 · ∥n(y, ηnew)∥y.

For the third term, Condition 2 gives

∥(∇2ϕ(y))−1g̃ − n(y, ηnew)∥y = ∥(∇2ϕ(y))−1g̃ − (∇2ϕ(y))−1g(y, ηnew)∥y
≤ ϵg · ∥(∇2ϕ(y))−1g(y, ηnew)∥y
≤ 0.001 · ∥n(y, ηnew)∥y.

Combining the above bounds, we have

∥δ̃(y)− (−n(y, ηnew))∥y ≤ 0.1 · ∥n(y, ηnew)∥y. (9.25)

Combing with Lemma 9.41 and Eq. (9.25),

∥δ̃(y)∥y ≤ 1.1 · ∥n(y, ηnew)∥y ≤ 2ϵN , and ∥δ̃(y)− (−n(y, ηnew))∥y ≤ 0.3 · ϵN (9.26)

Using Lemma 9.42, we have

∥n(ynew, ηnew)∥ynew ≤ 2 · (∥δ̃(y)∥2y + ∥δ̃(y)− n(y, ηnew)∥y)

≤ 2 · (4 · ϵ2N + 0.3 · ϵN)

≤ ϵN

where the second step follows from Eq. (9.26) and the last step follows from choice

of ϵN .
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Next, we consider the case when Condition 0, 1, 2, 3 hold. By triangle in-

equality of local norm we still have

∥δ̃(y)− (−n(y, ηnew))∥y
≤ ∥δ̃(y)− (−H̃−1g̃)∥y + ∥(H̃−1 − (∇2ϕ(y))−1)g̃∥y + ∥(∇2ϕ(y))−1g̃ − n(y, ηnew)∥y.

For the second term,

∥(H̃−1 − (∇2ϕ(S))−1)g̃∥y = ∥(I −∇2ϕ(S)H̃−1)g̃∥(∇2ϕ(S))−1

≤ ∥I −∇2ϕ(S)H̃−1∥(∇2ϕ(S))−1 · ∥g̃∥(∇2ϕ(S))−1

= max
v∈Rm

⟨v, ((∇2ϕ(S))−1 − H̃−1)v⟩
⟨v, (∇2ϕ(S))−1v⟩ · ∥g̃∥(∇2ϕ(S))−1

≤ (1− cH) · ∥g̃∥(∇2ϕ(S))−1

≤ (1− cH) · (1 + ϵg) · ∥n(y, ηnew)∥y

where the second step comes from Hölder’s inequality, the third step comes from the

definition of matrix norm, the penultimate step comes from 0 ⪯ (∇2ϕ(S))−1− H̃−1 ⪯
(1− cH) · (∇2ϕ(S))−1, and the final step comes from Condition 2.

For the first term,

∥δ̃(y)− (−H̃−1g̃)∥y ≤ ϵδ · ∥H̃−1g̃∥y
≤ ϵδ · ∥(∇2ϕ(S))−1g̃∥y
= ϵδ · ∥g̃∥(∇2ϕ(y))−1

≤ ϵδ · (1 + ϵg) · ∥g(y, ηnew)∥(∇2ϕ(y))−1

≤ 0.001 · ∥n(y, ηnew)∥y

where we use Condition 3 in the first step, we use H̃−1 ⪯ (∇2ϕ(S))−1 in the second

step, the penultimate step uses condition 2, and the final step uses the choice of ϵδ, ϵg.

For the third term, Condition 2 gives

∥(∇2ϕ(y))−1g̃ − n(y, ηnew)∥y = ∥(∇2ϕ(y))−1g̃ − (∇2ϕ(y))−1g(y, ηnew)∥y
≤ ϵg · ∥(∇2ϕ(y))−1g(y, ηnew)∥y
≤ 0.001 · ∥n(y, ηnew)∥y.
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Thus we can replace the Eq. (9.25) by

∥δ̃(y)− (−n(y, ηnew))∥y ≤ (0.01 + 1.004 · (1− cH)) · ∥n(y, ηnew)∥y
≤ 0.92 · ∥n(y, ηnew)∥y. (9.27)

Combining with Lemma 9.41 and Eq. (9.27), we have

∥δ̃(y)∥y ≤ 2ϵN ≤ 0.02.

Using the above inequality and Lemma 9.42, we have

∥n(ynew, ηnew)∥ynew ≤ 0.98−2 · (∥δ̃(y)∥2y + ∥δ̃(y)− n(y, ηnew)∥y)

≤ 0.98−2 · (4ϵ2N + 0.92ϵN)

≤ ϵN .

Thus, we complete the proof.

9.11.3 η move

Lemma 9.41 (η move). Let ϵN ∈ (0, 10−2), ∥n(y, η)∥y ≤ ϵN and ηnew = η(1 + ϵN
20
√
θ
).

Suppose ϕ is a self-concordant barrier with complexity θ ≥ 1. We have

∥n(y, ηnew)∥y ≤ (1 + ϵN/20)∥n(y, η)∥y + ϵN/20 ≤ 1.06ϵN .

Proof. Denote the Newton step by n(y, η) := (∇2ϕ(y))−1g(y, η), thus

n(y, η) = (∇2ϕ(y))−1(ηb− g(y)) = ηby − (∇2ϕ(y))−1g(y) = ηby − gy(y)

(here g(y) is the gradient of barrier function).

We also have

n(y, ηnew) = ηnewby − gy(y)
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Combining the above two equations, we have

(n(y, ηnew) + gy(y))η = (n(y, η) + gy(y)) · ηnew

which implies that

n(y, ηnew) =
ηnew

η
(n(y, η) + gy(y))− gy(y)

=
ηnew

η
n(y, η) + (

ηnew

η
− 1)gy(y)

Since the complexity value of barrier functional ϕ is θ,

∥n(y, ηnew)∥y =
∥∥∥η

new

η
n(y, η) + (

ηnew

η
− 1)gy(y)

∥∥∥
y

≤ ηnew

η
∥n(y, η)∥y +

∣∣η
new

η
− 1
∣∣√θ

≤ ηnew

η
ϵN +

∣∣η
new

η
− 1
∣∣√θ

≤ (1 +
ϵN

20
√
θ
) · ϵN +

ϵN
20

≤ 1.06 · ϵN ,

where the second step follows from triangle inequality and ∥gy(y)∥y ≤
√
θ, we use

∥n(y, η)∥y ≤ ϵN in the third step (see Lemma statement), we use definition of ηnew in

the forth step (see Lemma statement), and we use both θ ≥ 1 and ϵN ∈ (0, 10−2) in

the last step.

9.11.4 y move

Lemma 9.42 (y move). Let ynew = y + δ(y) and ∥δ(y)∥y ≤ 1/4. Suppose ϕ is a

self-concordant barrier with complexity θ ≥ 1. We have

∥n(ynew, ηnew)∥ynew ≤
( ∥δ(y)∥y
1− ∥δ(y)∥y

)2

+
∥δ(y)− (−n(y, ηnew))∥y

1− ∥δ(y)∥y
Further, we have

∥n(ynew, ηnew)∥ynew ≤ 2 · (∥δ(y)∥2y + ∥δ(y)− (−n(y, ηnew))∥y).
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Proof. We compute the improvement by approximate Newton step. First notice that

∥n(ynew, ηnew)∥2ynew = ∥∇2ϕ(y)y(y
new)−1gy(y

new, ηnew)∥2ynew
=
〈
∇2ϕ(ynew)∇2ϕy(y

new)−1gy(y
new, ηnew),∇2ϕy(y

new)−1gy(y
new, ηnew)

〉

=
〈
∇2ϕ(y)gy(y

new, ηnew),∇2ϕy(y
new)−1gy(y

new, ηnew)
〉

=
〈
gy(y

new, ηnew),∇2ϕy(y
new)−1gy(y

new, ηnew)
〉
y

≤ ∥(∇2ϕy(y
new))−1∥2y · ∥gy(ynew, ηnew)∥2y. (9.28)

where we use definition of operator norm in the final step.

By Eq. (9.22) (in Theorem 9.35),

∥(∇2ϕy(y
new))−1∥y ≤

1

(1− ∥ynew − y∥y)2
=

1

(1− ∥δ(y)∥y)2
. (9.29)

By Lemma 9.43, we have

gy(y
new, ηnew) = gy(y, η

new) +

∫ 1

0

∇2ϕy(y + t(ynew − y))(ynew − y)dt

= n(y, ηnew) +

∫ 1

0

∇2ϕy(y + t(ynew − y))(ynew − y)dt

= (n(y, ηnew) + (ynew − y)) +
∫ 1

0

(∇2ϕy(y + t(ynew − y))− I)(ynew − y)dt

We can upper bound the first term under local norm as follow:

∥n(y, ηnew) + (ynew − y)∥y = ∥ − n(y, ηnew)− δ(y)∥y. (9.30)

We can upper bound the second term under local norm as follow:
∥∥∥
∫ 1

0

(
∇2ϕy(y + t(ynew − y))− I

)
(ynew − y)dt

∥∥∥
y

≤ ∥ynew − y∥y
∫ 1

0

∥∇2ϕy(y + t(ynew − y))− I∥ydt

≤ ∥ynew − y∥y
∫ 1

0

(
1

(1− t∥ynew − y∥y)2
− 1

)
dt

=
∥ynew − y∥2y

1− ∥ynew − y∥y

=
∥δ(y)∥2y

1− ∥δ(y)∥y
(9.31)
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where the first step comes from triangle inequality of local norm, the second step

comes from Eq. (9.23) (property of self-concordance function, Theorem 9.35), we use

simple integration in the third step comes, finally we use ynew = y + δ(y) in the final

step.

Plugging Eq. (9.29), Eq. (9.30), and Eq. (9.31) into Eq. (9.28), we have

∥n(ynew, ηnew)∥ynew ≤
1

1− ∥δ(y)∥ · ∥gy(y
new, ηnew)∥y

≤ 1

1− ∥δ(y)∥ ·
( ∥δ(y)∥2y
1− ∥δ(y)∥y

+ ∥δ(y)− (−n(y, ηnew))∥y
)

≤
( ∥δ(y)∥y
1− ∥δ(y)∥y

)2

+
∥δ(y)− (−n(y, ηnew))∥y

1− ∥δ(y)∥y
.

This completes the proof.

9.11.5 Integral under local norm

Lemma 9.43. Let H = g′ and x, y ∈ Df . It holds that

(∇2ϕ(x))−1(g(y)− g(x)) =

∫ 1

0

(∇2ϕ(x))−1∇2ϕ(x+ t(y − x))(y − x)dt

Proof. It is sufficient to show

g(y)− g(x) =

∫ 1

0

∇2ϕ(x+ t(y − x))(y − x)dt

By definition of the integral, it is sufficient to prove that for all w

⟨g(y)− g(x), w⟩ =
∫ 1

0

⟨∇2ϕ(x+ t(y − x))(y − x), w⟩dt.

Fix arbitrary w and consider the functional

ψ(t) := ⟨g(x+ t(y − x)), w⟩.

The basic Calculus gives

ψ(1)− ψ(0) =
∫ 1

0

ψ′(t)dt
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which by definition of ψ is equivalent to

⟨g(y)− g(x), w⟩ =
∫ 1

0

⟨∇2ϕ(x+ t(y − x))(y − x), w⟩dt.

9.11.6 Approximate dual optimality

We make use of the following lemma that bounds the duality gap by η and

the Newton decrement.

Lemma 9.44 (Approximate optimality). Suppose 0 < ϵN ≤ 10−2. Let η ≥ 1 denote

a parameter. Let y ∈ Rm be dual feasible solution. Assume

g(y, η)⊤(∇2ϕ(y))−1g(y, η) ≤ ϵ2N .

Assume that y∗ is an optimal solution to the Eq. (9.2). Suppose ϕ is a self-concordant

barrier with complexity θ ≥ 1. Then we have

⟨b, y⟩ ≤ ⟨b, y∗⟩+ θ

η
· (1 + 2ϵN).

Proof. Let y(η) denote the optimal solution to the following optimization problem:

min
y∈Rm

η · ⟨b, y⟩+ ϕ(y)

where ϕ(y) = − log detS(y) is the log barrier. Then due to optimality condition,

ηb+ g(y(η)) = 0. Therefore

⟨b, y(η)⟩ − ⟨b, y∗⟩ = 1

η
⟨g(y(η)), y∗ − y(η))⟩ ≤ θ

η
(9.32)

where the last step comes from Theorem 9.37.

Furthermore, we have

⟨b, y⟩ − ⟨b, y(η)⟩ = 1

η
⟨g(y(η)), y(η)− y⟩

≤ 1

η
∥g(y(η))∥(∇2ϕ(y(η)))−1 · ∥y − y(η)∥∇2ϕ(y(η))

≤ θ

η
· ∥y − y(η)∥∇2ϕ(y(η)) (9.33)
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where the last step used the complexity value of barrier is θ. For ∥y− y(η)∥∇2ϕ(y), we

have

∥y − y(η)∥2∇2ϕ(y(η)) ≤ ∥y − y(η)∥2∇2ϕ(y) · sup
v

∥v∥2∇2ϕ(y(η))

∥v∥2∇2ϕ(y)

= ∥y − y(η)∥2∇2ϕ(y) · ∥(∇2ϕ(y))−1∇2ϕ(y(η))∥∇2ϕ(y)

≤ ∥y − y(η)∥2∇2ϕ(y) · (1− ∥y − y(η)∥2∇2ϕ(y))
−2 (9.34)

where the second step comes from the definition of operator norm and the third step

comes from Theorem 9.35. By Theorem 9.36,

∥y − y(η)∥∇2ϕ(y) ≤ ∥n(y, η)∥∇2ϕ(y) +
2∥n(y, η)∥2∇2ϕ(y)(

1− ∥n(y, η)∥∇2ϕ(y)

)3 ≤ 1.2 · ϵN ,

thus back to Eq. (9.34), we have ∥y − y(η)∥∇2ϕ(y(η)) ≤ 2ϵN . Therefore in Eq. (9.33),

we obtain

⟨b, y⟩ − ⟨b, y(η)⟩ ≤ θ

η
· 2ϵN . (9.35)

Combining Eq. (9.35) and Eq. (9.32), we complete the proof.

Theorem 9.45 (Robust barrier method). Consider a semidefinite program in Eq. (9.2).

Suppose in each iteration, the S̃, H̃, g̃, δ̃ are computed in Line 7, Line 8, Line 9,

Line 10 of Algorithm 44 such that Condition 1 or 1’ & Condition 2 & Condition 3

in Lemma 9.40 hold. Suppose ϕ is a self-concordant barrier with complexity θ ≥ 1.

Assume y∗ is an optimal solution to the dual formulation Eq. (9.2). Then given a

feasible initial solution that satisfies the invariant g(y, η)⊤(∇2ϕ(y))−1g(y, η) ≤ ϵ2N , for

any error parameter 0 < ϵ ≤ 0.01 and Newton step size ϵN satisfying
√
ϵ < ϵN ≤ 0.01,

Algorithm 44 outputs, in T = 40ϵ−1N
√
θ log(θ/ϵ) iterations, a vector y ∈ Rm s.t.

b⊤y ≤ b⊤y∗ + ϵ2. (9.36)

Further, for logarithmic barrier ϕlog, in each iteration of Algorithm 44, the following

invariant holds:

∥S−1/2SnewS−1/2 − I∥F ≤ 1.03 · ϵN . (9.37)
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Proof. Since the invariant g(y, η)⊤(∇2ϕ(y))−1g(y, η) ≤ ϵ2N holds at initialization, by

Lemma 9.40 it then holds at any iteration. After T = 40ϵ−1N
√
θ log(θ/ϵ) iterations,

the step size becomes η = (1 + ϵN
20
√
θ
)T/(θ + 2) ≥ 2θ/ϵ2. By Lemma 9.44, we have

⟨b, y⟩ ≤ ⟨b, y∗⟩+ θ

η
· (1 + 2ϵN) ≤ ⟨b, y∗⟩+ ϵ2.

This completes the proof of Eq. (9.36).

Finally we prove Eq. (9.37) for the log-barrier ϕlog. It gives

LHS in Eq. (9.37) = tr
[(
S−1/2(Snew − S)S−1/2

)2]

= tr


S−1(

∑

i∈[m]

δ̃y,iAi)S
−1(
∑

i∈[m]

δ̃y,iAi)




=
∑

i∈[m]

∑

j∈[m]

δ̃y,iδ̃y,jtr[S
−1AiS

−1Aj]

= δ̃⊤y ∇2ϕ(y)δ̃y

= ∥δ̃y∥2∇2ϕ(y)

where the second step comes from Snew − S =
∑

i∈[m] δ̃y,iAi. It suffices to bound

∥δ̃y∥∇2ϕ(y). In fact we have

∥δ̃y∥∇2ϕ(y) ≤ ∥n(y, ηnew)∥∇2ϕ(y) + ∥δ̃y − (−n(y, ηnew))∥∇2ϕ(y)

≤ 1.01∥n(y, ηnew)∥∇2ϕ(y)

≤ 1.01 ·
(
(1 + ϵN/20)∥n(y, η)∥∇2ϕ(y) + ϵ/20

)

≤ 1.03 · ϵN

where we use triangle inequality in the first step, we use Eq. (9.25) in the second step,

we use Lemma 9.41 in the third step and the last step comes from choice of ϵN . This

completes the proof of Eq. (9.37).

9.11.7 Our main result

Theorem 9.46 (Robust central path). Consider an SDP instance defined in Defini-

tion 9.1 with no redundant constraints. Assume that the feasible region is bounded,
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Algorithm 44 Our robust barrier method for SDP.

1: procedure SolveSDP(m,n,C, {Ai}mi=1, A ∈ Rm×n2 , b ∈ Rm)
2: ▷ Initialization
3: η ← 1

θ+2
, T ← 40

ϵN

√
θ log( θ

ϵ
)

4: Find initial feasible dual y ∈ Rm according to Lemma E.1 ▷ Condition 0 in
Lemma 9.40

5: for t = 1→ T do do ▷ Iterations of approximate barrier method
6: ηnew ← η · (1 + ϵN

20
√
θ
)

7: S̃ ← ApproxSlack()
8: H̃ ← ApproxHessian() ▷ Condition 1 in Lemma 9.40
9: g̃ ← ApproxGradient() ▷ Condition 2 in Lemma 9.40

10: δ̃(y)← ApproxDelta() ▷ Condition 3 in Lemma 9.40
11: ynew ← y + δ(y)
12: y ← ynew ▷ We update variables
13: end for
14: return an approximate solution to the original problem ▷ Lemma E.1
15: end procedure

i.e., ∥X∥2 ≤ R. Suppose in each iteration, the S̃, H̃, g̃, δ̃ are computed in Line 7,

Line 8, Line 9, Line 10 of Algorithm 44 that satisfy Condition 1 or 1’ & Condi-

tion 2 & Condition 3 in Lemma 9.40. Suppose ϕ is a self-concordant barrier with

complexity θ ≥ 1. Assume X∗ is an optimal solution to the semidefinite program in

Definition 9.1. Then for any error parameter 0 < ϵ ≤ 0.01 and Newton step size ϵN
satisfying

√
ϵ < ϵN ≤ 0.01, Algorithm 44 outputs, in T = 40ϵ−1N

√
θ log(θ/ϵ) iterations,

a positive semidefinite matrix X ∈ Rn×n
≥0 s.t.

⟨C,X⟩ ≥ ⟨C,X∗⟩ − ϵ · ∥C∥2 ·R, and∑m
i=1

∣∣∣⟨Ai, X̂⟩ − bi
∣∣∣ ≤ 4nϵ ·

(
R
∑m

i=1 ∥Ai∥1 + ∥b∥1
)
,

(9.38)

Furthermore, for logarithmic barrier ϕlog, in each iteration of Algorithm 44, the fol-

lowing invariant holds:

∥S−1/2SnewS−1/2 − I∥F ≤ 1.03 · ϵN . (9.39)

Proof. First, we use Lemma E.1 to rewrite the semidefinite programming and obtain

an initial feasible solution near the dual central path with η = 1/(θ + 2). Thus, the
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induction hypothesis

g(y, η)⊤(∇2ϕ(y))−1g(y, η) ≤ ϵ2N

holds at the initial of algorithm.

Say y is the modified semidefinite programming’s dual solution. Theorem 9.45

shows that y has duality gap ≤ ϵ2.

Finally, we use Lemma E.1, to get an approximate solution to the original

semidefinite programming satisfying Eq. (9.38).

9.12 Hybrid Barrier-Based SDP Solver

The hybrid barrier [NN89, Ans00] is another useful barrier function to solve

SDP and converges within a smaller number of iteration when m ≤ n. However, it is

hard to be implemented efficiently due to the complex form of Hessian matrices. In

this section, we give an efficient algorithm for solving SDP using the hybrid barrier

in [Ans00] that improves the naive implementation in all parameter regimes10.

In Section 9.12.1, we review some basic facts on the hybrid barrier for SDP.

In Section 9.12.2, we give the formal version of the algorithm and time complex-

ity result. In Section 9.12.3, we show how to low-rank approximate the change of

Q(S). In Section 9.12.4, we prove that the slack variable S changes slowly in each

iteration. Section 9.12.5 contains the amortized analysis for our hybrid barrier SDP

solver. Combining them together, we prove the main theorem (Theorem 9.58) in

Section 9.12.6.

10We also improves our straightforward algorithm in most parameter regimes. See Remark E.1
for the different implementations of [Ans00].
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9.12.1 Basic facts on the hybrid barrier

The barrier function is defined as follows:

ϕ(y) := 225

√
n

m
·
(
ϕvol(y) +

m− 1

n− 1
· ϕlog(y)

)
,

with

ϕvol(y) := 0.5 log det(H(y)),

ϕlog(y) := − log det(S(y)),

Note H(y) and S(y) are defined in Definition 9.6.

According to our robust IPM framework, for every iteration, we have to calcu-

late/estimate the gradient and Hessian of ϕvol(y), whose closed-forms are computed

in [Ans00]. More specifically,

(∇ϕvol(y))i = −tr[H(S)−1 · A(S−1AiS−1 ⊗ S−1)A⊤] ∀i ∈ [m],

and

∇2ϕvol(y) = 2Q(S) +R(S)− 2T (S),

where for any i, j ∈ [m],

Q(S)i,j = tr[H(S)−1A(S−1AiS
−1AjS

−1 ⊗S S−1)A⊤],

R(S)i,j = tr[H(S)−1A(S−1AiS
−1 ⊗S S−1AjS−1)A⊤],

T (S)i,j = tr[H(S)−1A(S−1AiS
−1 ⊗S S−1)A⊤H(S)−1A(S−1AjS

−1 ⊗S S−1)A⊤].

The following fact in [Ans00] shows that Q(S) is a good PSD approximation

of the Hessian ∇2ϕvol(y).

Fact 9.47 ([Ans00]). For S ≻ 0,

1

n
H(S) ⪯ Q(S) ⪯ ∇2ϕvol(y) ⪯ 3Q(S).
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We also need the following lower bound on the quadratic form of hybrid bar-

rier’s Hessian.

Fact 9.48 ([Ans00]). Let S ≻ 0. For any ξ ∈ Rm, we have

ξ⊤
(
Q(S) +

m− 1

n− 1
·H(S)

)
ξ ≥ 2

√
m

1 +
√
n
·
∥∥∥∥∥S
−1/2

(
m∑

i=1

ξiAi

)
S−1/2

∥∥∥∥∥

2

2

.

9.12.2 Efficient implementation via robust SDP framework

Lemma 9.49. In Algorithm 45, the (amortized) cost/time for every iteration is

O∗
(( n

m

) 1
4 · (n2m+mωn1/4) +m2nω +m4 +m2 · nω− 1

2 ·
( n
m

) 1
4

)
.

Proof. Consider iteration t. In Line 16-21 of Algorithm 45, we update Snew, S̃new ∈
Rn×n in O(mn2 + nω) time.

In Line 16-17 in Algorithm 46, we can first compute S−1AiS−1Aj ∈ Rn×n and

S−1Ai ∈ Rn×n for all i, j ∈ [m], in O(m2nω) time. Notice

(∇ϕvol(y))i = − tr[H(S)−1 · A(S−1AiS−1 ⊗ S−1)A⊤]

=
m∑

k=1

m∑

l=1

−H(S)−1k,l · tr[AkS−1AlS−1AiS−1].

Then it takes O(m3n2) to find tr[AkS
−1AlS

−1AiS
−1] for all i, k, l ∈ [m] and subse-

quently O(m3)-time to compute ∇ϕvol(y). Hence, the cost of Line 16-17 in Algo-

rithm 46 is O(m2nω +m3n2 +m3).

For Line 24-25 of Algorithm 46, we first compute

Ai, S
−1AjV3, AiV3, , V

⊤
4 AiS

−1AjS
−1, S−1AiV3, V

⊤
4 Aj, V

⊤
4 AiV3

for every i ∈ {1, · · · ,m}, for every j ∈ {1, · · · ,m}, in O(m2 · Tmat(n, n, rt)) time.

Notice

H̃i,j = tr[S̃−1AiS̃
−1Aj]

= Hi,j + tr[S−1AiV3V
⊤
4 Aj] + tr[S−1AjV3V

⊤
4 Ai] + tr[V3V

⊤
4 AiV3V

⊤
4 Aj].

523



Algorithm 45 Hybrid Barrier SDP solver.
1: members
2: S, S̃ ∈ Rn×n ▷ Slack variables
3: y ∈ Rm ▷ Dual variable
4: H,Q ∈ Rm×m ▷ Parts of the Hessian matrices
5: η ∈ R ▷ Learning rate
6: A ∈ Rm×n2

▷ Batched constraint matrix
7: G ∈ Rm×m ▷ The inverse of the Hessian matrix
8: end members

9: procedure HybridBarrier((m,n,C, {Ai}mi=1, b ∈ Rm))
10: Initialize(m,n,C, {Ai}mi=1, b ∈ Rm) ▷ Algorithm 46
11: for t = 1→ T do ▷ Iterations of approximate barrier method
12: ηnew ← η ·

(
1 + ϵN

20(mn)1/4

)

13: gηnew(y)← HybridGradient(ηnew, b, C, {Ai}mi=1)
14: δy ← −G · gηnew(y) ▷ Update on y ∈ Rm

15: ynew ← y + δy
16: Snew ←∑

i∈[m](y
new)i · Ai − C

17: V1, V2 ← LowRankSlackUpdate(Snew, S̃) ▷ V1, V2 ∈ Rn×rt .
Algorithm 43

18: S̃new ← S̃ + V1V
⊤
2 ▷ Approximate slack computation

19: V3 ← −S̃−1V1(I + V ⊤2 S̃
−1V1)

−1 ▷ V3 ∈ Rn×rt

20: V4 ← S̃−1V2 ▷ V4 ∈ Rn×rt

21: y ← ynew, S ← Snew, S̃ ← S̃new, η ← ηnew ▷ Update variables
22: (Q̃, H̃, Gnew)← HybridHessian(V3, V4) ▷ Gnew ∈ Rm×m

23: ▷ Hessian inverse computation using Woodbury identity
24: Q← Q̃, H ← H̃, G← Gnew ▷ Update matrices
25: end for
26: return an approximate solution to the original problem ▷ Lemma E.1
27: end procedure

Hence, it takes Tmat(m,nrt,m) to compute tr[S−1AiV3V
⊤
4 Aj], tr[V3V

⊤
4 AiV3V

⊤
4 Aj] for

all i, j ∈ [m] (by batching them together and using fast matrix multiplication on a

m-by-nrt matrix and a nrt-by-m matrix) and subsequently O(m2)-time to compute
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Algorithm 46 Hybrid Barrier SDP solver, continued.

1: procedure Intialize((m,n,C, {Ai}mi=1, A ∈ Rm×n2 , b ∈ Rm))
2: Construct A ∈ Rm×n2 by stacking m vectors vec[A1], vec[A2], · · · , vec[Am] ∈

Rn2

3: η ← 1
(mn)1/2+2

, T ← 40
ϵN
(mn)1/4 log(mn

ϵ
)

4: Find initial feasible dual vector y ∈ Rm according to Lemma E.1
5: S ←∑

i∈[m] yi · Ai − C, S̃ ← S ▷ S, S̃ ∈ Rn×n

6: H(S)← A(S−1 ⊗ S−1)A⊤
7: for i = 1, · · · ,m do
8: Q(S)i,j ← tr[H−1A(S−1AiS

−1AjS
−1 ⊗S S−1)A⊤]

9: R(S)i,j ← tr[H−1A(S−1AiS
−1 ⊗S S−1AjS−1)A⊤]

10: O(S)i,j ← tr[H−1A(S−1AiS
−1 ⊗S S−1)A⊤H−1A(S−1AjS−1 ⊗S S−1)A⊤]

11: end for
12: G←

(
225 ·√ n

m
·
(
2Q(S) +R(S)− 2O(S) + m−1

n−1 ·H(S)
))−1

▷ G ∈ Rm×m

13: end procedure
14: procedure HybridGradient((m,n,C, {Ai}mi=1, b ∈ Rm))
15: for i = 1, · · · ,m do
16: ∇ϕlog(y)i ← −tr[S−1 · Aj] ▷ Gradient of ϕlog

17: ∇ϕvol(y)i ← −tr[H(S)−1 · A(S−1AiS−1 ⊗ S−1)A⊤] ▷ Gradient of ϕvol

18: end for
19: gηnew(y)← ηnewb− 225

√
n
m
·
(
∇ϕvol(y) +

m−1
n−1 · ∇ϕlog(y)

)

20: return gηnew(y)
21: end procedure
22: procedure HybridHessian((V3, V4))
23: for i, j = 1, · · · ,m do
24: H̃i,j ← Hi,j + tr[S−1AiV3V

⊤
4 Aj] + tr[S−1AjV3V

⊤
4 Ai] + tr[V3V

⊤
4 AiV3V

⊤
4 Aj]

25: Q̃i,j ← Qi,j + tr[H−1A(S−1AiV3V
⊤
4 AjS

−1 ⊗S S−1)A⊤]
26: end for
27: Gnew ←

(
225 · 1.001 ·√ n

m
·
(
3 · Q̃+ m−1

n−1 · H̃
))−1

∈ Rm×m ▷ G ∈ Rm×m

28: return (Q̃, H̃, Gnew)
29: end procedure

Q̃. So the cost of Line 24 is Tmat(m,nrt,m)+m2. For Q̃, notice that for any i, j ∈ [m],

Q̃i,j = tr[H(S)−1A(S−1AiS̃
−1AjS

−1 ⊗S S−1)A⊤]

= Qi,j +
m∑

k=1

m∑

l=1

−H(S)−1k,l ·
1

2

(
tr[AkS

−1AlV3V
⊤
4 AiS

−1AjS
−1]

+tr[AkS
−1AiV3V

⊤
4 AjS

−1AℓS
−1]
)
.
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Then it takes Tmat(m
2, nrt,m

2) to compute tr[AkS−1AlV3V ⊤4 AiS−1AjS−1] for all i, j, k, l ∈
[m] (by batching them together and using fast matrix multiplication on a m2-by-nrt
matrix and a nrt-by-m2 matrix) and subsequently O(m4)-time to compute Q̃. Hence

the cost of Line 25 is Tmat(m
2, nrt,m

2) +m4.

In total, Line 24-25 of Algorithm 46 takes

Tmat(m
2, nrt,m

2) +m2nω +m3n2 +m4 +m2 · Tmat(n, n, rt).

Summing up, the total cost in iteration t is therefore given by

Tmat(m
2, nrt,m

2) +m2nω +m3n2 +m4 +m2 · Tmat(n, n, rt).

Using Theorem 9.53 with Lemma 9.51, and Fact 9.16,

T∑

t=1

Tmat(n, n, rt) ≤
T∑

t=1

O∗
(
n2 + r

ω−2
1−α

t · n2−α(ω−2)
1−α

)

≤ O∗
(
T · n2 + T · nω−2

1−α
−1/2 · n2−α(ω−2)

1−α · (n/m)
1
4

)

≤ O∗
(
T · (n2 + nω−1/2 · (n/m)

1
4 )
)
.

Using Corollary 9.57,

T∑

t=1

Tmat(m
2, nrt,m

2) ≤ O∗
(
T · (n/m)1/4 · (n2m+mωn1/4)

)
.

Now, let us compute the (amortized) cost per iteration

O∗
(( n

m

) 1
4 · (n2m+mωn1/4) +m2nω +m4 +m2 ·

(
n2 + nω−

1
2 ·
( n
m

) 1
4

))

= O∗
(( n

m

) 1
4 · (n2m+mωn1/4) +m2nω +m4 +m2 · nω− 1

2 ·
( n
m

) 1
4

)
.
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9.12.3 Approximation to Q

The following lemma shows that Q̃ in our algorithm is a good PSD approxi-

mation of Q(S).

Lemma 9.50. Let Q̃ ∈ Rm×m be given by

Q̃i,j = tr[H(S)−1A(S−1AiS̃
−1AjS

−1 ⊗S S−1)A⊤].

Then suppose (1+ ϵS)
−1S ⪯ S̃ ⪯ (1+ ϵS)S for ϵS ∈ (0, 0.001), we have (1+ ϵS)

−3Q ⪯
Q̃ ⪯ (1 + ϵS)

3Q where Q := Q(S).

Proof. Fix v ∈ Rm. We have

v⊤Q̃v =
m∑

i=1

m∑

j=1

vivjtr[H(S)−1A(S−1AiS̃
−1AjS

−1 ⊗S S−1)A⊤]

= tr

[
A⊤H(S)−1A ·

(
S−1(

m∑

i=1

viAi)S̃
−1(

m∑

j=1

vjAj)S
−1 ⊗S S−1

)]

=
1

2
· (tr[A⊤H−1A · (S−1BS̃−1BS−1 ⊗ S−1)] + tr[A⊤H−1A · (S ⊗ S−1BS̃−1BS−1)])

where we abbreviate B =
∑m

i=1 viAi and H = H(S).

For tr[A⊤H−1A · (S−1BS̃−1BS−1 ⊗ S−1)], we have

tr[A⊤H−1A · (S−1BS̃−1BS−1 ⊗ S−1)]

= tr[(S−1BS̃−1/2 ⊗ I)⊤A⊤H−1A(S−1BS̃−1/2 ⊗ I)(I ⊗ S−1)]

≤ (1 + ϵS) · tr[(S−1BS̃−1/2 ⊗ I)⊤A⊤H−1A(S−1BS̃−1/2 ⊗ I)(I ⊗ S̃−1)]

= (1 + ϵS) · tr[(S−1B ⊗ I)⊤A⊤H−1A(S−1B ⊗ I)(S̃−1 ⊗ S̃−1)]

≤ (1 + ϵS)
3 · tr[(S−1B ⊗ I)⊤A⊤H−1A(S−1B ⊗ I)(S−1 ⊗ S−1)]

= (1 + ϵS)
3 · tr[A⊤H−1A · (S−1BS−1BS−1 ⊗ S−1)],

where we use Fact 9.10 in first step; we use I ⊗S−1 ⪯ (1+ ϵ) · (I ⊗ S̃−1) and Fact 9.6

in second step; the third step comes from Fact 9.10; the fourth step comes from

Fact 9.11; the last step comes from Fact 9.10.
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Similarly, for tr[A⊤H−1A · (S−1 ⊗ S−1BS̃−1BS−1)], we have

tr[A⊤H−1A · (S−1 ⊗ S−1BS̃−1BS−1)]

= tr[(S−1/2 ⊗ S−1B)⊤A⊤H−1A(S−1/2 ⊗ S−1B)(I ⊗ S̃−1)]

≤ (1 + ϵS) · tr[(S−1/2 ⊗ S−1B)⊤A⊤H−1A(S−1/2 ⊗ S−1B)(I ⊗ S−1)]

= (1 + ϵS) · tr[A⊤H−1A · (S−1 ⊗ S−1BS−1BS−1)],

where we use Fact 9.10 in the first step; we use I ⊗ S−1 ⪯ (1 + ϵ) · (I ⊗ S̃−1) and

Fact 9.6 in second step; the third step comes from Fact 9.10.

Summing up,

v⊤Q̃v ≤ (1 + ϵS)
3 · tr[A⊤H−1A · (S−1BS−1BS−1 ⊗ S−1)]

+ (1 + ϵS) · tr[A⊤H−1A · (S−1 ⊗ S−1BS−1BS−1)]

≤ (1 + ϵS)
3 · tr[A⊤H−1A · (S−1BS−1BS−1 ⊗S S−1)]

= (1 + ϵS)
3 · v⊤Qv.

Similarly, v⊤Q̃v ≥ (1+ ϵS)
−3 · v⊤Qv. Therefore, (1+ ϵS)

−3Q ⪯ Q̃ ⪯ (1+ ϵS)
3Q, since

v can be arbitrarily chosen.

9.12.4 S move in hybrid barrier

Lemma 9.51 (S move in hybrid barrier). Consider Algorithm 45-46, in each itera-

tion, the following invariant holds:

∥S−1/2SnewS−1/2 − I∥F ≤ 1.03 · ϵN · (n/m)1/2, (9.40)

∥S−1/2SnewS−1/2 − I∥22 ≤ 0.002 · ϵN .

Proof. We note that the robust framework and all corresponding results in Section 9.3
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directly applies to hybrid barrier with θ = (mn)1/2. We have

∥S−1/2SnewS−1/2 − I∥2F = tr
[(
S−1/2(Snew − S)S−1/2

)2]

= tr


S−1

( ∑

i∈[m]

δ̃y,iAi
)
S−1

( ∑

i∈[m]

δ̃y,iAi
)



=
∑

i∈[m]

∑

j∈[m]

δ̃y,iδ̃y,jtr[S
−1AiS

−1Aj]

= δ̃⊤y H(y)δ̃y

= ∥δ̃y∥2H(y)

where the second step comes from Snew − S =
∑m

i=1 δ̃y,iAi and the rest follows from

algebra. It suffices to bound ∥δ̃y∥H(y).

Since ϕ(y) =
√

n
m
·
(
ϕvol(y) +

m−1
n−1 · ϕlog(y)

)
, we have

∇2ϕ(y) = (n/m)1/2∇2ϕvol(y) + (m/n)1/2H(y).

By Fact 9.47, we have

Q(S) ⪰ 1

n
H(y).

And we also have

∇2ϕ(y) ⪰ (n/m)1/2Q(S) + (m/n)1/2H(y)

⪰
(
(n/m)1/2 · n−1 + (m/n)1/2

)
H(y)

⪰ O((m/n)1/2)H(y).

Thus,

∥δ̃y∥2H(y) ≤ (n/m)1/2 · ∥δ̃y∥2∇2ϕ(y).

For ∥δ̃y∥2∇2ϕ(y), we have

∥δ̃y∥2∇2ϕ(y) ≤ ∥n(y, ηnew)∥∇2ϕ(y) + ∥δ̃y − (−n(y, ηnew))∥∇2ϕ(y)

≤ 1.01∥n(y, ηnew)∥∇2ϕ(y)

≤ 1.01 ·
(
(1 + ϵN/20)∥n(y, η)∥∇2ϕ(y) + ϵ/20

)

≤ 1.03 · ϵN

529



where the first step comes from triangle inequality, the second step comes from

Eq. (9.25), the third step comes from Lemma 9.41 and the last step comes from

choice of ϵN . Hence,

∥δ̃y∥2H(y) ≤ 1.03 · ϵN · (n/m)1/2,

that is,

∥S−1/2SnewS−1/2 − I∥F ≤ 1.03 · ϵN · (n/m)1/2.

Moreover, by Fact 9.48, we have

∥δ̃y∥2∇2ϕ(y) ≥ 225(n/m)1/2 · 2
√
m

1 +
√
n
·
∥∥∥∥∥S
−1/2

(
m∑

i=1

δ̃y,iAi

)
S−1/2

∥∥∥∥∥

2

2

= O(1) · ∥S−1/2SnewS−1/2 − I∥22.

Hence, we have

∥S−1/2SnewS−1/2 − I∥22 ≤ 0.002 · ϵN .

This completes the proof of Eq. (9.40).

9.12.5 Property of low rank update for the hybrid barrier

Assumption 9.52 (Closeness of Snew and S̃ from S). We make the following two

assumptions about S, S̃, Snew ∈ Rn×n:

1. ∥S−1/2 · Snew · S−1/2 − I∥F ≤ 0.02(n/m)1/2,

2. ∥S−1/2 · Snew · S−1/2 − I∥2 ≤ 0.005,

3. ∥S−1/2 · S̃ · S−1/2 − I∥2 ≤ 0.01.

Theorem 9.53 (General amortized guarantee for the hybrid barrier). Let T denote

the total number of iterations in Algorithm 45-46. Let rt denote the rank of the update

matrices V1, V2 ∈ Rn×rt generated by Algorithm 43 in the t-th iteration. Suppose
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Assumption 9.52 hold. The ranks rt’s satisfy the following condition: for any vector

g ∈ Rn
+ which is non-increasing, we have

T∑

t=1

rt · grt ≤ O(T · (n/m)1/4 · ∥g∥2 · log n). (9.41)

The proof of Theorem 9.53 relies on the following three lemmas:

Lemma 9.54 (Variant of Lemma 9.30). Let matrices Z,Zmid ∈ Rn×n be defined as

in Definition 9.5. Under Assumption 9.52, we have

n∑

i=1

(λ(Z)[i] − λ(Zmid)[i])
2 ≤ 10−3(n/m)1/2,

where λ(Z)[i] denotes the i-th largest eigenvalue of Z.

Proof sketch. The proof is very similar to Lemma 9.30 except the upper bound of the

following quantity:

∥S1/2(Snew)−1S1/2 − I∥2F =
n∑

i=1

(ν−1i − 1)2,

where {νi}i∈[n] are the eigenvalues of S−1/2SnewS−1/2. Then, by Assumption 9.52 part

2, we have

max
i∈[n]
|vi − 1| ≤ 0.005,

which implies that vi ≥ 0.995 for all i ∈ [n]. By Assumption 9.52,

n∑

i=1

(vi − 1)2 ≤ 0.02(n/m)1/2.

Then, it follows that

n∑

i=1

(ν−1i − 1)2 ≤ 5× 10−4 · (n/m)1/2.

The remaining part does not change.
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Lemma 9.55 (S move). Consider the t-th iteration. Let matrices Z,Zmid ∈ Rn×n

be defined as in Definition 9.5. Let g ∈ Rn
+ be a non-increasing vector, and let

Φg : Rn×n → R+ be defined as in Definition 9.4.

Under Assumption 9.52, we have

Φg(Z
mid)− Φg(Z) ≤ ∥g∥2 · (n/m)1/4.

Proof sketch. The proof is basically the same as Lemma 9.31. We can upper bound

the LHS as follows:

Φg(Z
mid)− Φg(Z) ≤ ∥g∥2 ·

( n∑

i=1

|λ(Zmid)π(i) − λ(Z)π(i)|2
)1/2

≤ ∥g∥2 · (n/m)1/4,

where the last step follows from Lemma 9.54.

Lemma 9.56 (S̃ move). Consider the t-th iteration. Let matrices Zmid, Znew ∈ Rn×n

be defined as in Definition 9.5. Let g ∈ Rn
+ be a non-increasing vector, and let

Φg : Rn×n → R+ be defined as in Definition 9.4.

Let rt denote the rank of the update matrices V1, V2 ∈ Rn×rt generated by

Algorithm 43 in the t-th iteration. We have

Φg(Z
mid)− Φg(Z

new) ≥ ϵS
10 log n

· rt · grt .

The proof is exactly the same as Lemma 9.32. Now, we are ready to prove

Theorem 9.53.

Proof of Theorem 9.53. Combining Lemma 9.55 and Lemma 9.56, we have

Φg(Z
new)− Φg(Z) = (Φg(Z

mid)− Φg(Z))− (Φg(Z
mid)− Φg(Z

new))

≤ (n/m)1/4 · ∥g∥2 −
ϵS

10 log n
· rt · grt .
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With an abuse of notation, we denote the matrix Z in the t-th iteration as Z(t). Since

in the beginning Φg(Z
(0)) = 0 and Φg(Z

(T )) ≥ 0, we have

0 ≤ Φg(Z
(T ))− Φg(Z

(0))

≤
T∑

t=1

(Φg(Z
(t))− Φg(Z

(t−1)))

≤ T · (n/m)1/4 · ∥g∥2 −
ϵS

10 log n
·

T∑

t=1

rt · grt .

This completes the proof.

Corollary 9.57. Given a sequence r1, . . . , rT ∈ [0, n] that satisfies Eq. (9.41). We

have
T∑

t=1

Tmat(m
2, nrt,m

2) ≤ O∗
(
T · (n/m)1/4 · (n2m+mωn1/4)

)
.

Proof. Let at = logn(rt) and b = logn(m
2). Then

Tmat(m
2, nrt,m

2) = Tmat(n
b, n1+at , nb) = O∗(nb·ω((1+at)/b)).

For each i ∈ {0, 1, . . . , log n)}, define

Ti = {t ∈ [T ] : 2i ≤ rt ≤ 2i+1}.

Let gr = r−1/2, Theorem 9.53 indicates
logn∑

i=1

|Ti| · 2i/2 ≤
T∑

t=1

r
1/2
t ≤ O((n/m)1/4 · T · log1.5 n).

This implies |Ti| ≤ O((n/m)1/4 · T · log1.5(n)/2i/2. It thus follows that
T∑

t=1

Tmat(m
2, nrt,m

2) ≤ O∗

(
T∑

t=1

nb·ω((1+at)/b)

)

= O∗

(
logn∑

i=1

∑

t∈Ti

nb·ω((1+at)/b)

)

≤ O∗
(
max
i∈logn

max
t∈Ti

(n/m)1/4 · T
2i/2

· nb·ω((1+at)/b)
)

≤ O∗
(
(n/m)1/4 · T · max

at∈[0,1]
n−at/2+b·ω((1+at)/b)

)
.
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Since ω(·) is a convex function (Fact 9.15),

max
at∈[0,1]

−at/2 + b · ω((1 + at)/b) ≤ max
a∈{0,1}

−a/2 + b · ω((1 + a)/b)

≤ max{b+ 2, bω + 0.25}.

Combining the above inequalities, we have

T∑

t=1

Tmat(m
2, nrt,m

2) ≤ O∗
(
(n/m)1/4 · T · nmax{b+2,bω+0.25})

≤ O∗
(
T · (n/m)1/4 · (n2m+mωn1/4)

)
.

This completes the proof.

9.12.6 Our result

Theorem 9.58 (Main result for Algorithm 45 - 46). Given symmetric matrices

C,A1, · · · , Am ∈ Rn×n, and a vector b ∈ Rm. Define matrix A ∈ Rm×n2 by stack-

ing the m vectors vec[A1], · · · , vec[Am] ∈ Rn2 as rows. Consider the following SDP

instance:

max
X∈Rn×n

⟨C,X⟩

s.t. ⟨Ai, X⟩ = bi, ∀i ∈ [m],

X ⪰ 0,

Let X∗ be an optimal solution of the SDP instance. There is a SDP algorithm (Al-

gorithm 45-46) that runs in time

O∗
(
(mn)1/4 ·

(
m2nω +m4

)
· log(1/ϵ)

)

and outputs a PSD matrix X ∈ Rn×n s.t.

⟨C,X⟩ ≥ ⟨C,X∗⟩ − ϵ · ∥C∥2 ·R and
m∑

i=1

|⟨Ai, X⟩ − bi| ≤ 4nϵ ·
(
R

m∑

i=1

∥Ai∥1 + ∥b∥1
)
,
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Remark 9.5. We improve the running time of [Ans00]

O∗((mn)1/4 · (m3nω +m4n2 +mω+2) · log(1/ϵ)))

for all parameters regime.

In particular, ifm = n, the total cost of Algorithm 45-46 can be upper bounded

by nω+2.5. This improves the n6.5 total cost [Ans00].

If m = n2, this cost can be upper bounded by n8.75. This improves the n10.75

total cost of [Ans00].

Proof. We first compute the running time. From Lemma 9.49, the amortized cost per

iteration is upper bounded by

O∗
(( n

m

) 1
4 · (n2m+mωn1/4) +m2nω +m4 +m2 · nω− 1

2 ·
( n
m

) 1
4

)
.

Since T = O
(
(mn)1/4 · log(mn/ϵ)

)
, the Algorithm 45-46 run in time

O∗
((
n

5
2m+m2+ 1

4nω+
1
4 +m4+ 1

4n
1
4 +mωn

3
4

)
· log(1/ϵ)

)
.

Under current matrix multiplication exponent ω ≈ 2.373 and 0 ≤ m ≤ n2, this

simplifies to

O∗
((
m2+ 1

4nω+
1
4 +m4+ 1

4n
1
4

)
· log(1/ϵ)

)

= O∗
(
(mn)1/4 ·

(
m2nω +m4

)
· log(1/ϵ)

)

Now we prove the correctness of Algorithm 45-46. We invoke the robust frame-

work. From Fact 9.47 and Lemma 9.50, ϵg = ϵδ = 0, and cH = 1/3 · 1.0001−3.
Therefore directly applying Theorem 9.46 for θ = (mn)1/4 completes the proof.
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Chapter 10: High-Accuracy Quantum SDP Solver

10.1 Introduction

In this previous chapter (Chapter 9), we introduced a robust interior-point

method (IPM) framework that supports approximating the gradient, Hessian, and

Newton step in each IPM iteration. Based on this framework, we improve the running

time of the state-of-the-art second-order SDP algorithm (due to [JKL+20]). As the

quantum era is coming, it is natural to ask if we can use quantum computers to

solve SDPs faster. In this chapter, we will use our robust IPM framework to obtain a

quantum SDP algorithm that is faster than the currently best classical algorithm. And

more importantly, it is the first quantum algorithm that can output high-accuracy

solutions.

We first recall the definition of semi-definite programming (SDP) here:

Definition 10.1 (Semidefinite programming). Suppose there are m + 1 symmetric

matrices C ∈ Rn×n and A1, · · · , Am ∈ Rn×n and a vector b ∈ Rm, the goal is to solve

the following optimization problem:

max
X∈Rn×n

⟨C,X⟩ subject to ⟨Ai, X⟩ = bi, ∀i ∈ [m], X ⪰ 0,

where ⟨A,B⟩ denote the inner product bween the matrix A and matrix B.

From the above formulation, the input size of an SDP instance is mn2. The

reason is, we have m constraint matrices and each matrix has size n× n. The linear

programming (LP) is a simpler case than SDP, where X ⪰ 0 and C,A1, · · · , Am
are restricted to be n × n diagonal matrices. Since [Dan47], there is a long line

of work [Dan47, Kha80, Kar84, Ren88, Vai89b, LS14, LS15, CLS19, LSZ19, Bra20,

BLSS20, SY21, JSWZ21, Ye20, DLY21] about speeding up the time complexity of

linear programming. Semi-definite programming can be viewed as a more general
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optimization problem compared to linear programming. Semi-definite programming is

a more challenging problem due to a variety of complications arising from generalizing

vectors to PSD matrices. After a long line of research ([Sho77, YN76, Kha80, KTE88,

NN89, Vai89a, NN92, NN94, Ans00, KM03, LSW15, JLSW20, JKL+20, HJS+22])1,

the state-of-the-art classical semi-definite programming algorithms are

• Jiang, Kathuria, Lee, Padmanabhan and Song [JKL+20]’s algorithm

– It runs in O(
√
n(mn2 +mω + nω)) time2, for m = Ω(n).

• Huang, Jiang, Song, Tao and Zhang [HJS+22]’s algorithm (Chapter 9)

– It runs in O(mω +m2+1/4) time, for m = Ω(n2).

Inspired by the quantum linear algebra results such as recommendation system

[KP17, Tan19, CGL+20], linear regression [GST22, CCH+22], principal component

analysis [Tan21], non-convex optimization [SYZ21], in this chapter, we study the

quantum algorithm for the semi-definite programming.

It is well-known that second-order optimization method usually achieves log(1/ϵ)

dependence in running time, while the first-order optimization method has to pay

1/ϵ.3 In the quantum setting, for many linear algebra and optimization tasks (e.g.,

solving linear systems), there exist efficient algorithms taking log(1/ϵ) time and out-

putting a quantum state encoding the solution. However, extracting classical infor-

mation from the quantum state usually needs to pay a poly(1/ϵ) factor. Therefore,

even implementing second-order algorithm in quantum, it is unclear how to obtain

log(1/ϵ) dependence in final running time. Thus, one fundamental question is

1For a more detailed summary, we refer the readers to Table 1.1 and 1.2 in [JKL+20], and Table
1 in [HJS+22].

2ω ≈ 2.372 is the fast matrix multiplication exponent [AW21].
3For example, see [AK07, GH16, AZL17, CDST19, LP20a, YTF+19, JY11, ALO16].
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Is there a quantum SDP algorithm that has a logarithmic dependence on ϵ while

simultaneously improving the m,n-dependence of the best classical solvers?

In this chapter, we propose a new approach to answering this question. More

specifically, for the m = Ω(n2) case, we design a quantum SDP solver running in time

mω/2+1/4 · poly(κ, log(1/ϵ)) and outputting a classical solution, which is faster than

the existing classical SDP algorithms. Although the time complexity dependence

in m,n of our algorithm is worse than the quantum second-order SDP algorithm

[KP20b, KPS21], our algorithm has better error dependence than all the existing

quantum SDP algorithms on the well-conditioned instances. We also overcome the

infeasibility issue in previous quantum algorithms.

We state an informal version of the main result as follows and delay the formal

version into Theorem 10.17.

Theorem 10.1 (Our result). For any semidefinite programming with m constraints

and variable size n× n, for any accuracy parameter ϵ, there is a quantum algorithm

that outputs a classical solution in time (mn1.5 + n3) · poly(κ, log(mn/ϵ)), where κ

includes the condition numbers of the intermediate matrices.

Note that almost all the previous quantum SDP algorithms also depend on

these parameters. We also note that a large family of SDP instances exists with

κ = O(1). On these instances, our algorithm only pays log(1/ϵ) in the running time,

while the previous quantum algorithms still need to pay 1/ϵ.

10.2 Quantum Barrier with Existing Algorithms

The existing quantum SDP solving algorithms can be classified into two kinds:

quantum first-order methods [BS17, AGGW17, BKL+19, AG19] based on the Arora-

Kale framework [AK07], and quantum second-order method [KP20b, ANTZ21, KPS21]

based on the primal-dual central path framework. Although these quantum algo-
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rithms have achieved quantum speedup over the classical SDP solvers in time com-

plexity with respect to the parameters m and n, there are still some limitations in

the existing quantum SDP solving algorithms, which we discuss below.

Error dependence: polynomial or logarithmic in ϵ? The approximation error

ϵ is an essential parameter for SDP solving algorithms. For the quantum first-order

algorithms, they are based on the classical first-order method, which requires Ω(1/ϵ)

iterations [Bub15, CDHS19]. And these quantum algorithms cannot reduce the num-

ber of iterations. And this barrier also exists in quantum due to the Ω(
√
m/ϵ) lower

bound by [AG19]. For the quantum second-order algorithm [KP20b], they achieved

log(1/ϵ) in their running time, which is indeed the advantage of the classical second-

order method over the first-order method. However, the output of their algorithm is

only guaranteed to be close to the feasible region, and the running time depends poly-

nomially on the inverse of distance to the feasible region. Hence, the error dependence

of their algorithm is hard to specify4.

Linear-algebra computation: classical or quantum? In the classical interior-

point methods, each iteration employs several linear-algebra computations. Some of

them, like inverting a matrix or matrix-vector multiplication, can be sped up via

quantum linear-algebra techniques, e.g., the linear combination of unitaries (LCU)

or the quantum singular value transformation (QSVT). However, there remain some

operations that may not be computed in this way, e.g., flattening a matrix as a

vector or stacking vectors as a matrix. Therefore, previous quantum algorithms

[KP20b, ANTZ21, KPS21] use the state tomography to transform quantum data to

classical data, incurring a 1/ϵ factor to achieve an ϵ error. Even worse, although quan-

tum algorithms can solve the Newton system in poly-logarithmic time, the classical

solution obtained by tomography is only an inexact solution of the linear system. This

4See page 9 in [AGGW17] for more discussions.
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will significantly affect the convergence of the IPM iterations, and the previous quan-

tum second-order methods [KP20b, ANTZ21, KPS21] only output approximately-

feasible SDP solution.

Nontrivial symmetrization. For the feasible primal-dual central path method,

the matrices X and S are required to be symmetric; otherwise, the convergence

analysis cannot go through. Direct application of Newton’s method into the central

path leads to the following linear system:





dS ·X + S · dX = νI − SX (complementary slackness)
⟨dX,Ai⟩ = 0 ∀i ∈ [m] (primal feasibility)
dS ∈ span{A1, . . . , Am} (dual feasibility)

. (10.1)

However, this system, in general, yields nonsymmetric directions in the primal vari-

able dX (see discussions on page 2 in [MT00]). Hence, for the classical algorithms, in

addition to solving the Newton linear system (Eq. (10.1)), some nontrivial procedures

should be applied to symmetrize the solution dX. (See Section 2 in [AHO98] and Sec-

tion 1 in [MT00] and Section 4.5.1 in [BTN01] for more details.)5 However, [KP20b]

does not adopt these procedures.6 Moreover, since the tomography algorithm they

used can only output some ℓ2-approximations of the matrices dS and dX, it will make

both X and S nonsymmetric.

10.3 Related Work

Table 10.1 summarizes the existing quantum SDP solvers. The quantum first-

order method algorithms [BS17, AGGW17, BKL+19, AG19] is built on the Arora-

5Notice that in Linear Programming X and S are both diagonal matrices, thus the solution
of Eq.(10.1) is directly feasible. The standard primal-dual central path method can be applied
([CLS19]).

6In their followup work [KPS21], they use a correct symmetrization in their quantum second-order
cone optimization algorithm.
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Kale framework [AK07] for SDP-solving via Multiplicative Weights Update (MWU)

algorithm. The main observation is that the matrix

ρ :=
exp(−∑m

i=1 yiAi)

tr[exp(−∑m
i=1 yiAi)]

used in the multiplicative weights update is indeed a quantum Gibbs state, and hence

a quantum Gibbs sampler can give speedup in n. The remaining part of the Arora-

Kale framework is to find the violated constraints and update the dual solution y.

Hence, they used some Grover-like techniques to achieve further quantum speedup in

m. The quantum second-order method algorithm by Kerenidis and Prakash [KP20b]

is based on the primal-dual central path framework, which requires solving a Newton

linear system in each iteration. [KP20b] used the quantum linear system solver of

[GSLW19] to solve the Newton linear system in quantum and applied the tomography

in [KP17] to obtain the classical solution.

For comparison, classical second-order SDP solvers are summarized in Ta-

ble 10.2.

10.4 Technical Overview

To obtain a truly second-order quantum algorithm for solving SDP (Theo-

rem 10.1), we overcome the barriers stated in Section 10.2 via a block encoding-based

interior point method combined with our robust framework. In the following sub-

sections, we will first describe our quantum algorithm and then demonstrate how it

bypasses each barrier.

We define several notations related to the number of iterations of our algo-

rithm.

Definition 10.2. We choose η as follows: η := 1
n+2

. We choose T as follows T :=

40
ϵN

√
n log(n

ϵ
), where ϵN ∈ (0, 10−1) is a constant.
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References Method Input Model Output Time Complexity

[BS17] 1st. order Sparse oracle
Feasible sol.

√
mns2ϵ−32

[AGGW17] 1st. order Sparse oracle
√
mns2ϵ−8

[BKL+19] 1st. order
Sparse oracle

Decide feasibility

√
ms2ϵ−10 +

√
ns2ϵ−12

Quantum state
√
mϵ−Ω(1)

[AG19] 1st. order

Sparse oracle

Feasible sol.

√
msϵ−4 +

√
nsϵ−5

Quantum state
√
mϵ−4 + ϵ−7.5

QRAM
√
mϵ−4 +

√
nϵ−5

[KP20b, KPS21] 2nd. order QRAM Infeasible sol. n2.5µξ−2 log(1/ϵ) (m = n2)
[ANTZ21] 2nd. order QRAM Feasible sol. n3.5ϵ−1 + n4 (m = n2)
Ours (Thm. 10.1) 2nd. order QRAM Feasible sol. n3.5 log(1/ϵ) (m = n2)

Table 10.1: Quantum algorithms for solving SDP. ϵ is the additive error of the output
solution. s is the row-sparsity of the input matrices. ξ is the approximation feasibility.
The sparse input oracle supports querying the i-th nonzero entry in the j-th row of
an input matrix in superposition. The quantum state model splits each input matrix
Ai as a difference of PSD matrices (quantum states) and we can access to the density
matrix of the state. The QRAM model assumes that the input matrices are stored in
some data structures in QRAM that support efficient quantum access to the matrix.
Infeasible sol. means the algorithm only outputs a solution that can approximately
satisfy the SDP constraints.

10.4.1 Block encoding-based interior point method

The framework of our quantum algorithm is the same as the classical algo-

rithm in [HJS+22]. We notice that the most time-consuming steps involve matrix

computations. Therefore, it is very natural to apply the recent block encoding and

quantum linear algebra framework to speed up the interior point method.

10.4.1.1 A brief overview of quantum linear algebra

We provide the definition of the block encoding of a matrix.

Definition 10.3 (Block encoding, informal). Let A be a matrix. We say a unitary

matrix U is a block encoding of A if top-left block of UA is close to A up to some
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References Method Time Complexity
[Sho77, YN76, Kha80] CPM n8

[KTE88, NN89] CPM n9

[Vai89a] CPM n6.746

[NN92] IPM n6.5

[NN94, Ans00] IPM n10.75

[KM03] CPM n6.746

[LSW15] CPM n6

[JLSW20] CPM n6

[JKL+20] IPM n5.246

[HJS+22] IPM n4.746

Table 10.2: Classical algorithms for solving SDPs. Total running times are calculated
for the regime m = n2, where n is the size of matrices, and m is the number of
constraints. CPM denotes the cutting plane method, and IPM denotes the interior
point method. The running times shown in the table hide no(1), mo(1) and poly log(1/ϵ)
factors, where ϵ is the accuracy parameter. In this table, we use the current best
known upper bound of ω ≈ 2.373. This gives n4.476 = n2ω = mω.

Algorithm 47 Here, we briefly state an informal version of our algorithm. We put
more details in later Algorithm 49. The input A has size m× n2. The input vector b
has length m. And the input matrix C has size n by n.
1: procedure QSolveSDP(A, b, C)
2: ▷ The input A, C, b are stored in QRAM
3: Choose η and T according to Definition 10.2.
4: Find y and store in QRAM
5: for t = 1→ T do
6: ηnew ← η · (1 + ϵN

20
√
n
)

7: Compute S̃−1 using QSVT and ℓ2-tomography ▷ Step 1. of Sec. 10.4.1
8: Compute |gη⟩ and estimate the norm ∥gη∥2 ▷ Step 2. of Sec. 10.4.1
9: Compute δ̃y using quantum linear system solver and tomography ▷ Step

3. of Sec. 10.4.1
10: ynew ← y + δ̃y
11: end for
12: end procedure

scaling, i.e.,

UA ≈
[
A/α ·
· ·

]
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Via block encoding, we can transform a classical matrix to a quantum operator,

which enables us to obtain exponential speedup in many linear algebra tasks by the

quantum singular value transformation technique [GSLW19].

Suppose we can efficiently implement the exact block encoding of a matrix

A, and we can also efficiently prepare the vector state |x⟩. Then, for matrix-vector

multiplication, the state |Ax⟩ = 1
∥Ax∥2

∑n
i=1(Ax)i|i⟩ can be ϵ-approximated in time

Õ(log(1/ϵ)).7 For linear system solving, the state |A−1x⟩ can also be ϵ-approximated

in time Õ(log(1/ϵ)) [CGJ19]. In addition, their norms ∥Ax∥2 and ∥A−1x∥2 could be

approximated with ϵ-multiplicative error. And it takes Õ(1/ϵ) time.

Input model Our algorithm uses the QRAM (Quantum Random Access Memory)

model, which is a common input model for many quantum algorithms (e.g., [KP17,

AG19, KP20b]). More specifically, a QRAM stores the classical data and supports

querying in superposition. And each update operation for size S QRAM data will

take Õ(S) time. Furthermore, it has been shown that a QRAM can be extended a

quantum data structure for storing matrices such that the exact block encoding can

be prepared Õ(1) time. For the SDP inputs A, C, we assume that they are already

loaded into the QRAM such that their block encodings can be efficiently implemented.

10.4.1.2 Main steps of one iteration

We will show how to use the block encoding and quantum linear algebra tools

to implement [HJS+22] general robust barrier method for SDP and achieve quantum

speedup.

7For simplicity, we hide the dependence of κ(A) and µ(A), which is related to the singular values
of A.

544



Step 1: implement ApproxSlackInverse The slack matrix S is defined by

S(y) :=
m∑

i=1

yiAi − C,

where the length-m vector y is the dual solution outputted by the previous iteration

and we assume that it is stored in QRAM. Since we assume quantum access to Ai, C

and y, by the linear combination of block-encodings, we can efficiently prepare the

block-encoding of S. Then, for each i ∈ [n], by the quantum linear system solver, we

can prepare |S−1ei⟩ = |(S−1)i⟩ and also estimate the norm ∥(S−1)i∥2 by ∥(S−1)i∥2.
Then, we apply the ℓ2-tomography procedure in [vACGN22] to obtain a classical

vector vi ∈ Rn that is close to |(S−1)i⟩. Hence, by defining (S̃−1)i := ∥(S−1)i∥2 · vi, it

holds that ∥(S̃−1)i − (S−1)i∥2 ≤ ϵS∥(S−1)i∥2. We repeat this procedure for all i ∈ [n]

and obtain a classical matrix S̃−1 ∈ Rn×n such that ∥S̃−1 − S−1∥F ≤ ϵS∥S−1∥F . To

make S̃ symmetric, we further let S̃−1 ← 1
2
(S̃−1 + (S̃−1)⊤). The running time of this

step is

TS = Õ(n2.5ϵ−1S ),

which is an improvement over the classical running time O(mn2 + nω) for constant

ϵS.

Step 2: implement ApproxGradient The gradient vector g is defined as

gη := ηb− A · vec(S−1).

where vec(·) means vectorizing an n-by-n matrix into an n2-length vector, and A ∈
Rm×n2 . Note that the gradient is only used to compute δy := −H−1gη in Step 3.

Thus, it suffices to to prepare the state |gη⟩ and estimate its norm ∥gη∥2. Using

QRAM, we can efficiently implement the block-encoding for A′ =
[
A b

]
. Since we

compute S̃−1 in the classical form in Step 1, we can also efficiently prepare the state
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|s′⟩ for s′ =
[
−vec(S̃−1)

η

]
. By quantum linear algebra, we can prepare a state |g̃η(S̃)⟩

that is ϵg-close to |gη(S̃)⟩ in time

Tg,1 = Õ(µ(A)κ(A)) ≃ Õ(
√
m),

where gη(S̃) = η · b− A · vec(S̃−1). And we obtain an estimate ∥gη(S̃)∥2 of ∥gη(S̃)∥2
within relative error ϵg in time

Tg,2 = Õ(µ(A)κ(A)ϵ′−1g ) ≃ Õ(
√
mϵ′−1g ).

Furthermore, if we define g̃η(S̃) := ∥gη(S̃)∥2 · |g̃η(S̃)⟩, then we can prove that

∥g̃η(S̃)− gη∥2 ≲ O(ϵg + ϵ′g + ϵS)∥gη∥2,

where we use the error guarantee of S̃−1.

Step 3: implement ApproxDelta In this step, we will compute δy := −H−1·gη,
whereH = A·(S−1⊗S−1)·A⊤. Since A and S̃−1 are stored in QRAM, using the product

and Kronecker product of block-encodings [GSLW19, CVB20], we can implement the

block-encoding of H̃ = A·(S̃−1⊗S̃−1)·A⊤. In order to reduce the block-encoding factor

of H̃, we first implement the block-encoding of S̃−1/2⊗ S̃−1/2, by classically compute

S̃−1/2 = (S̃−1)1/2. Then, we implement the block-encoding of W = A ·(S̃−1/2⊗ S̃−1/2).
Since H̃ = WW⊤, the block-encoding of H̃ can be efficiently implemented. In Step 2,

|g̃η(S̃)⟩ are prepared. Then, we can apply the quantum linear system solver to obtain

the state close to |H̃−1g̃η(S̃)⟩ and also estimate the norm ∥H̃−1g̃η(S̃)∥2. Then, we

apply the tomography to obtain the classical form of H̃−1g̃η(S̃). Let δ̃y denote the

classical vector we compute in this step. We can show that

∥δ̃y − (−H̃−1g̃η(S̃))∥2 ≤ ϵδ∥H̃−1g̃η(S̃))∥2

in time

Tδ = Õ(mµ(A)ϵ−1δ +mµ(S)ϵ−1δ ) ≃ Õ(mnϵ−1δ ),

where we use the fact that µ(A) ≤
√
m+ n2 = O(n) (see Theorem 10.6).
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Running time per iteration Putting three steps together, we get that the total

running time per iteration of our algorithm is

Titer = TS + Tg,2 + Tδ ≃ Õ(n2.5ϵ−1S +
√
mϵ−1g +mnϵ−1δ ).

10.4.2 Overcoming the quantum barriers

In this part, we discuss how our quantum algorithm bypasses each barrier in

Section 10.2.

Error dependence barrier We first note that by the analysis of our robust

interior-point framework (Theorem 10.12), the number of iterations will be Õ(
√
n log(1/ϵ))

as long as the Newton step size satisfies g⊤η H−1gη ≤ ϵ2N for some constant ϵN in each

iteration. As shown in Section 10.4.1.2, the running time per iteration is depends

linearly on ϵ−1S , ϵ−1g , ϵ−1δ . Fortunately, by the recently proposed robust framework

(Lemma 10.11), constant accuracies8 are enough:

Lemma 10.2 (Quantum time cost per iteration, informal). We can take some prop-

erly chosen ϵS, ϵg, ϵδ such that Condition 0-4 in the robust IPM framework (Lemma 10.11)

are satisfied in each iteration, and the runtime per iteration is Õ(m1.5 + n2.5).

Therefore, the total running time of our quantum SDP solving algorithm is

Õ(
√
n(mn+ n2.5) log(1/ϵ)).

It depends only logarithmically on the approximation error, which is a truly second-

order algorithm.

Quantum/classical data transformation barrier We can output the classical

solution by running tomography in intermediate steps. For time-consuming steps,

8They actually depend on the condition number of the matrices. See Section 10.7.4 for details.
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we use the QSVT to speed up. And for the steps that are hard to be implemented

in the QSVT (e.g., vectorizing S̃−1), we directly compute them classically with low-

accuracy tomography procedure. In this way, the robust IPM framework can tolerate

the “quantum-inherent” error, and our quantum algorithm can still output feasible,

high-accuracy SDP solution.

Symmetrization barrier We bypass the barrier by solving SDP in the dual space

instead of the primal space, where we only care about the symmetrization of S̃, the

approximation of the slack matrix S. It is easy to make S̃ symmetric by averaging S̃

and S̃⊤. This is because the definition of S guarantees that the true S is symmetric.

Hence, the classical interior point method does not have this problem, and our sym-

metrization will only make the approximation error smaller. However, we note that

this symmetrization trick cannot directly apply to [KP20b]’s algorithm. Because they

solved SDP also in the primal space and the true solution dX of the newton linear

system may not be symmetric, which means averaging d̃X and (d̃X)⊤ could result in

some error that is hard to control. A possible way may be to quantize the classical

symmetrization procedures given in [AHO98].

10.5 Preliminary

We define several basic notations here. We say tr[·] is the trace of a matrix.

We use ∥ · ∥2 to denote spectral/operator norm of a matrix. Let ∥ · ∥F be the

Frobenious norm of a matrix. We use ∥ · ∥1 to represent Schatten 1-norm of matrix.

For a symmetric matrix X ∈ Rn×n, we say it is positive semi-definite (PSD,

denoted as X ⪰ 0) if for any vector u ∈ Rn, u⊤Xu ≥ 0. Similarly, we define positive

definite via ≻ and > 0 notations.

We say λ(B) are the eigenvalues of B.

We use x[i] to denote the i-th largest entry of vector x.
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We use vec[] to denote matrix vectorization.

Let ⊗ denote the Kronecker product.

The A ∈ Rm×n2 is a matrix where i-th row is vec[Ai], for all i ∈ [m].

Let Tmat(x, y, z) denote the time of multiplying an x× y matrix with another

y × z matrix.

For r ∈ R+, let ω(r) ∈ R+ denote the value that for all positive integer m,

Tmat(m,m,m
r) = O(mω(r)).

Definition 10.1 is the primal form of SDP. The dual form of SDP is defined in

Definition 9.2. For convenience, we recall it here:

Definition 10.4 (The dual formulation of SDP). Suppose we are given a symmetric

matrix C ∈ Rn×n. There are also m constraints matrices A1, . . . , Am, and each of

them has size n by n. Suppose we are also given a length-m vector b. Our goal is to

solve this problem:

min
y∈Rm

⟨b, y⟩

s.t. S =
m∑

i=1

yiAi − C, (10.2)

S ⪰ 0.

We state two tools from previous work.

Theorem 10.3 ([Wed73, MZ10]). Let A ∈ Rm×n and B = A + E. Let A† and B†

denote the pseudo-inverse of A and B, respectively. Then

∥B† − A†∥ ≤
√
2max{∥A†∥22, ∥B†∥22} · ∥E∥.

Theorem 10.4 ([Wed73, MZ10]). Let A ∈ Rm×n and B = A+ E. Then

∥B† − A†∥F ≤ µmax{∥A†∥22, ∥B†∥22} · ∥E∥F .

where µ = 1 if rank(A) = n = m and µ =
√
2 otherwise.

549



10.5.1 Quantum linear algebra toolbox

We introduce the basics of quantum computing in Appendix B. In this section,

we introduce a powerful tool in quantum algorithm design—quantum linear algebra,

which stores classical information in quantum states and exponentially speeds up

some fundamental linear algebra computations.

10.5.1.1 Storing data in QRAM

Quantum random access memory (QRAM) is a commonly-used model in quan-

tum computing that assumes the quantum computer can access classical data in su-

perposition.

Definition 10.5 (Quantum random access memory (QRAM), [GLM08]). A quantum

random access memory is a device that stores indexed data (i, xi) for i ∈ N and

xi ∈ R (with some bit precision). It allows to query in the form |i⟩|0⟩ 7→ |i⟩|xi⟩. Each

read/write/update operation has Õ(1) cost.

Furthermore, there are some ways to store classical vectors and matrices in

QRAM using some quantum data structures developed in [KP17], such that for any

vector or any row of a matrix, the vector state

|v⟩ := 1

∥v∥2

n−1∑

i=0

vi|i⟩

can be prepared in polylog(n) time. In addition, for a matrix A, its row norm state
∑n

i=0 ∥Ai∥2|i⟩ can also be prepared in polylog(n) time.

We now introduce a commonly used matrix parameter in quantum linear al-

gebra:

Definition 10.6 (Matrix parameter for QRAM). For a matrix A ∈ Rn×m, for p ∈
[0, 1], let s1(A) := maxi∈[n]

∑
j∈[m] |Ai,j|. Then, we define a parameter µ(A) as follows:

µ(A) := ∥A∥−1 ·min {∥A∥F , s1(A)} .
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10.5.1.2 Retrieving data from quantum to classical

In order to transform a quantum vector state |v⟩ to a classical vector, we need

to apply the state tomography procedure [KP20b, KLP19, vACGN22]. We state a

version with an ℓ2-approximation guarantee.

Theorem 10.5 (Vector state tomography with ℓ2 guarantee, [vACGN22, Theorem

23]). Given access to a unitary U such that U |0⟩ = |x⟩ = ∑n−1
i=0 xi|i⟩ for some x ∈

Rn, there is a tomography algorithm that outputs a vector x̃ ∈ Rd with probability

1− 1/poly(d) using Õ(d/ϵ) conditional applications of U and its inverse and Õ(d/ϵ)

additional quantum gates such that ∥x− x̃∥2 ≤ ϵ.

10.5.1.3 Linear algebra operations with block encodings

Block encoding is a way to efficiently transform a classical matrix to a quantum

operator that enables quantum computers to speedup several linear algebra compu-

tations.

The definition of block encoding is as follows:

Definition 10.7 (Block encoding). Let A ∈ C2w×2w be a matrix. We say a unitary

matrix U ∈ C2(w+a)×2(w+a) is a (α, a, ϵ)block encoding of A if

∥A− α(⟨0|a ⊗ I)U(|0⟩a ⊗ I)∥ ≤ ϵ,

i.e.,

UA ≈
[
A/α ·
· ·

]
.

Kerenidis and Prakash [KP17, KP20a] showed that for a matrix stored in a

quantum data structure, its block encoding can be efficiently implemented.

Theorem 10.6 (Block encoding construction from QRAM, [KP17, KP20a]). Given

quantum access to a matrix A ∈ Rn×n, a (µ(A), O(log(n)), 0)-block encoding of A can
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be implemented in Õ(1) time, where µ(A) is defined in Definition 10.6, and a naïve

bound is

µ(A) ≤
√

rank(A) ≤ √n.

We state a tool from previous work [GSLW19].

Theorem 10.7 (Product of block encoded matrices, Lemma 53 in [GSLW19]). We

use UA to represent an (α, a, ϵA)-block encoding of a matrix A which can be constructed

in time TA, and UB be a (β, b, ϵB)-block encoding of a matrix that can be constructed

in time TB.

Then, we can implement an (αβ, a + b, αϵB + βϵA)-block encoding of AB in

time O(TA + TB).

Lemma 10.8 (Product of preamplified block-matrices [LC19]). Let A ∈ Rm×n and

B ∈ Rn×k such that ∥A∥ ≤ 1, ∥B∥ ≤ 1. If α ≥ 1 and U is an (α, a, δ)-block-encoding

of A that can be implemented in time TU ; β ≥ 1 and V is a (β, b, ϵ)-block-encoding of

B that can be implemented in time TV , then there is a (2, a+b+2,
√
2(δ+ϵ+γ))-block-

encoding of AB that can be implemented in time O((α(TU +a)+β(TV +b)) log(1/γ)).

We state a tool from previous work [CVB20].

Theorem 10.9 (Kronecker product of block encoded matrices, Lemma 1 in [CVB20]).

We use UA to represent an (α, a, ϵA)-block encoding of a matrix A which can be con-

structed in time TA, and UB be a (β, b, ϵB)-block encoding of a matrix that can be

constructed in time TB.

Then, we can implement an (αβ, a + b, αϵB + βϵA + ϵAϵB)-block encoding of

A⊗B in time O(TA + TB + log(n)).

Theorem 10.10 (Quantum linear system solver, [CGJ19, GSLW19]). Let A ∈ Rn×n

be a matrix with non-zero eigenvalues in the interval [−1,−1/κ] ∪ [1/κ, 1]. Given an

implementation of an (µ,O(log n), δ) block encoding for A in time TU and a procedure

for preparing state |b⟩ in time Tb,
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1. If δ ≤ ϵ
κ2poly log(κ/ϵ)

then a state ϵ-close to |A−1b⟩ can be generated in time

(TUκµ+ Tbκ) · poly log(κµ/ϵ).

2. If δ ≤ ϵ
2κ

then a state ϵ-close to |Ab⟩ can be generated in time

(TUκµ+ Tbκ) · poly log(κµ/ϵ).

3. For ϵ > 0 and δ as in parts 1 and 2 and A ∈ {A,A−1}, an estimate Λ such that

Λ ∈ (1± ϵ)∥Ab∥ with probability (1− δ) can be generated in time

(TU + Tb)(κµ/ϵ) · poly log(κµ/ϵ).

10.6 Revisit of Robust Newton Step

In this chapter, one of our contributions is that we provide a more robust

version of the potential function that considers the perturbation of gradients.

Classical interior point literature [Ren01] controls the potential function when

the exact Newton step is taken. [JKL+20] introduces small errors in the frame-

work. Recently, [HJS+22] provides the most general framework, which is introduced

in Chapter 9. We slightly modify it to adapt the error analysis in quantum computing.

Lemma 10.11 (Robust IPM iteration, a restatement of Lemma 9.40). Let c0 = 10−4.

Given any parameters

• αS ∈ [1, 1 + c0],

• αH ∈ [1, 1 + c0],

• ϵg ∈ [0, c0],

• ϵδ ∈ [0, c0],

• ϵN ∈ [0, c0],
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• η > 0.

We assume

• Condition 0. A dimension-m vector y ∈ Rm (feasible dual solution) satisfies

∥g(y, η)∥H(y)−1 := g(y, η)⊤H(y)−1g(y, η) ≤ ϵN .

• Condition 1. A n× n symmetric (positive definite) matrix S̃ satisfies

α−1S · S(y) ⪯ S̃ ⪯ αS · S(y).

• Condition 2. A n× n symmetric (positive definite) matrix H̃ satisfies

α−1H ·H(S̃) ⪯ H̃ ⪯ αH ·H(S̃).

• Condition 3. A dimension-m vector g̃ satisfies

∥g̃ − g(y, ηnew)∥H(y)−1 ≤ ϵg · ∥g(y, ηnew)∥H(y)−1 .

• Condition 4. A dimension-m vector δ̃y satisfies

∥δ̃y − (−H̃−1g̃)∥H(y) ≤ ϵδ · ∥H̃−1g̃∥H(y).

Then following the update rule of η and y: ηnew = η · (1 + ϵN
20
√
n
) and ynew = y + δ̃y,

we have ynew and ηnew satisfy the following:

∥g(ynew, ηnew)∥H(ynew)−1 ≤ ϵN .

Remark 10.1. Condition 3 and 4 can be derived by the following ℓ2 guarantees:

• ∥g̃ − g(y, ηnew)∥2 ≤ ϵg · ∥g(y, ηnew)∥2/κ(H(y)),

• ∥δ̃y − (−H̃−1g̃)∥2 ≤ ϵδ · ∥H̃−1g̃∥2/κ(H(y)).
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Based on the robust IPM framework, we can conclude the following conver-

gence result for the barrier method, which is proved in Chapter 9. We restate the

theorem below.

Theorem 10.12 (Robust barrier method, a restatement of Theorem 9.46). Consider

a semidefinite program in Eq (9.2). Suppose in each iteration, the S̃, H̃, g̃, δ̃ computed

in Line 6, Line 8, Line 7, Line 9 of Algorithm 48 satisfies Condition 1, 2, 3, 4 in

Lemma 10.11.

Let y denote a dimension-m vector (can be viewed as a feasible initial solution).

Suppose that y satisfies the invariant g(y, η)⊤H(y)−1g(y, η) ≤ ϵ2N , for any error pa-

rameter 0 < ϵ ≤ 0.01 and Newton step size ϵN satisfying
√
ϵ < ϵN ≤ 0.1, Algorithm 48

outputs, in T = 40ϵ−1N
√
n log(n/ϵ) iterations, a vector y ∈ Rm that satisfies

⟨b, y⟩ ≤ ⟨b, y∗⟩+ ϵ2. (10.3)

where y∗ is an optimal solution to the dual formulation (9.2).

Further, consider the Algorithm 48, we have

∥S−1/2SnewS−1/2 − I∥F ≤ 1.1 · ϵN (10.4)

holds for each iteration.

10.7 Quantum Second-Order SDP Solver

We propose a fast quantum second-order SDP solver in this section. The

detailed algorithm is given in Algorithm 49. We follow the framework of the robust

interior-point method (Algorihtm 48). In Section 10.7.1, we show the quantum imple-

mentation of the procedure ApproxSlack that directly computes the slack matrix

inverse. In Section 10.7.2, we show how to implement the procedure ApproxGra-

dient that computes the gradient in quantum. In Section 10.7.3, we show how to
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Algorithm 48 A restatement of the framework (Algorithm 44).

1: procedure SDPFrameWork({Ai}mi=1, b, C,m, n) ▷ Let C ∈ Rn×n.
Let A1, A2, · · · , Am denote a list of m matrices where each matrix has size n× n.
Let b denote a length-m vector. Let A denote a matrix that has size m× n2.

2: Choose η and T according to Definition 10.2
3: Find y ∈ Rm according to Lemma E.1 ▷ Condition 0 in Lemma 10.11
4: for t = 1→ T do
5: ηnew ← η · (1 + ϵN

20
√
n
)

6: S̃ ← Approximate Slack ▷ Condition 1 in Lemma 10.11
7: H̃ ← Approximate Hessian ▷ Condition 2 in Lemma 10.11
8: g̃ ← Approximate Gradient ▷ Condition 3 in Lemma 10.11
9: δ̃y ← Approximate Delta ▷ Condition 4 in Lemma 10.11

10: ynew ← y + δy
11: y ← ynew

12: end for
13: Return a solution via Lemma E.1
14: end procedure

implement the procedure ApproxDelta that computes the Newton step in quan-

tum. Then, in Section 10.7.4, we combine them together and show that the robustness

conditions are satisfied, which gives the running time and correctness guarantees of

Algorithm 49.

10.7.1 Slack matrix

The goal of this section is to prove the following lemma, which shows how

to efficiently compute the slack matrix inverse S−1 using quantum singular value

transformation (QSVT). We will show in Section 10.7.4 that the error guarantee in

the Frobenius norm suffices for our robust IPM framework.

Lemma 10.13 (Quantum speedup for computing the slack matrix inverse S−1). Let

S ∈ Rn×n be defined as S =
∑m

i=1 yiAi − C. Let ϵS ∈ (0, 1/10) denote an accuracy

parameter. For the ApproxSlack procedure (Line 8), there is an algorithm that
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runs in time

Õ(n2µ(S)κ(S)ϵ−1S )

and outputs a classical symmetric matrix S̃−1 ∈ Rn×n such that

∥S̃−1 − S−1∥F ≤ ϵS · ∥S−1∥F .

Proof. Using QRAM, we can construct PL, PR, a (1+∥y∥1, logm, 0)-state-preparation

pair for
[
y
−1

]
∈ Rm+1. Since A1, . . . , Am and C are stored in QRAM, we can im-

plement US, which is a (O(µ), O(log n), 0)-block encoding for S =
∑m

i=1 yiAi − C,

where µ := ∥y∥1 · max{maxi∈[n] µ(Ai), µ(C)}. Then, for each basis state |ei⟩, we

compute S−1|ei⟩ using Theorem 10.10. More specifically, we can prepare a state

|(S̃−1)i⟩ that is ϵ1-close to |(S−1)i⟩ in time Õ(µ · κ(S)). And we can estimate the

norm Ni ∈ (1± ϵ2)∥S−1|ei⟩∥2 in time Õ(µ · κ(S) · ϵ−12 ). Finally, by Theorem 10.5, it

takes Õ(n ·µκ(S) ·ϵ−13 )-time to get a classical vector vi such that ∥vi−|(S̃−1)i⟩∥2 ≤ ϵ3.

Define (S̃−1)i := Ni · vi ∈ Rn.

We have

∥(S̃−1)i − (S−1)i∥2 = ∥Ni · vi − (S−1)i∥2
≤ ∥(S−1)i∥2 · ∥(1± ϵ2)vi − |(S−1)i⟩∥2
≤ ∥(S−1)i∥2 · (∥(1± ϵ2)vi − |(S̃−1)i⟩∥2 + ∥|(S̃−1)i⟩ − |(S−1)i⟩∥2)

≤ ∥(S−1)i∥2 · (∥(1± ϵ2)vi − |(S̃−1)i⟩∥2 + ϵ1)

≤ ∥(S−1)i∥2 · (∥vi − |(S̃−1)i⟩∥2 + ϵ1 + ϵ2∥vi∥2)

≤ ∥(S−1)i∥2 · (ϵ1 + ϵ3 + ϵ2∥vi∥2)

≤ ∥(S−1)i∥2 · (ϵ1 + ϵ3 + ϵ2(∥|(S̃−1)i⟩∥2 + ∥|(S̃−1)i⟩ − vi∥2))

≤ ∥(S−1)i∥2 · (ϵ1 + ϵ3 + ϵ2(1 + ϵ3))

≤ O(ϵ1 + ϵ2 + ϵ3) · ∥(S−1)i∥2.

By taking ϵ1 = ϵ2 = ϵ3 = O(ϵS), we get that (S̃−1)i can be computed in Õ(nµ(S)κ(S)ϵ−1S )-

time such that ∥(S̃−1)i − (S−1)i∥2 ≤ ϵS∥(S−1)i∥2. We apply this procedure for all
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i ∈ [n]. Then, we obtain S̃−1 ∈ Rn×n such that

∥S̃−1 − S−1∥F ≤ ϵS∥S−1∥F

in Õ(n2µ(S)κ(S)ϵ−1S )-time. Since we know that S and S−1 are symmetric matrices, we

can easily symmetrize S̃−1 by (S̃−1+(S̃−1)⊤)/2 without increasing the approximation

error.

10.7.2 Gradient

The goal of this section is to prove the following lemma, which computes a

quantum state that encodes the gradient gη. We will use the quantum state and the

estimated norm to quantumly compute the Newton step later. Furthermore, we also

bound the approximation error between the true gradient gη,S and the vector encoded

in the quantum state, which will be useful in the latter error analysis.

Lemma 10.14 (Computing the gradient state |gη⟩ and norm ∥gη∥). Let gη ∈ Rm

be defined as gη = η · b − A · vec(S̃−1) := A′ · s′ ∈ Rm, where A′ :=
[
A b

]
and

s′ :=

[
−vec(S̃−1)

η

]
. Then, a quantum state |g̃η⟩ can be prepared in time Tg =

Õ(µ(A)κ(A)) that is ϵg-close to the state |gη⟩. Moreover, ∥gη∥2 can be estimated

with ϵ′g-multiplicative error in time Tg,norm = Õ(µ(A)κ(A)ϵ′−1g ).

Let gη,S = η · b− A · vec(S−1). Then, we have

∥g̃η − gη,S∥2 ≤ O(ϵg + ϵ′g + ϵS · κ(A))∥gη,S∥2.

Proof. Since A and b are stored in QRAM, we can form the block-encoding of A.

Moreover, by Lemma 10.13, S̃−1 are obtained in the classical form such that ∥S̃−1 −
S−1∥F ≤ ϵS∥S−1∥F . We can prepare the state |s′⟩. By Theorem 10.10 (part 2),

|g̃η⟩ can be prepared in time Õ(µ(A′)κ(A′)) = Õ(µ(A)κ(A)) that is ϵg-close to |gη⟩.
Furthermore, by Theorem 10.10 (part 3), the norm ∥gη∥2 can be estimated within

relative error ϵ′g in time Õ(µ(A)κ(A)ϵ′−1g ). We analyze the approximation error below.
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Let g̃η := Ng · |g̃η⟩, where Ng ∈ (1± ϵ′g)∥gη∥2 and ∥|g̃η⟩ − |gη⟩∥ ≤ ϵg. Then, we

have

∥g̃η − gη∥2 = ∥Ng · |g̃η⟩ − ∥gη∥2 · |gη⟩∥2
≤ ∥Ng · |g̃η⟩ −Ng · |gη⟩∥2 + ∥Ng · |gη⟩ − ∥gη∥2 · |gη⟩∥2
≤ ϵgNg + ∥Ng · |gη⟩ − ∥gη∥2 · |gη⟩∥2
= ϵgNg + |Ng − ∥gη∥2|

≤ (ϵg(1 + ϵ′g) + ϵ′g)∥gη∥2
= O(ϵg + ϵ′g)∥gη∥2, (10.5)

where the second step follows from triangle inequality, the third step follows from the

definition of ϵg, the fourth step follows from ∥|gη⟩∥2 = 1, the fifth step follows from

the definition of ϵ′g, and the last step is straightforward.

Define gη,S = η · b− A · vec(S−1). We have

∥gη − gη,S∥2 = ∥A · (vec(S̃−1)− vec(S−1))∥2
≤ ∥A∥ · ∥vec(S̃−1)− vec(S−1)∥2
= ∥A∥ · ∥S̃−1 − S−1∥F
≤ ∥A∥ · ϵS∥S−1∥F ,

where the second step follows from the definition of the spectral norm, and the third

step follows from Lemma 10.13.

Hence, we get that

∥gη − gη,S∥2
∥gη,S∥2

≤ ϵS∥A∥ · ∥S−1∥F
∥η · b− A · vec(S−1)∥2

= O(ϵS) ·
∥A∥ · ∥S̃−1∥
∥A · vec(S−1)∥2

≤ O(ϵS) · κ(A) ·
∥S−1∥F
∥S−1∥F

= O(ϵS · κ(A)), (10.6)
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where the second step follows from the fact that ∥b∥2 can be re-scaled to be n−O(1)

so that ∥ηb∥2 ≪ ∥A · vec(S−1)∥2, the third step follows from ∥A · vec(S−1)∥2 ≥
σmin(A)∥vec(S−1)∥2 = σmin(A)∥S−1∥F , and the third step is straightforward.

Therefore,

∥g̃η − gη,S∥2 ≤ ∥g̃η − gη∥2 + ∥gη − gη,S∥2
= O(ϵg + ϵ′g)∥gη∥2 +O(ϵS · κ(A))∥gη,S∥2
≤ O((ϵg + ϵ′g)(1 + ϵS · κ(A)) + ϵS · κ(A))∥gη,S∥2
= O(ϵg + ϵ′g + ϵS · κ(A))∥gη,S∥2.

where the first step follows from triangle inequality, the second step follows from

Eqs. (10.5) and (10.6), the third step follows from Eq. (10.6) again, and the last step

follows directly.

10.7.3 Update the changes of the dual

The goal of this section is to prove the following lemma that computes a

classical vector that is close to the Newton step δy, based on QSVT and tomography.

We also give an ℓ2-relative error guarantee.

Lemma 10.15 (Quantum speedup for computing the update δy). For the Approx-

Delta procedure (Line 23), there is an algorithm that outputs a classical vector

δ̃y ∈ Rm such that

∥δ̃y − (−H̃−1g̃ηnew)∥2 ≤ O(ϵδ + ϵn + ϵ′δ) · ∥H̃−1g̃ηnew∥2

in time

Õ
((

(mϵ−1n + ϵ′δ)∥H̃∥+ ϵ′−1g

)
µ(A)κ(A)κ(H̃) + (mϵ−1n + ϵ′−1δ )∥H̃∥µ(S̃−1)κ(S̃)κ(H̃)

)
,

where H̃ = A(S̃−1 ⊗ S̃−1)A⊤.
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Proof. We have access to S̃−1 in QRAM. Then, we can compute (S̃−1)1/2 classically

and construct a unitary US̃−1/2 , which is a (µ(S̃−1/2), O(log n), 0)-block encoding of

(S̃−1)1/2.

By Theorem 10.9, U1 implements a (µ(S̃−1), O(log n), 0)-block encoding of

S̃−1/2 ⊗ S̃−1/2 in time T1 = Õ(1).

Then, by Lemma 10.8, U2 implements a (O(∥A∥∥S̃−1∥), O(log n), δ2)-block en-

coding of A(S̃−1/2 ⊗ S̃−1/2) in time

T2 = Õδ2

(
µ(A)/∥A∥ · (TA + log n) + µ(S̃−1)/∥S̃−1∥ · (T1 + log n)

)

= Õn,δ2

(
µ(A)/∥A∥+ µ(S̃−1)/∥S̃−1∥

)
.

Since

H̃ = (A(S̃−1/2 ⊗ S̃−1/2)) · (A(S̃−1/2 ⊗ S̃−1/2))⊤,

UH implements a (O(∥H̃∥), O(log n), O(δ2))-block encoding of H̃ in time

TH = Õn,δ2

(
∥A∥∥S̃−1∥/∥A(S̃−1/2 ⊗ S̃−1/2)∥ · T2

)

= Õn,δ2

((
µ(A)∥S̃−1∥+ µ(S̃−1)∥A∥

)
∥H̃∥−1/2

)
.

Then, we can prepare a quantum state |δ̃y⟩ that is ϵδ-close to |H̃−1g̃η⟩ in time

Tδ = Õ
(
κ(H̃)(TH∥H̃∥+ Tg)

)

= Õ
(
κ(H̃)

(
(µ(A)∥S̃−1∥+ µ(S̃−1)∥A∥)∥H̃∥−1/2 · ∥H̃∥+ µ(A)κ(A)

))

= Õ
(
κ(H̃)

(
(µ(A)∥S̃−1∥+ µ(S̃−1)∥A∥)∥H̃∥1/2 + µ(A)κ(A)

))
.

And the norm ∥H̃−1|g̃η⟩∥2 can be estimated with ϵ′δ-multiplicative error in time

Tδ,norm = Õ(Tδ · ϵ′−1δ ).

Finally, by the tomography procedure, we can obtain a classical vector δ̃y,1 ∈
Rm such that ∥|δ̃y⟩ − δ̃y,1∥2 ≤ ϵn in time Tδ,tomo = Õ(Tδ · mϵ−1n ). And we let δ̃y :=

Nδ ·Ng · δ̃y,1, where Nδ ∈ (1± ϵ′δ)∥H̃−1|g̃η⟩∥2 and Ng ∈ (1 + ϵ′g)∥gη∥2.
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We have

∥H̃−1g̃η − δ̃y∥2 = ∥H̃−1g̃η −Nδ ·Ng · δ̃y,1∥2
= ∥g̃η∥2 · ∥H̃−1|g̃η⟩ −Nδ · δ̃y,1∥2
= ∥g̃η∥2 · ∥H̃−1|g̃η⟩∥2 · ∥|H̃−1g̃η⟩ − (1± ϵ′δ)δ̃y,1∥2
= ∥H̃−1gη∥2 · (∥|H̃−1gη⟩ − δ̃y,1∥2 + ϵ′δ∥δ̃y,1∥2)

= ∥H̃−1g̃η∥2 · (∥|H̃−1g̃η⟩ − δ̃y,1∥2 +O(ϵ′δ))

= ∥H̃−1g̃η∥2 · (∥|H̃−1g̃η⟩ − |δ̃y⟩∥2 + ∥|δ̃y⟩ − δ̃y,1∥2 +O(ϵ′δ))

= ∥H̃−1g̃η∥2 ·O(ϵδ + ϵn + ϵ′δ),

where the first step follows from the definition of δ̃y, the second step follows from

∥g̃η∥2 = Ng, the third step follows from Nδ ∈ (1 ± ϵ′δ)∥H̃−1|g̃η⟩∥2, the forth step

follows from triangle inequality, the fifth step follows from ∥δ̃y,1∥2 = O(1), the sixth

step follows from triangle inequality, and the last step follows from the approximation

guarantees of ∥|H̃−1g̃η⟩ − |δ̃g⟩∥2 ≤ ϵδ and ∥|δ̃y⟩ − δ̃y,1∥2 ≤ ϵn.

The total time complexity of getting δ̃y is:

T = Tδ,tomo + Tδ,norm + Tg,norm

= Õ((mϵ−1n + ϵ′−1δ )Tδ + ϵ′−1g µ(A)κ(A))

= Õ
(
(mϵ−1n + ϵ′−1δ )κ(H̃)(µ(A)∥S̃−1∥+ µ(S̃−1)∥A∥)∥H̃∥1/2 + ϵ′−1g κ(H̃)µ(A)κ(A)

)

= Õ
((

(mϵ−1n + ϵ′δ)∥H̃∥+ ϵ′−1g

)
µ(A)κ(A)κ(H̃) + (mϵ−1n + ϵ′−1δ )∥H̃∥µ(S̃−1)κ(S̃)κ(H̃)

)
.

10.7.4 Combine

In this section, we wrap up the three components and show the cost-per-

iteration of our quantum SDP solver in the following lemma. By our error analysis of

each component, we can prove that the robustness conditions are satisfied by proper

choices of parameters. Then, the main theorem (Theorem 10.17) follows immediately.
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Lemma 10.16 (Quantum SDP solver cost per iteration). Let t ∈ [T ]. The t-th

iteration of Algorithm 49 takes

Õ((mµ(A) + n2µ(S)) · κ(A)κ(S)κ(H)3)

time such that Cond. 0. to Cond. 4. in Lemma 10.11 are satisfied.

Proof. For Cond. 0., if t = 1, then a feasible solution y can be found in the

initialization step (Line 5). For t > 1, we will prove by induction. Suppose it is

satisfied by the y computed in the (t− 1)-th iteration.

For Cond. 1., let S̃−1 be the matrix computed by ApproxSlack, and let

S := mat(A⊤y)− C. By Lemma 10.13, the algorithm takes

TS = Õ(n2µ(S)κ(S)ϵ−1S ) (10.7)

time such that

∥S̃−1 − S−1∥F ≤ ϵS · ∥S−1∥F .

By Fact 9.5, we get that (1− ϵS)S−1 ⪯ S̃−1 ⪯ (1 + ϵS)S
−1. Hence, α−1S S−1 ⪯ S̃−1 ⪯

αSS
−1 holds for some αS ∈ (1, 1 + 10−4), as long as ϵS is a small enough constant.

For Cond. 2., since we compute S̃−1 and store it in QRAM, we may assume

that there is no error in this step, i.e., H̃ = H(S̃). Hence, this condition is satisfied

by taking αH = 1.

For Cond. 3., let g̃ηnew := Ng ·|g̃ηnew⟩ produced by Lemma 10.14. It guarantees

that

∥g̃ηnew − gηnew∥2 ≤ O(ϵg + ϵ′g + ϵS · κ(A))∥gηnew∥2.

By the first part of Remark 10.1, if we have

∥g̃ηnew − gηnew∥2 ≤ τg∥gηnew∥2/κ(H).
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for some τg ∈ (0, 10−4), then Cond. 3. will be satisfied, i.e.,

∥g̃ηnew − gηnew∥H−1 ≤ τg∥gηnew∥H−1 .

Hence, we can take

ϵg = ϵ′g = O(κ(H)−1) and ϵS = O(κ(A)−1κ(H)−1). (10.8)

For Cond. 4., let δ̃y be the vector computed by ApproxDelta. By Lemma 10.15,

it takes

Tδ = Õ
((

(mϵ−1n + ϵ′δ)∥H̃∥+ ϵ′−1g

)
µ(A)κ(A)κ(H̃) + (mϵ−1n + ϵ′−1δ )∥H̃∥µ(S̃−1)κ(S̃)κ(H̃)

)

(10.9)

time such that

∥δ̃y − (−H̃−1g̃ηnew)∥2 ≤ O(ϵδ + ϵn + ϵ′δ) · ∥H̃−1g̃ηnew∥2.

By the second part of Remark 10.1, if we have

∥δ̃y − (−H̃−1g̃ηnew)∥2 ≤ τδ∥H̃−1g̃ηnew∥2/κ(H)

for some τδ ∈ (0, 10−4), then Cond. 4. will be satisfied, i.e.,

∥δ̃y − (−H̃−1g̃ηnew)∥H ≤ τδ · ∥H̃−1g̃ηnew∥H .

Hence, we can take

ϵδ = ϵn = ϵ′δ = O(κ(H)−1). (10.10)

Then, Eq. (10.9) can be simplified as follows:

Tδ = Õ(m(µ(A)κ(A) + µ(S̃−1)κ(S̃)) · ∥H∥κ(H)2)

= Õ(m(µ(A)κ(A) + µ(S)κ(S)) · ∥H∥κ(H)2). (10.11)

Then, by Lemma 10.11, for ynew computed in Line 32, we have

∥g(ynew, ηnew)∥H(ynew)−1 ≤ ϵN ,
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which means ynew satisfies the Cond. 0. in the (t+ 1)-th iteration.

Therefore, for all t ∈ [T ], Cond. 0. to Cond. 4. in Lemma 10.11 are

satisfied.

For the running time per iteration, by Eqs. (10.7) and (10.11):

Titer := TS + Tδ

= Õ(n2µ(S)κ(S)κ(A)κ(H)) + Õ(m(µ(A)κ(A) + µ(S−1)κ(S)) · ∥H∥κ(H)2)

≤ Õ((mµ(A) + n2µ(S)) · κ(A)κ(S)κ(H)3).

Theorem 10.17 (Quantum second-order SDP solver). Suppose the input matrices

{Ai}mi=1, C and vector b are stored in QRAM. Let T := O(
√
n log(1/ϵ)). Then, the

quantum second-order SDP solver (Algorithm 49) runs T iterations with

Õ((mµ(A) + n2µ(S)) · κ(A)κ(S)κ(H)3)

time per iteration and outputs a classical vector y ∈ Rm such that with probability at

least 1− 1/poly(n),

⟨b, y⟩ ≤ ⟨b, y∗⟩+ ϵ, and
n∑

i=1

yiAi − C ⪰ −ϵI,

In the above formula, we use y∗ to represent an optimal dual solution.

Furthermore, the algorithm can also output a PSD matrix X ∈ Rn×n
≥0 in the

same running time that satisfies

⟨C,X⟩ ≥ ⟨C,X∗⟩ − ϵ · ∥C∥2 ·R and
m∑

i=1

∣∣∣⟨Ai, X̂⟩ − bi
∣∣∣ ≤ 4nϵ ·

(
R

m∑

i=1

∥Ai∥1 + ∥b∥1
)
.

(10.12)

In the above formula, we use X∗ to represent an optimal solution to the semi-definite

program in Definition 10.1.
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Proof. Note that the running time per iteration follows from Lemma 10.16. And the

number of iterations to achieve the stated error guarantee is by Theorem 10.12.

For the primal solution, by Lemma E.2, we can find X using y classically in

time O(nω), which is less than the SDP solver’s running time.

Remark 10.2. Plugging-in the general upper bounds for µ(A) ≤ n and µ(S) ≤ √n
(see Theorem 10.6), we get that the total time complexity of Algorithm 49 is

Õ
(√

n(mn+ n2.5)poly(κ, log(1/ϵ))
)
.

10.8 Well-Conditioned SDP Instances

Here we list some SDP cases in high dimensions where the condition number

of Hessian does not depend on 1/ϵ.

Case 1: A simple case is where the central path is nearly isotropic and thus the

condition number of Hessian is close to 1, e.g.

max
y∈Rm

y1 + · · ·+ ym subject to yi ≤ 0 ∀i ∈ [m].

Case 2: Another SDP example is as follows:

max
X∈Rn×n

⟨C,X⟩ subject to ⟨Ai, X⟩ = bi, ∀i ∈ [m], X ⪰ 0,

where n = m = 3 and

C =



0 0 0
0 0 0
0 0 −1


 , A1 =



−1 0 0
0 0 0
0 0 0


 , A2 =



0 0 0
0 −1 0
0 0 0


 , A3 =




0 −1 0
−1 0 0
0 0 0


 , b =



−1
−1
0


 .

The dual problem is given by

min
y∈Rm

b⊤y subject to S =
m∑

i=1

yiAi − C, S ⪰ 0.

566



The central path can be found by solving the following penalized objective function

min
y∈Rm

η · b⊤y − log det(S)

which yields

y =



−η−1
−η−1
0


 , S =



η−1 0 0
0 η−1 0
0 0 1


 .

Therefore the Hessian is given by

H =



η2 0 0
0 η2 0
0 0 2η2




and the condition number is κ(H) = 2. Notice that the primal and dual solutions are

X =



1 0 0
0 1 0
0 0 0


 , y =



0
0
0


 , S =



0 0 0
0 0 0
0 0 1


 ,

thus the strict complementary holds. In addition, another intermediate-matrix related

term in the running time ∥A⊤y∥22∥S−1∥2 = 2 in this example. Notice also the strict

complementarity holds. Therefore, our algorithm will have log(1/ϵ) dependence in the

total running time in this example. In brief, the “good cases” (where our quantum

algorithm’s running time depends on log(1/ϵ)) for SDP are much more non-trivial

than those for LP.

We also note that in all previous quantum interior-point method papers ([KP20b,

CMD20, KPS21, ANTZ21]), their running times also depend on the condition num-

ber of the linear system that appears in each iteration. In addition, their running

times explicitly depend on poly(1/ϵ) as well. Thus, even in the well-conditioned

cases, their running times still depend on poly(1/ϵ). And within the quantum lin-

ear algebra framework, almost all matrix-related algorithms depend on the condition

number of the matrix. Hence, it seems that the dependence on the condition number

is unavoidable for the current techniques in quantum computing.
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Algorithm 49 Quantum SDP Solver. Let A1, · · · , Am denote a list of n×n matrices.
The input A has size m×n2. The input vector b has length m. And the input matrix
C has size n by n.
1: procedure SolveSDPinQuantum({Ai}mi=1, b, C,m, n)
2: ▷ The input A, b, C are stored in QRAM.
3: ▷ Initialization
4: Choose η and T as Definition 10.2.
5: Find initial feasible y and store in QRAM ▷ Lemma E.1, O(m+ n)-time
6: Update QRAM for the modified SDP instance ▷ Õ(m+ n)-time
7: for t = 1→ T do
8: ▷ ApproxSlack, Lemma 10.13
9: US ← the block-encoding for S =

∑m
i=1 yiAi − C

10: for i = 1→ n do ▷ Õ(n2.5)-time in total
11: |(S̃−1)i⟩ ← apply quantum linear system solver with US and |ei⟩
12: vi ← apply ℓ2-tomography on the state |(S̃−1)i⟩ ▷ Õ(n1.5)-time
13: Ni ← estimate the norm ∥(S−1)i∥2 ▷ Õ(n0.5)-time
14: (S̃−1)i ← Ni · vi ▷ O(n)-time
15: end for
16: S̃−1 ← 1

2
(S̃−1 + (S̃−1)⊤) and store it in QRAM ▷ O(n2)-time

17: ηnew ← η · (1 + ϵN
20
√
n
)

18: ▷ ApproxGradient, Lemma 10.14
19: UA′ ← the block-encoding of

[
A b

]

20: |s′⟩← the vector state for
[
−vec(S̃−1) η

]⊤

21: |g̃ηnew⟩ ← apply UA′ to |s′⟩
22: Ng ← estimate the norm ∥A′s′∥2 ▷ Õ(n2)-time
23: ▷ ApproxDelta, Lemma 10.15
24: S̃−1/2 ← classically compute

√
S̃−1 and store in QRAM ▷ O(nω)-time

25: U1 ← the block-encoding of S̃−1/2 ⊗ S̃−1/2
26: U2 ← the block-encoding of W = A(S̃−1/2 ⊗ S̃−1/2) using UA and U1

27: UH ← the block-encoding of H̃ = WW⊤ using U2

28: |H̃−1|g̃ηnew⟩⟩ ← apply quantum linear system solver with UH and |g̃ηnew⟩
29: vδ ← apply ℓ2-tomography on the state |H̃−1|g̃ηnew⟩⟩ ▷ Õ(mn)-time
30: Nδ ← estimate the norm ∥H̃−1|g̃ηnew⟩∥2 ▷ Õ(n)-time
31: δ̃y ← −Nδ ·Ng · vδ ▷ O(m)-time
32: ynew ← y + δ̃y and store in QRAM ▷ O(m)-time
33: end for
34: end procedure
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Chapter 11: A Unified Approach to Fourier
Set-Query

11.1 Introduction

The fast Fourier transform (FFT) [CT65] is a fundamental tool in engineering,

signal processing, mathematics, and theoretical computer science, with profound ap-

plications in theory and practice. Over the years, many variations of FFT have been

studied and developed, depending on the underlying domain and time-invariance

properties of the signal [OWN+97, Osg02, Opp11]. In this chapter, we study the

sparse Fourier transform (SFT), where the signal is either discrete or continuous in

time domain, but k-sparse in the frequency domain, i.e., x̂ is a discrete set of size k:

x(t) =
k∑

j=1

vje
2πi⟨fj ,t⟩.

Band-limited (i.e., Fourier-sparse) signals arise in many real-world datasets and appli-

cations, from image compression and analysis [Wat94], to compressed sensing [Don06]

and (deep) learning with frequency-invariant kernels [MMM21]; for a broader expo-

sition of SFT and its applications, we refer the reader to the survey [GIIS14].

A prototypical problem in this setting is band-limited signal interpolation

[CKPS16] and the related1 Fourier Set-Query problem [Pri11], which ask how to

reconstruct (a subset of) the signal from few (ideally ∼ k) noisy samples of x(t) in a

time domain [0, T ]d. In this model, the algorithm has access to samples x(t) + g(t),

where the signal-to-noise ratio is guaranteed to be above a certain constant threshold

(e.g., ∥x∥T ≳ ∥g∥T , where ∥x∥2T := T−d
∫
[0,T ]d

|x(t)|2dt is the energy of the signal).

1The Fourier interpolation literature typically focuses on frequency estimation followed by mag-
nitude estimation. The magnitude estimation can be formulated as a Set-Query problem, where we
are given a set of locations and we only try to recover the Fourier coefficients x̂ at the given loca-
tions. In our setup, frequencies are assumed to lie on a lattice, hence the problems are essentially
equivalent, see Section 11.3.
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In general, sparse-recovery problems have two computational aspects: the sample

complexity, i.e., the number of (noisy) samples required by the algorithm, and the re-

construction time (decoding the signal from the measurements). This problem has a

long history in signal-processing and TCS [CT65, Rey89, ASSN08, Voe11, HIKP12a,

IK14, IKP14, Bub15, Kap16, Kap17, NSW19, JLS23]. A fundamental fact, pointed

out in [Moi15], is that when the frequency gap is small (η := mini ̸=j∈[k] |fi−fj| < 1/T ),

exact recovery of the signal is informational-theoretically impossible. Complement-

ing this negative result, [PS15] gave a k · polylog(k, FT/δ)-time δ-error reconstruc-

tion algorithm for one-dimensional signals where F is the band-limit, assuming the

time domain satisfies T > Ω(log2(k/δ)/η), and that the frequency gap η is known.

Later, [JLS23] generalizes the [PS15] from one-dimensional space to high dimensional

space. [CKPS16] strengthened this result [PS15] by showing that even if the fre-

quency gap is unknown, approximate reconstruction of one-dimensional signals in

poly(k, log(FT ))-samples and time is possible, in the sense that the output signal

is close to the original signal in the time domain albeit with worse sparsity in the

frequency domain2. Subsequent works [CP19b, CP19a, LLM21] have improved this

result, both in sample-complexity and decoding time. Recently, [LLM21] improved

the sparsity of the output signal from poly(k) to kpoly log(k), settling for a somewhat

weaker notion of approximation3 than that of [CKPS16].

In the discrete setting, [Pri11] defined and studied the Set Query problem in the

standard compressed-sensing model [Don06], where the design of the sensing matrix is

unrestricted. [Kap17] defined and studied the Set Query problem in Fourier domain,

where the sensing matrix is applied to the Fourier transform of x (i.e., measurements

are Sx̂ = S · FFT · x). As such, Fourier Set Query is a more challenging problem

than the former one. The current best discrete Fourier set query algorithm in 1D is

due to Kapralov [Kap17], who gave an algorithm with near-linear sample complexity

2More precisely, the error guarantee is ∥y(t)− x∗(t)∥T ≤ O(∥g(t)∥T + δ∥x∗(t)∥T ), where x∗(t) is
the original signal, y(t) is the reconstructed signal, and g(t) is the noise distribution.

3∥y(t)− x∗(t)∥(1−c)T ≤ poly(log(k/cδ)) · ∥g(t)∥T + δ∥x∗∥T .
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(O(k/ε)) and decoding time Õ(ε−1k log2.001 n logR∗), where n is the length of signal

and R∗ is (roughly) the ℓ∞ norm of the signal in the time domain.

Unfortunately, much less was known in higher dimensions – The “curse of di-

mensionality” of the Filter function [Kap17] drastically deteriorates the sample com-

plexity, which grows exponentially with the dimension, hence filter-based algorithms

(a-la [Kap17]) are near-optimal only for small d. Indeed, this drawback was one of

the principal motivations of this chapter.

Given the abundance of largely incomparable results and the diversity of tech-

niques mentioned above, one might wonder whether there is a systematic, unified

approach for analyzing band-limited signal reconstruction. We propose such an ap-

proach, which decouples the band-limited signal interpolation problem into two sub-

problems:

1. Frequency Estimation: Find L net-frequencies {f ′i}i∈[L] such that each fi

is close to some f ′j for j ∈ [L].

2. Signal Estimation: Based on the net-frequencies, approximate the original

signal.

We note that almost all the previous works [PS15, CKPS16, JLS23] fall into this

way, yet differ in the techniques used to solve these two sub-problems. Our starting

point is the observation that the assumption of an η-frequency gap of the signal is

roughly equivalent to assuming that the frequencies lie on the grid η ·Zd. It is natural

to generalize this assumption by considering the case where signal frequencies lie

on a d-dimensional lattice L = Λ(B), where B is a basis of L and is given. We

interchangeably call this problem lattice Fourier interpolation, or semi-continuous

signal reconstruction, as lattice frequencies can be viewed as interpolating between

discrete and continuous domains. Solving this problem is our key tool en route to

faster sparse recovery, but it is also interesting in its own right.
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In this chapter, we focus on the second sub-problem, that is, given the result

of frequency estimation for a semi-continuous signal, how to efficiently reconstruct

the coefficients. It can be formulated as a semi-continuous Fourier set-query problem,

where the queried frequency set L (a set of lattice points) is obtained from Frequency

Estimation, and our goal is to recover the coefficients of these frequencies. The gener-

ality of our framework allows us to apply it to the discrete Fourier Set-Query problem

as well, where the goal is to (approximately) compute DFT only on a subset S ⊂ [n]

of k coordinates. (See Remark 11.2 for more detailed discussions of the relationship

between semi-continuous signal estimation and discrete Fourier set-query.)

11.1.1 Our results

Semi-continuous signal estimation Our first main result shows that for semi-

continuous signals (whose frequencies lie on a lattice), Signal Estimation can be effi-

ciently reduced to Frequency Estimation:

Theorem 11.1 (1D Semi-continuous Signal Estimation, informal version of Theo-

rems 11.57 and 11.60). Let Λ(B) ⊂ R denote the lattice Λ(B) = {z ∈ R|z = cη, c ∈
Z}, and suppose x∗(t) =

∑k
j=1 vje

2πifjt with fj ∈ Λ(B). Given observations of the

form x(t) = x∗(t) + g(t) for t ∈ [0, T ] for arbitrary noise distribution g(t), let L be

the result of Frequency Estimation for x(t) such that for each fi, there is an f ′i ∈ L
with |fi − f ′i | ≤ D/T . Then given the set L as input, we can obtain:

• A Sample-optimal algorithm: There is an algorithm that takes O(k̃) samples

and outputs a k̃-sparse signal y(t) in O(k̃ω+1)-time4, such that ∥y − x∗∥2T ≤
O(∥g∥2T ) holds with high probability, where k̃ := O(|L|(1 + D/(Tη))) is the

output sparsity.

• A High-accuracy algorithm: For any ε ∈ (0, 1), there is an algorithm that

takes Õ(ε−1k̃) samples and outputs a k̃-sparse signal y(t) in O(ε−1k̃ω)-time such

4ω ≈ 2.373 is the fast matrix-multiplication exponent [AW21].
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that ∥y − x∗∥2T ≤ (1 + ε)∥g∥2T holds with high probability.

Remark 11.1. We note that the semi-continuous signal estimation is similar to a

sub-problem studied in [PS15, JLS23]. However, they cannot achieve a (1 + ε)-

approximation using the HashtoBin techniques [HIKP12a]. We also note that our

algorithms can be easily adapted to high-dimensional signal estimation (see Sec-

tion 11.10).

Discrete Fourier set query Our next result provides an efficient, high-accuracy

algorithm for the discrete Fourier Set Query problem in any dimension.

Theorem 11.2 (Discrete Fourier Set Query, informal version of Theorems 11.73).

For any d ≥ 1, let n = pd for some p ∈ N+. Given a vector x ∈ (Cp)⊗d, for k ≥ 1,

any S ⊆ [n], |S| = k, there exists an algorithm that takes O(ε−1k) samples from x,

runs in O(ε−1kω+1 + ε−1kω−1d) time, and outputs a vector x′ ∈ Cn such that

∥(x′ − x̂)S∥22 ≤ ε∥x̂[n]\S∥22

holds with probability at least 0.9. Note that x̂ is the d-dimensional discrete Fourier

transform of x, x̂f =
∑

t∈[p]d xte
−2πi⟨f,t⟩/p, f ∈ [p]d.

Remark 11.2. Discrete Fourier set query can be viewed as a special case of semi-

continuous signal estimation, where the queried frequencies (supported on S) lie on

the integer lattice Zd. And the remaining part of the signal with frequencies outside

of S (i.e., x̂[n]\S) corresponds to the noise g in the semi-continuous signal estimation

problem. One difference between these two problems is that for semi-continuous

signal estimation, we assume the signal has a continuous time domain [0, T ], while

for discrete Fourier set query, the signal has a discrete time domain [p]d.

Remark 11.3. In one-dimension (d = 1), the runtime of our set query algorithm can

be simplified to O(ε−1kω+1). And prior to this chapter, the only known result for

ℓ2/ℓ2 Fourier set query (due to [Kap17]) achieves the same sample complexity but
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runs in time O(ε−1k log2.001 n logR∗). Here, R∗ is an upper bound on the ∥ · ∥∞ norm

of the vector, typically assumed to be poly(n). We emphasize that our approach

immediately yields a poly(k)-time algorithm, independent of log(n) and R∗, and thus

generalizes to arbitrary dimension (see next result). This, however, comes at a price

of a slower dependence on k, as opposed to the linear dependence of [Kap17].

In high dimensions (d > 1), the decoding time of [Kap17] scales as logd(n) due

to the curse of dimensionality of the Filter function used5, while our algorithm scales

linearly with d.

11.2 Technical Overview

The following section contains a streamlined technical overview of the main

ideas and techniques required to prove our results in Section 11.1.1. Section 11.2.1

develops a unified framework for a wide range of Fourier set query-type problems.

Section 11.2.2 focuses on implementing the framework for semi-continuous signals

estimation and proving Theorem 11.1. Section 11.2.3 focuses on implementing the

framework for discrete Fourier set query and proving Theorem 11.2.

11.2.1 A general framework for Fourier set query-type problems

Many Fourier-related problems can be expressed as set query problems in

different domains. For example, the sparse Fourier transformation only cares about

the Fourier coefficients of a small set of frequencies, which is essentially equivalent

to a set query problem in the frequency domain. Another example is recovering the

actual Fourier coefficients given its support (set of non-zero frequencies). We propose

a general framework for efficiently solving such Fourier set-query problems.

To this end, consider the following general form of the problem: Given a signal

x(t) (either continuous or discrete), we wish to recover the Fourier coefficients x̂ only

5See [NSW19] for more detailed discussions about the time complexity in high dimensions.
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at the coordinates of a predetermined set S. The observed signal x(t) can be accessed

only through samples, either noiseless or noisy; In the latter case, one is only allowed

to access x(t) + g(t) for an arbitrary function g(t).

A natural approach to such problem is to use linear regression – Notice that

the observed signal x(t) can be decomposed into xS(t)+ (xS(t)+ g(t)), where xS(t) is

a portion of the noiseless signal x(t) with frequencies in S, and xS(t) is the remaining

part such that (xS + g)(t) together can be treated as noise. In this terminology,

recovering x̂S is equivalent to solving a linear regression problem in the subspace

spanned by the Fourier basis functions with frequencies in S. Implementing this

approach, however, has two substantial challenges:

1. Sample complexity: How should one select the sample points {t1, . . . , ts} in

the time domain to solve the linear regression? Recall we wish to use as few

samples as possible.

2. Estimation accuracy: How can one guarantee that the solution of the linear

regression will not be corrupted by the noise? In other words, how can one

ensure the recovered signal is close to the relevant projection xS(t) of the true

signal?

To resolve these two issues, our framework consists of the following four steps,

and we note that this framework can be applied to both continuous and discrete

signals.

Step 1: Prove an energy bound for the signal The energy bound is an impor-

tant property of Fourier signals, as it characterizes how far the maximum magnitude

of a signal in a family F can deviate from its energy ∥x∥2T := 1
|T |

∫
T
|x(t)|2dt, in a

given time duration, i.e.,

R := sup
x∈F

supt |x(t)|2
∥x∥2T

,
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This quantity is of particular interest to us because it captures what is the smallest

size of a subset W ⊂ T such that the signal’s energy on W , ∥x∥2W = 1
|W |
∑

t∈W |x(t)|2,
is close to its energy ∥x∥T on T , which is a necessary condition for estimation ac-

curacy if we take W as the sample set to solve the regression. As such, the energy

bound is closely related to the sample complexity of the problem. In [BE06, Kós08,

CKPS16, CP19b], energy bounds for one-dimensional continuous Fourier-sparse sig-

nals are proved. An appealing property of these energy bounds is that they only

depend on the signal’s Fourier-sparsity, but not on the time-interval length nor on

the frequency band-limit. The first step of our framework therefore entails proving

energy bounds for high-dimensional discrete and continuous band-limited signals.

Step 2: Oblivious sketching A straightforward approach for choosing the sample

points for the linear regression is to uniformly6 sample points in the time domain. Let

S0 denote the set of i.i.d uniform samples. An obvious question is how many samples

are sufficient to guarantee that S0 is a good sketch for the signal, i.e., ∥xS∥S0 ≈ ∥xS∥T
will hold with high probability? We show that, while this upper bound may be quite

large (poly(k)), it can be determined in an oblivious fashion: we can upper-bound the

number of random samples as a function of only the Fourier sparsity, independent

of the actual signal x(t) (!) In this sense, the oblivious sketching step acts as a

“preconditioner" for our regression problem – It shrinks the continuous universe to

a discrete set of size independent of n and T , which in turn allows to apply (more

expensive) data-dependent sketching (Step 3) in poly(k)-time. This is where we use

the energy bounds proved in Step 1, along with an ε-net constructed for various kinds

of Fourier-sparse signals.

6In the one-dimensional case, it is possible to design a more clever nonuniform oblivious distri-
bution that achieves near-linear sample complexity [CP19a]. However, in d ≥ 2 dimensions, the best
known construction is a uniform oblivious sketch with polynomially many samples, more on this in
Section 11.2.2.
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Step 3: Sketch distillation An obvious shortcoming of Step 2 is that S0 is too

large. For example, if we uniformly sample a continuous k-Fourier-sparse signal, we

need poly(k) many samples. This is an artifact of the worst-case nature of the energy

bound, which holds for any signal in the family F. We resolve this issue by a method

called “sketch distillation” to sub-sample a linear-sized subset S1 from S0, in a data-

dependent fashion, such that S1 is still a good sketch of xS. More specifically, suppose

the frequencies of xS are given. We can use a well-balanced sampling procedure defined

by [CP19a] to sample a set of s = O(k) points such that the i-th point ti is sampled

from a distribution Di supported by S0, and a coefficient vector α ∈ Rs. Then, this

sub-sampler satisfies the following properties:

• For the weights wi := αi
1/|T |
Di(ti)

for i ∈ [s], we have ∥x∥S1,w ≈ ∥x∥T for all signals

x ∈ F, where ∥x∥S1,w :=
∑

t∈S1
wt · |x(t)|2 and F is the signal family spanned

by the frequencies in S.

• The sum of coefficients αi is small and each distributionDi is not “ill-conditioned”7.

On the one hand, the first property guarantees that the sketch distillation

outputs a sample set S1 of linear size and ∥xS∥S1,w ≈ ∥xS∥T . On the other hand, the

sketch distillation process is robust to noise. An easy information-theoretic argument

shows that the estimation error must be proportional to the energy of the noise, i.e.,

∥xS + g∥T . However, after the sketch distillation the weighted energy of the noise

∥xS + g∥S1,w could be amplified (i.e., ∥xS + g∥S1,w ≫ ∥xS + g∥T ), resulting in a large

estimation error. Fortunately, the second property ensures that it will not happen

and in expectation ∥xS + g∥S1,w ≲ ∥xS + g∥T .

Step 4: Weighted linear regression The last step is to solve a (weighted) linear

regression with the noisy samples {x̃(ti)}i∈[s] and weight w ∈ Rs
>0. For simplicity,

7Formal definition is in Definition 11.10.
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Figure 11.1: An illustration of sketching the set query signals. The green curve is the
queried signal xS, the green curve is the signal with remaining frequencies xS, and the
blue curve is the noise g. Suppose S1 = {t1, . . . , t5} are the sampling points. Then,
we need to guarantee that ∥xS∥S1,w ≈ ∥xS∥T as well as ∥xS + g∥S1,w ≲ ∥xS + g∥T .

take the one-dimensional continuous k-Fourier-sparse signal as an example. Suppose

the set-query frequencies of xS are S = {f1, . . . , fk}. Then, we consider the following

weighted linear regression:

min
v′∈Ck

∥∥√w ◦ (Av′ − b)
∥∥
2
, (11.1)

where
√
w := (

√
w1, . . . ,

√
ws), the coefficients matrix A ∈ Cs×k and the target vector

b ∈ Cs are defined as follows:

Ai,j := exp(2πifjti) ∀(i, j) ∈ [s]× [k], and

bi := x̃(ti) ∀i ∈ [s].

Let v′ denote an optimal solution of Eq. (11.1). Then, we output a signal y(t) :=
∑k

i=1 v
′
i exp(2πifit).

Using the error analysis in sketch distillation (Step 3), we can upper-bound

the estimation error by ∥y − xS∥T ≲ ∥xS + g∥T .
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11.2.2 Our techniques for signal estimation algorithms

In this section, we show how to instantiate the framework and get Signal

Estimation algorithms in the semi-continuous setting (Theorem 11.1).

We first note that given the output of Frequency Estimation algorithm, a set

L such that all the true frequencies are close to L, the Signal Estimation problem

can be formulated as a Fourier set-query problem. The idea is that by the guarantee

of L and the semi-continuous assumption, there will not be too many lattice points

that are close to L, and we can efficiently find all of them. Let’s denote this set of

candidate frequencies by S̃ of size k̃. Then, Signal Estimation problem is reduced

to a set-query for x̂∗S̃. In Section 11.2.2.1, we discuss how to apply our set-query

framework to obtain sample-optimal and high-accuracy algorithms for 1-D signals

and how to generalize to higher dimensions. In Section 11.2.2.2, we show how to

implement Sketch Distillation very efficiently by speeding up the randomized spectral

sparsification, which may be of independent interest.

11.2.2.1 Sample-optimal and high-accuracy algorithms

Based on the aforementioned reduction, we briefly show the instantiation of

our framework for the Signal Estimation problem. For convenience, suppose k̃ = O(k)

throughout this part.

Sample-optimal signal estimation For one-dimensional k-Fourier-sparse signals,

[Kós08] proved that the energy bound is O(k2), which implies that the uniform sketch-

ing for the signal needs at least Ω(k3 log k) samples. Although the sketch size can be

reduced to O(k) via Sketch Distillation, the algorithm has to first sample Õ(k3) points

in [0, T ], which already takes O(k3)-time. It is possible to improve this straightfor-

ward approach using weighted oblivious sketching [CP19a], namely, we sample a set

S0 of points in [0, T ] from a carefully-chosen non-uniform distribution D, and assign

each point a weight (this works only in 1D, see last section). Using the following
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distribution constructed by [CP19a]:

D(t) :=

{
c/(1− |t/T |), for |t| ≤ T (1− 1/k)

c · k, for |t| ∈ [T (1− 1/k), T ]

we only need to take |S0| = O(k log k) samples to guarantee that ∥x∗∥S0,w0 ≈ ∥x∗∥T
holds with high probability. In this way, oblivious sketching in Step 2 will not be

a time-consuming step. In Step 3, the sketch S0 will be distilled to a subset S1 of

size O(k). Finally, in Step 4, we sample the signal at the points in S1 and solve

the weighted linear regression to recover a k-sparse signal y(t). This gives us a

linear-sample reduction from Frequency Estimation to Signal Estimation with O(1)-

estimation error with high probability.

High-accuracy signal estimation For one-dimensional semi-continuous signals,

we also discover a “sample-accuracy trade-off”. If we can use nearly-linear (i.e., Õ(k))

samples, then we can skip Step 3 and directly use (S0, w0) to solve the linear regression

in Step 4.

The advantage of this approach is, the sampling procedure for (S0, w0) is well-

balanced, and a sharper error analysis shows that we can achieve much smaller errors.

The main observation is that the noise can be decomposed into g∥ ∈ F and g⊥

orthogonal to F. Since we will solve a linear regression (in Step 4) in the space

F, the contribution of g∥ to the final estimation error will not blow-up. For the

orthogonal part, we find an orthonormal basis {u1, . . . , uk} for F and look at the

weighted projection ⟨g⊥, ui⟩S1,w :=
∑

t∈S1
wtui(t)g

⊥(t), whose magnitude indicates

how much the noise is amplified due to sketching in each direction. The well-balanced

sampling procedure gives that the total magnitudes
∑k

i=1 |⟨g⊥, ui⟩S1,w|2 ≤ ε · ∥g⊥∥2T
holds with high probability, which will imply an ε · ∥xS+g∥2T -estimation error for any

small ε.

Then, in step 4, we can also decompose the final estimation error ∥y−x∗∥2T into

the two parts: one contributed by g∥ with energy ∥g∥∥2T , and another contributed by
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(F , ∥ · ∥T )

g⊥(t)

y(t)− x∗(t)

x∗(t)
y(t)

x∗(t) + g⊥(t)

yS0,w0(t)

(a) The function space with norm ∥ · ∥T

(F , ∥ · ∥S0,w0
)

g⊥(t)

y(t)

yS0,w0
(t)

x∗(t) + g⊥(t)

x∗(t)

(b) The function space with norm ∥ · ∥S0,w0

(F , ∥ · ∥S1,w)y(t)

x∗(t) + g⊥(t)

yS0,w0
(t)

(c) The function space with norm ∥ · ∥S1,w

Figure 11.2: The composition of two WBSPs may not be a WBSP. In (a), the central
point is the ground-truth signal x∗(t), and the yellow vector y(t) is the final output
of the composited WBSPs. Our goal is to bound the estimation error ∥y(t)−x∗(t)∥T .
Let yS0,w0(t) ∈ F be the optimal approximation of the observing signal in the basis
(S0, w0), which is obtained by Step 2 of the framework. In (b), we show that by the
property of the first WBSP, the estimation error ∥yS0,w0(t)− x∗(t)∥T can be bounded
by the projection of g⊥ in the space (F, ∥ · ∥S0,w0), which is about ε∥g⊥(t)∥T . In (c),
the space is reduced to (F, ∥ · ∥S1,w1) by Step 3 of the framework, and the estimation
error ∥yS0,w0 − y∥S1,w1 is bounded by the projection of (x∗(t) + g⊥ − yS0,w0), which is
about ε∥x∗(t) + g⊥− yS0,w0(t)∥S0,w0 . However, these two error bounds ε∥g⊥(t)∥T and
ε∥x∗(t) + g⊥ − yS0,w0(t)∥S0,w0 could not imply any bound on ∥y(t)− x∗(t)∥T .

g⊥ with energy at most (1 + ε)∥g⊥∥2T . Combining the two parts together, we achieve

a a high-accuracy guarantee:

∥y − x∗∥2T ≤ (1 + ε)∥g∥2T .

We remark that this error analysis does not work for the sample-optimal algorithm.

Roughly speaking, the weighted sketch (S1, w) in the sample-optimal algorithm is
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generated by a two-step sampling procedure: one in the oblivious sketching (Step 2)

and another in the sketch distillation (Step 3). Even if both of them are well-balanced,

when they are composited together and considered as a single sampling procedure,

they may not be well-balanced.

High-dimensional signal estimation For high dimensional signals, we prove a

kO(d)-energy bound for k-Fourier-sparse signals in d-dimensions in Section 11.5.2,

where we also provide a nearly-matching lower bound. We view it as a new generic

tool in Fourier analysis and are quite a tour-de-force. Thus, we basically follow the

4-step framework. One tricky thing in high-dimension is, how to bound the output

signal’s sparsity, which is equivalent to the number of d-dimensional lattice points

close to a fixed set L. We further reduce it to a clean math problem about lattices:

let Λ(B) be a lattice in Rd. For r > 0, how many lattice points can be within an r-

radius ball, i.e., supx∈Rd |Λ(B)∩Bd(x, r)|. We upper-bound this quantity via different

approaches, which might be of independent interest. More details are deferred to the

appendix.

11.2.2.2 Speed up randomized spectral sparsification

In Section 11.2.2.1, we do not discuss how to implement a well-balanced sam-

pling procedure. [CP19a] proved that Randomized BSS algorithm in [BSS12, LS15]

yields a well-balanced sampling procedure. However, this algorithm is slow when the

sampling domain S0 is very large. One contribution of this work is to improve the

time and space costs of the randomized BSS algorithm.

We observe that the bottleneck of each iteration in the original Randomized

BSS algorithm is to sample a point t ∈ S0 from the distribution Dj defined by

Dj(t) = v(t)⊤Ejv(t), where v(t) is a k-dimensional vector and Ej is a k-by-k positive

semi-definite matrix determined by the potential function value at the j-th itera-

tion. Suppose Ej and {v(t)}t∈S0 have already been computed. A naive approach to
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sampling from Dj is to compute the probability Dj(t) for each t ∈ S0, which takes

O(nk2)-time per iteration, where n = |S0| is the size of the sampling domain. To

improve the algorithm, we consider a more general data structure problem—Online

Quadratic-Form Sampling. In this problem, we are given n vectors v1, . . . , vn ∈ Rk.

In each query, the input is a positive semi-definite matrix A ∈ Rk×k and we need

to sample an i ∈ [n] with probability proportional to v⊤i Avi. (See Problem 11.36 for

formal definition). The naive space and query time for generating a sample is O(nk2).

We design two data structures with substantially faster time-space tradeoff:

Theorem 11.3 (Online Quadratic-Form Sampling, informal version of Theorems 11.37

and 11.40). The Online Quadratic-Form Sampling problem admits the following two

data structures:

• Data Structure 1: O(nk2) preprocessing time of the vectors {vi}i∈[n] , O(k2 log n)
query-time for generating a sample, and O(nk2)-space.

• Data Structure 2: O(nkω−1) preprocessing time, O(k2 log(n/k) + kω) query-

time for generating a sample, and O(nk)-space.

The main idea is to construct a range search tree for {1, 2, . . . , n}, and for a

node corresponding to range [l, r], stores the matrix
∑r

i=l viv
⊤
i . Subsequently, for each

query matrix A, we traverse the root-to-leaf path in the tree (which corresponds to an

element in [n]), and output this element as a sample. The rule for descendin the tree

resembles a form of rejection sampling: At a node with range [l, r], we know that its

left child has range [l,m] and right child has right [m+ 1, r], where m = ⌊(l + r)/2⌋.
Then, we decide whether move to the left or the right subtree by tossing a coin with

probability:

pleft :=
⟨∑m

i=l viv
⊤
i , A⟩

⟨∑r
i=l viv

⊤
i , A⟩

, and pright := 1− pleft,

where ⟨∑r
i=l viv

⊤
i , A⟩ :=

∑r
i=l v

⊤
i Avi is the trace-product of matrices. Therefore, the

probability pleft equals to the conditional probability Pri∼DA
[i ∈ [l,m] | i ∈ [l, r]].

583



By the chain rule of conditional probability, we get that the output distribution of

this procedure is exactly equal to DA. This data structure can be built in O(nk2)

and each query only takes O(k2 log n)-time. To store the matrices in each node, this

data structure uses O(nk2)-space. We can further improve the space complexity to

O(nk) by trading-off the preprocessing time and the query time. By plugging-in this

data structure to the Randomized BSS algorithm, we can improve the time and space

complexity by a factor of k when n is large.

Figure 11.3: An example of the outer-product range tree with n = 4. For a query
matrix A, the sampling probability of the red path is ⟨

∑2
i=1 viv

⊤
i ,A⟩

⟨
∑4

i=1 viv
⊤
i ⟩
· ⟨v2v⊤2 ,A⟩
⟨
∑2

i=1 viv
⊤
i ,A⟩

=

v⊤2 Av2∑4
i=1 v

⊤
i Avi

.

11.2.3 Our techniques for discrete Fourier set query

For simplicity, we consider one-dimensional discrete Fourier signal x(t), which

is a length-n vector such that x(t) =
∑n

j=1 x̂je
2πijt/n for any t ∈ [n]. And the set

query problem asks to recover x̂S, for a given k-subset S ⊂ [n]. Let xS be the part of

signal with frequencies in S, i.e., xS(t) =
∑

f∈S x̂fe
2πift/n, which is a k-Fourier-sparse

signal.

The high-level idea of obtaining Theorem 11.2 is as follows. We prove that the

energy bound for discrete k-sparse signal is k, which implies that uniformly sample

a set S0 ⊂ [n] of O(k log k) points can form a good sketch of the signal xS. Then,

by Sketch Distillation, we can find a subset S1 ⊂ S0 of linear size together with a
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weight vector w such that ∥xS∥S1,w ≈ ∥xS∥2/n. Finally, we can recover x̂S by solving

a weighted linear regression on the samples {x(t)}t∈S1 . By a direct error analysis, it is

easy to see that this algorithm can achieve O(1)-estimation error. In the followings,

we will show that it can perform much better.

Composition of well-balanced samplers The key step to proving a (1 + ε)-

error guarantee is to show that the final weighted sketch (S1, w) can be generated

by a well-balanced sampling procedure. In general, compositing two well-balanced

sampling procedures may not be well-balanced. More specifically, we can show that

the composition sampler satisfies the first property of a well-balance, that is, the

output set and weight can well-approximate the energy of every function in the family

F. However, the second property about the sum of composition sampler’s coefficients

and the condition number of the composition sampling distribution may not hold.

For the above discrete set query algorithm, it is a very special case of compo-

sition in the sense that the first sampler sample each element from the same, simplest

distribution—uniform distribution over [n]. Then, we can prove that in the composi-

tion sampler, each sample is equivalent to directly sampled from uniform distribution.

Furthermore, for discrete Fourier-sparse signal, we also have a tight energy bound of

R = k. Using these results, we can show that the composition sampler in our algo-

rithm is well-balanced! Then, we are able to apply our sharper error analysis and get

that

∥ŷS − x̂S∥2 ≤ ε · ∥x̂S∥22

holds with high probability. Therefore, we obtain a linear-sample and high-accuracy

algorithm for discrete Fourier set query.

Remark 11.4. This result is a fundamental departure from [CP19a] since they assumed

that the noise has a zero-mean (i.e., E[g(t)] = 0), which makes the WBSPs composi-

tion much easier. However, we do not have such an assumption. A natural fix is to

585



ensure the orthogonality of the noise g(t) to our basis functions {exp(−2πifit/n)}.
Unfortunately, this only holds for the first WBSP, but not for the second one (since

sampling from the weighted output of the first WBSP can break the orthogonality).

Our main novelty is to directly find an equivalent sampling procedure to the

combination of two WBSPs (just for the analysis). Then, using the special properties

of DFT, we prove that the composition also works in our setting (see Section 11.11.2

Lemma 11.76 for more details). We believe this technique will be useful for other

set-query or active learning problems.

Algorithm 50 Discrete One-Dimensional Signal Set-Query Algorithm (Informal)
1: procedure SetQuery(x, n, k, S, ε) ▷ Theorem 11.2
2: {f1, f2, · · · , fk} ← S

/*Step 2: Oblivious Sketching*/
3: S0 ← O(ε−2k log(k)) i.i.d. samples from Uniform([n])

/*Step 3: Sketch Distillation*/
4: Let F = {∑j∈[k] vj exp(2πifjt/n) | vj ∈ C}.
5: {t1, t2, · · · , ts}, w ← RandBSS+(k,F,Uniform(S0), (ε/4)

2) ▷ Algorithm 52
/*Step 4: Weighted linear regression*/

6: Ai,j ← exp(2πifjti/n) for each (i, j) ∈ [s]× [k]
7: bi ← x(ti) for each i ∈ [s] ▷ Observe the signal at time ti
8: v′ ← argmin

v′∈Ck

∥√w ◦ (Av′ − b)∥2
9: return v′

10: end procedure

Organization

The remainder of the chapter is organized as follows. In Sections 11.3 we

formally define and study the “semi-continuous” Fourier interpolation and set query

problems over lattices. And in Section 11.4, we provide some preliminaries on Fourier

transformation, lattices, etc.

Then, we focus on developing Fourier set query algorithms based on our 4-step

framework (Section 11.2.1). We first build some technical components in Sections 11.5
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- 11.8. Section 11.5 is for Step 1, where we prove energy bounds and concentration

properties for high-dimensional Fourier-sparse signals and discrete Fourier-sparse sig-

nals. Section 11.6 is for Step 2, where we describe fast oblivious sketching methods and

we use them as “preconditioners” for continuous and discrete Fourier-sparse signals in

one and higher dimensions. Sections 11.7 and 11.8 are for Step 3. More specifically, in

Sections 11.7, we design a data structure for improving the time/space complexity of

the Randomized BSS algorithm (Theorem 11.3). Using this data structure, in Section

11.8 we describe the sketch distillation technique for different kinds of Fourier-sparse

signals and analyze its robustness to noise. Finally, these components are wrapped up

in Sections 11.9 - 11.11. Section 11.9 shows sample-optimal and high-accuracy signal

estimation algorithms for one-dimensional semi-continuous signals (Theorem 11.1).

Section 11.10 generalizes to high-dimensional signals using lattice theory. Section

11.11 gives a discrete Fourier set query algorithm (Theorem 11.2).

Section 11.12 discusses a special case of the Signal Estimation problem where

the observation has no noise. We present a straightforward algorithm for one-dimensional

Fourier sparse signals. Section 11.13 proves that any signal can be approximated by

a semi-continuous signal with the same sparsity and polynomially-small frequency

gap8, which implies a Fourier interpolation algorithm with optimal output-sparsity

with a different error guarantee.

8We also show an approximation with O(1)-frequency gap but slightly worse sparsity.
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Notations. For any positive integer n, we use [n] to denote {1, 2, · · · , n}. We use

i to denote
√
−1. For a complex number z ∈ C where z = a + ib and a, b ∈ R. We

use z to denote the complex conjugate of z, i.e., z = a − ib. Then it is obvious that

|z|2 = z ·z = a2+b2. We use f ≲ g to denote that there exists a constant C such that

f ≤ Cg, and f ≂ g to denote f ≲ g ≲ f . We use Õ(f) to denote f logO(1)(f). We say

x(t) is a k-Fourier-sparse when x(t) =
∑k

j=1 vj exp(2πifjt). We use x̂(f) to denote

the Fourier transform of x(t). More specifically, x̂(f) =
∫∞
−∞ x(t) exp(−2πift)dt. We

define our discrete norm as ∥g(t)∥2W = 1
|W |
∑

t∈W |g(t)|2 for function g. We define our

weighted discrete norm as ∥g(t)∥2S,w =
∑

t∈S wt|g(t)|2 for function g. We define the

continuous T -norm as ∥g(t)∥2T = 1
T

∫ T
0
|g(t)|2dt for function g.

In general, we assume x∗(t) is our ground truth and is a k-Fourier-sparse signal.

We can observe function x(t) = x∗(t) + g(t) for g(t) being a noise function. We can

observe x(t) in duration [0, T ]. The ground truth x∗(t) has frequencies in [−F, F ].

11.3 Definitions of Semi-Continuous Fourier Set Query and
Interpolation

In this section, we give the formal definitions of the problems studied in this

chapter. In Section 11.3.1, we define the Fourier set query for discrete and continuous

signals. In Section 11.3.2, we define the Fourier interpolation problem and its two

sub-problems: frequency estimation and signal estimation.

11.3.1 Formal definitions of Fourier set query

The discrete Fourier set query problem is defined as follows:

Definition 11.1 (Discrete Fourier set query problem). Let x ∈ Cn and x̂ be its

discrete Fourier transformation. Let ε > 0. Given a set S ⊆ [n] and query access to

x, the goal is to use a few queries to compute a vector x′ with support supp(x′) ⊆ S
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such that

∥(x′ − x̂)S∥22 ≤ ε · ∥x̂[n]\S∥22.

We also define the continuous Fourier set query problem as follows:

Definition 11.2 (Continuous Fourier set query problem). For d ≥ 1, let x∗(t) be a

signal in time duration [0, T ]d. Let x̂∗(f) denote the continuous Fourier transforma-

tion of x∗(t). Let ε > 0. Given a set S ⊆ Rd of frequencies such that supp(x̂∗) ⊆ S,

and observations of the form x(t) = x∗(t) + g(t), where g(t) denotes the noise. The

goal is to output a Fourier-sparse signal x′(t) with support supp(x̂′) ⊆ S such that

∥x′ − x∗∥2T ≤ (1 + ε) · ∥g∥2T .

11.3.2 Formal definitions of semi-continuous Fourier interpolation

In this section, we provide the following formal definition of the semi-continuous

Fourier interpolation problem, where we assume that the frequencies of the signal are

contained in a lattice.

Problem 11.4 (Semi-continuous Fourier interpolation problem). Given a basis B of

m known vectors b1, b2, · · · bm ∈ Rd, let Λ(B) ⊂ Rd denote the lattice

Λ(B) =
{
z ∈ Rd : z =

m∑

i=1

cibi, ci ∈ Z,∀i ∈ [m]
}

Suppose that f1, f2, · · · , fk ∈ Λ(B), ∀i ∈ [k], |fi| ≤ F . Let x∗(t) =
∑k

j=1 vje
2πi⟨fj ,t⟩,

and let g(t) denote the noise. Given observations of the form x(t) = x∗(t) + g(t),

t ∈ [0, T ]d. Let η = mini ̸=j ∥fj − fi∥∞. There are three goals:

1. The first goal is to design an algorithm that output f1, f2, · · · , fk exactly given

query access to the signal x(t) for t ∈ [0, T ]d.

2. The second goal is to design an algorithm that output a set L of frequencies

such that, for each fi, there is f ′i ∈ L, ∥fi − f ′i∥2 ≤ D/T .
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3. The third goal is to design an algorithm that output y(t) =
∑k̃

j=1 v
′
j ·e2πif

′
jt such

that
∫
[0,T ]d

|y(t)− x(t)|2dt ≲
∫
[0,T ]d

|g(t)|2dt.

Then, we extract two sub-problems from Problem 11.4: Frequency Estimation

and Signal Estimation. We give their definitions below.

We first define the d-dimensional frequency estimation under the semi-continuous

as follows. In this problem, we want to recover each frequencies in a small range.

Problem 11.5 (Frequency estimation). Given a basis B ofm known vectors b1, b2, · · · bm ∈
Rd, let Λ(B) ⊂ Rd denote the lattice

Λ(B) =
{
z ∈ Rd : z =

m∑

i=1

cibi, ci ∈ Z,∀i ∈ [m]
}

Suppose that f1, f2, · · · , fk ∈ Λ(B). Let x∗(t) =
∑k

j=1 vje
2πi⟨fj ,t⟩, and let g(t) denote

the noise. Given observations of the form x(t) = x∗(t) + g(t), t ∈ [0, T ]d. Let

η = mini ̸=j ∥fj − fi∥∞.

The goal is to design an algorithm that output a set L of frequencies such

that, for each fi, there is f ′i ∈ L, ∥fi − f ′i∥2 ≤ D/T .

We remark that the recovered frequencies in L are not necessary to be in Λ(B),

and D is a parameter that can depend on k.

Next, we define the d-dimensional Signal Estimation under the semi-continuous

setting as follows. In this problem, we want to recover a signal that can approximate

the ground-truth signal in the time domain.

Problem 11.6 (Signal Estimation problem). Given a basis B of m known vectors

b1, b2, · · · bm ∈ Rd, let Λ(B) ⊂ Rd denote the lattice

Λ(B) =
{
z ∈ Rd : z =

m∑

i=1

cibi, ci ∈ Z,∀i ∈ [m]
}
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Suppose that f1, f2, · · · , fk ∈ Λ(B). Let x∗(t) :=
∑k

j=1 vje
2πi⟨fj ,t⟩, and let g(t) denote

the noise. Given observations of the form x(t) = x∗(t) + g(t), t ∈ [0, T ]d. Let

η = mini ̸=j ∥fj − fi∥∞.

The goal is to design an algorithm that outputs y(t) =
∑k̃

j=1 v
′
j · e2πif

′
jt such

that ∫

[0,T ]d
|y(t)− x(t)|2dt ≲

∫

[0,T ]d
|g(t)|2dt.

Note that outputting y(t) =
∑k̃

j=1 v
′
j · e2πif

′
jt means outputting {v′j, f ′j}j∈[k̃].

Remark 11.5. We note that given the solution of Frequency Estimation (Problem 11.5),

Signal Estimation (Problem 11.6) can be formulated as a Fourier set query problem

(Problem 11.2). More specifically, by Frequency Estimation, we will find a set that

contains all frequencies of the ground truth signal x∗(t). Then, we only need to re-

cover the coefficients with frequencies in this set, which is equivalent to a set query

problem.

11.4 Preliminaries

This section is organized as follows. In Section 11.4.1, we provide some tech-

nical tools in probability theory and linear algebra. In Section 11.4.2, we review the

Fourier transformation for different types of signals. In Section 11.4.3, we show some

facts about Lattices. And in Section 11.4.4, we discuss the importance sampling

method.

11.4.1 Tools and inequalities

Definition 11.3 (ε-net). Let T be a metric space with distance measure d. Consider

a subset K ⊂ T and let ε > 0. A subset N ⊆ K is called an ε-net of K if every point

in K is within distance ε of some point of N, i.e.

∀x ∈ K, ∃y ∈ N s.t. d(x, y) ≤ ε.
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Fact 11.7 (Fast matrix multiplication). We use Tmat(a, b, c) to denote the time of

multiplying an a× b matrix with another b× c matrix.

We use ω to denote the exponent of matrix multiplication, i.e., Tmat(n, n, n) =

nω. Currently ω ≈ 2.373 [Wil12, LG14, AW21].

Fact 11.8 (Weighted linear regression). Given a matrix A ∈ Cn×d, a vector b ∈ Cn

and a weight vector w ∈ Rn
>0, it takes O(ndω−1) time to output an x′ such that

x′ = argmin
x
∥
√
W (Ax− b)∥2 = (A∗WA)−1A∗Wb.

where
√
W := diag(

√
w1, . . . ,

√
wn) ∈ Rn×n, and ω ≈ 2.373 is the exponent of matrix

multiplication [Wil12, LG14, AW21].

Fact 11.9. For any x ∈ (0, 1), we have cos(x) ≤ exp(−x2/2).

11.4.2 Basics of Fourier transformation

The definition of high dimensional Fourier transform is as follows:

x̂(f) =

∫

(−∞,∞)d
x(t) exp(−2πi⟨f, t⟩)dt, where f ∈ Rd,

and the definition of high dimensional inverse Fourier transform is as follows:

x(t) =

∫

(−∞,∞)d
x̂(f) exp(2πi⟨f, t⟩)df, where t ∈ Rd.

Note that when we replace d = 1 in the definition of high dimensional Fourier

transform and inverse Fourier transform above, we get the definition of one-dimensional

Fourier transform and inverse Fourier transform.

The definition of discrete Fourier transform is as follows:

x̂f =
n∑

t=1

xt exp(−2πift/n), where f ∈ [n],

and the definition of discrete inverse Fourier transform is as follows:

xt =
1

n

n∑

f=1

x̂f exp(2πift/n), where t ∈ [n].
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A continuous k-Fourier sparse signal x(t) : Rd → C can be represented as

follows:

x(t) =
k∑

j=1

vj exp(2πi⟨fj, t⟩), vj ∈ C, fj ∈ Rd, ∀j ∈ [k].

Thus, x̂(f) is:

x̂(f) =
k∑

j=1

vjδ(t− fj).

A discrete k-Fourier sparse signal x ∈ Cn can be represented as follows:

xt =
∑

j∈S

vj exp(2πijt/n), S ⊆ [n], |S| = k, vj ∈ C,∀j ∈ S.

So, x̂f is:

x̂f =

{
vj , j ∈ S
0 , o.w.

11.4.3 Facts about lattices

Definition 11.4 (Lattice). A lattice L in Rd is defined as follows:

L :=
{ k∑

i=1

λibi : λ1, . . . , λk ∈ Z
}
,

where b1, . . . , bk ∈ Rd are linearly independent vectors. And we denote the matrix

B :=
[
b1 · · · bk

]
∈ Rn×k as the basis of the lattice L.

Definition 11.5 (Fundamental parallelepiped). For a lattice L with basis B, its

fundamental parallelepiped is defined to be:

P(B) := {Bx | x ∈ [0, 1)d}.

Fact 11.10. For any lattice with basis B, we have

vol(P(B)) =
√

det(B⊤B).

In particular, if B is full-rank, vol(P(B)) = | det(B)|.
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Lemma 11.11 (The number of lattice points within a ball9). Let L be any lattice

with basis B such that the spectral norm ∥B∥ ≤ ℓ. Then, the number of lattice points

inside a ball centered at 0 with radius R is upper bounded by:

|L ∩Bd(0, R)| ≤ (1 +

√
kℓ

R
)k · vol(Bk(0, R))

vol(P(B))
.

Proof. We first show that for two different lattice points x, y ∈ L ∩ Bd(0, R), the

translations of P at x and at y are disjoint, i.e., (x+ P) ∩ (y + P) = ∅.

Suppose (x+ P) ∩ (y + P) ̸= ∅ for some x, y ∈ L ∩Bd(0, R). Then, we have

x+
k∑

i=1

λibi = y +
k∑

i=1

τibi,

where λi, τi ∈ [0, 1). It gives

x− y =
k∑

i=1

(τi − λi)bi.

Note that x− y ∈ L, which means

k∑

i=1

(τi − λi)bi =
k∑

i=1

cibi,

where c1, . . . , ck ∈ Z. Since τi − λi ∈ (−1, 1), we get that ci = 0 for all i ∈ [k]. Thus,

x = y.

Then, for any point y ∈ x+ P, where x ∈ L ∩Bd(0, R), we have

∥y∥2 = ∥x+ z∥2 ≤ ∥x∥2 + ∥z∥2 ≤ R +
√
kℓ, (11.2)

where z ∈ P and the last step follows from x ∈ Bd(0, R) and ∥z∥2 = ∥Bλ∥2 ≤
∥B∥∥λ∥2 ≤

√
kℓ, for some λ ∈ [0, 1)k.

9We thank Thomas Rothvoss for providing the proof of this bound.
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Then, we have

|L ∩Bd(0, R)| ≤
∑

x∈L∩B(0,R)

vol(x+ P)

vol(P(B))

≤ vol(Bk(0, R +
√
kℓ))

vol(P(B))

≤ (1 +

√
kℓ

R
)k · vol(Bk(0, R))

vol(P(B))
,

where the second step follows from the disjointness of translations and the bound on

the total width (Eq. (11.2)).

The lemma is then proved.

We define the shortest vector problem (SVP) as follows:

Definition 11.6 (SVP). Let L denote a Lattice. We define SVP(L),

SVP(L) := min{∥x∥2 | x ∈ L\{0}}.

Given a basis of L, the goal is to compute SVP(L).

In fact, compute SVP (or even approximations of SVP) is an NP-hard problem.

The following theorem shows a well-known lower bound for the shortest vector length.

Theorem 11.12 (Theorem 1.10 in [Rot16], a lower bound on shortest vector). Let L

denote a lattice with basis B. Let (b∗1, · · · , b∗n) be its Gram-Schmit orthogonalization.

Then

SVP(L) ≥ min
i∈[n]
∥b∗i ∥2

Fact 11.13. The Gram–Schmidt process takes a finite, linearly independent set of

vectors S = {v1, · · · , vk} for k ≤ n, runs O(nk2) time, and generates an orthogonal

set S ′ = {u1, · · · , uk} that spans the same k-dimensional subspace of Rn as S.
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11.4.4 Facts about importance sampling

Important sampling try to estimate a statistic value in one distribution by tak-

ing samples in another distribution. In particular, [CP19a] considered the importance

sampling for estimating the norm of functions in a linear family F.

In this followings, we first provide some basic definitions about linear function

family.

Definition 11.7 (Condition number of sampling distribution). Let G be any domain

and F is a linear function family from G to C. Let D be an arbitrary distribution

over G. Then the condition number of D with respect to F is defined as follows:

KD := sup
t∈G

sup
f∈F

|f(t)|2
∥f∥2D

,

where

∥f∥2D :=

∫

G

D(t) · |f(t)|2dt.

Definition 11.8 (Orthonormal basis for linear function family). Let G be any do-

main. Given a linear function family F from G to C, and a probability distribution

D over G. We say {v1, . . . , vd} form an orthonormal basis of F with respect to D, if

they satisfy the following properties:

• for any i, j ∈ [d],
∫
G
D(t)vi(t)vj(t)dt = 1i=j, and

• for any f ∈ F, f ∈ span{v1, . . . , vd}.

Fact 11.14. Let {v1, . . . , vk} be an orthonormal basis of F with respect to D. For

any function f ∈ F, let α(f) denote the coefficients under the basis {v1, . . . , vd}, i.e.,

h =
∑d

i=1 α(h)i · vi. Then,

∥α(h)∥2 = ∥h∥D.

For an unknown function f ∈ F, the goal of importance sampling is to estimate

∥f∥D, given samples from another distributionD′. The following definition introduces

596



the importance sampling procedure and condition number of the importance sampling

distribution.

Definition 11.9 (Definition 3.1 of [CP19a]). For any unknown distribution D′ over

the domain G and any function f ∈ F, let f (D′)(t) :=
√

D(t)
D′(t)
· f(t) be the importance

sampling function for some known distribution D such that

E
t∼D′

[
|f (D′)(t)|2

]
= E

t∼D′

[
D(t)

D′(t)
|f(t)|2

]
= E

t∼D

[
|f(t)|2

]
.

Then, we can use samples from D′ to estimate ∥f (D′)∥D′ , which gives an estimate of

∥f∥D.

When the family F and D is clear, we use KIS,D′ to denote the condition

number of importance sampling from D′:

KIS,D′ = sup
t

{
sup
f∈F

{ |f (D′)(t)|2
∥fD′∥2D′

}}
= sup

t

{
D(t)

D′(t)
· sup
f∈F

{ |f(t)|2
∥f∥2D

}}
. (11.3)

From Definition 11.9, we know that the efficiency of importance sampling

depends on how many samples we need to estimate ∥fD′∥D′ . The following lemma

provide a criteria for judging whether a set of samples gives a good estimation for the

norm of function.

Lemma 11.15 (Lemma 4.2 in [CP19a]). For any ε ∈ (0, 1), let S = {t1, . . . , ts} and

the weight vector w ∈ Rs
>0. Define a matrix A ∈ Rs×d be the s× d matrix defined as

Ai,j =
√
wi · vj(ti), where {v1, . . . , vd} is an orthonormal basis for F. Then

∥h∥2S,w :=
s∑

j=1

wj · |h(xj)|2 ∈ [1± ε] · ∥h∥2D for every h ∈ F

if and only if the eigenvalues of A∗A are in [1− ε, 1 + ε].

The following lemma shows that the sample complexity depends on the con-

dition number KIS,D′ :
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Lemma 11.16 (Lemma 6.6 in [CP19a]). Let D′ be an arbitrary distribution over G

and let KIS,D′ be the condition number of importance sampling from D′ (defined by

Eq. (11.3)). There exists an absolute constant C such that for any ε ∈ (0, 1) and

δ ∈ (0, 1), let S = {t1, . . . , ts} be a set of i.i.d. samples from the distribution D′ and

let w be the weight vector defined by wj =
D(tj)

s·D′(tj)
for each j ∈ [s]. Then, as long as

s ≥ C

ε2
·KIS,D′ log

d

δ
,

the s× d matrix Ai,j =
√
wi · vj(ti) satisfies

∥A∗A− I∥2 ≤ ε with probability at least 1− δ.

11.5 Energy Bounds for Fourier Signals

The energy bound shows that the maximum value of a Fourier sparse signal

in a certain interval can be bounded by its energy on the interval. One interesting

fact is that the approximation ratio in the energy bound is only relate to the sparsity

k, and have no relationship with time duration T and band-limit F . An application

of energy bound is preserving the norm, that is what is the least size of set S, such

that ∥f∥S = ∥f∥T , for any function f in a certain function family. The relationship

between energy bound and norm preserving can be build by Chernoff bound.

[BE06, Kós08, CKPS16, CP19b] proved energy bounds for sparse Fourier signal

under one-dimensional continuous Fourier transform. We further generalize these

results to discrete Fourier sparse signal under discrete Fourier transform and high-

dimensional Fourier sparse signal under continuous Fourier transform.

This section is organized as follows:

• Section 11.5.1 reviews previous results for one-dimensional continuous Fourier-

sparse signals.

• Section 11.5.2 proves a new energy bound for high dimensional Fourier-sparse

signals, and also gives a nearly matching lower bound.
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• Section 11.5.3 proves energy bound for discrete Fourier-sparse signals.

• Section 11.5.4 builds the connection between energy bound and the concentra-

tion property.

11.5.1 Energy bound for one-dimensional signals

In this section, we review the energy bound proved in prior work [BE06, Kós08,

CKPS16, CP19b].

[Kós08] proved the following energy bound:

Theorem 11.17 ([Kós08, CKPS16]). Define a family of F -band-limit, k-sparse Fourier

signals:

F :=
{
x(t) =

k∑

j=1

vj · e2πifjt
∣∣∣ fj ∈ R ∩ [−F, F ]

}

Then, for any t ∈ (−1, 1),

sup
x∈F

|x(t)|2
∥x∥2D

≲ k2.

[BE06] also proved a time-dependent energy bound for one-dimensional signal:

Theorem 11.18 ([BE06, CP19a]). Define a family of F -band-limit, k-sparse Fourier

signals:

F :=
{
x(t) =

k∑

j=1

vj · e2πifjt
∣∣∣ fj ∈ R ∩ [−F, F ]

}

Then, for any t ∈ (−1, 1),

sup
x∈F

|x(t)|2
∥x∥2D

≲
k

1− |t| .
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11.5.2 Energy bound for high-dimensional signals

The goal of this section is to prove Theorem 11.19, which gives an energy

bound for d-dimensional Fourier signal. It can be viewed as a d-dimensional version

of [CKPS16, Lemma 5.1]. We also prove a lower bound in Lemma 11.21.

Theorem 11.19 (Energy bound in d-dimensional). For any d-dimensional k-Fourier-

sparse signal x(t) : Rd → C and any duration T , we have

max
t∈[0,T ]d

|x(t)|2 ≤ kO(d)∥x∥2T ,

where ∥x∥2T = 1
T d

∫
[0,T ]d

|x(t)|2dt.

Proof. Without loss of generality, we fix T = 1. Then ∥x∥2T =
∫
[0,1]d
|x(t)|dt. Because

∥x∥2T is the average over the interval [0, T ]d, if the maximizer t∗ = argmaxt∈[0,T ]d |x(t)|2

is not 0d or T = 1, we can scale the two intervals [0d, t∗] and [t∗, T d] to [0, 1] and prove

the desired property separately. Hence we assume that |x(0)|2 = maxt∈[0,T ] |x(t)|2 in

the proof.

In the next a few paragraphs, we show how to use Lemma 11.20 to prove

Theorem 11.19.

We use 0d to denote a length-d vector with 0 everywhere. Due to Lemma 11.20,

we can choose t0 = 0d such that ∀τ ∈ Rd
>0 there exist C1, · · · , Cm ∈ C, and

x(0d) =
∑

j∈[m]

Cj · x(j · τ).

By the Cauchy-Schwarz inequality, it implies that for any τ ,

|x(0d)|2 ≤ m
∑

j∈[m]

|Cj|2|x(j · τ)|2
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Then, we obtain

|x(0d)|2 = md

∫

[0,1/m]d
|x(0d)|2dτ

≲ md ·
∫

[0,1/m]d

(
m

m∑

j=1

|x(j · τ)|2
)
dτ

= md+1 ·
m∑

j=1

∫

[0,1/m]d
|x(j · τ)|2dτ

= md+1 ·
m∑

j=1

1

jd

∫

[0,j/m]d
|x(τ)|2dτ

≤ md+1 ·
m∑

j=1

1

jd

∫

[0,1]d
|x(τ)|2dτ

≲ md+1 logm · ∥x∥2T
≤ kO(d)∥x∥2T , (11.4)

where the third step follows by moving m outside of the integral and swapping the

integration and the summation, the fourth step follows by replacing jτ by τ , the fifth

step follows by j/m ≤ 1, the sixth step follows by
∑m

j=1 1/j
d ≤∑m

j=1 1/j = O(logm)

and the definition of ∥x∥2T , and the last step follows from Lemma 11.20 that m =

poly(k).

Thus, we have the desired bound.

The following lemma shows that each point of the signal can be expressed as

a linear combination of about k2 equally spaced signal points.

Lemma 11.20 (d-dimensional signal interpolation). For any k and d, there exists

m = O(k2 log k) such that for any d-dimensional k-Fourier-sparse signal x(t), any

t0 ∈ Rd
≥0 and τ ∈ Rd

>0, there always exist C1, C2, · · · , Cm ∈ C such that the following

properties hold,

Property I |Cj| ≤ 11 for all j ∈ [m],

Property II x(t0) =
∑

j∈[m]

Cj · x(t0 + j · τ).

601



Proof. Consider a specific signal x(t) :=
∑k

i=1 vie
2πif⊤i t for t ∈ Rd, where fi ∈ Rd are

given. We fix t0 ∈ Rd and τ ∈ Rd, and then rewrite x(t0 + j · τ) as a polynomial of

bi := vi · e2πif⊤i t0 and zi := e2πif
⊤
i τ for each i ∈ [k].

x(t0 + j · τ) =
k∑

i=1

vie
2πif⊤i (t0+jτ)

=
k∑

i=1

vie
2πif⊤i t0e2πif

⊤
i jτ

=
k∑

i=1

bi · zji .

where the last step follows from the definition of bi and zi.

Given k and z1, · · · , zk, let P (z) =
∑m

j=0 cjz
j be the degree m-polynomial in

[CKPS16, Lemma 5.4].

m∑

j=0

cjx(t0 + jτ) =
m∑

j=0

cj

k∑

i=1

bi · zji

=
k∑

i=1

bi

m∑

j=0

cj · zji

=
k∑

i=1

biP (zi)

= 0,

where the last step follows by Property I of P (z) in [CKPS16, Lemma 5.4].

By Property II and III in [CKPS16, Lemma 5.4], we have x(t0) = −
∑m

j=1 cjx(t0+

jτ).

The energy bound in Theorem 11.19 for d-dimensional signals is nearly optimal

due to a kΩ(d) lower bound as follows.10

10The proof is due to Liu Yang.
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Lemma 11.21. Given d ≥ 1, δ ∈ (0, 0.1), k ∈ Z such that k ≥ O(d1+δ). Then, there

is a d-dimensional k-Fourier-sparse signal x(t) : Rd → C and a duration T such that,

max
t∈[0,T ]d

|x(t)|2 ≥ kΩ(δd)∥x(t)∥2T .

Proof. We consider the following construction of x(t):

x(t) := 2−k(1 + e2πi⟨f0,t⟩)k,

where f0 = 1/(100dT ) ∈ Rd.

It is easy to see that x is a k-Fourier sparse signal, and

|x(t)|2 = 2−2k|1 + e2πi⟨f0,t⟩|2k

= 2−2k
(
(1 + e2πi⟨f0,t⟩)(1 + e−2πi⟨f0,t⟩)

)k

= 2−2k
(
2 + e2πi⟨f0,t⟩ + e−2πi⟨f0,t⟩

)k

= 2−2k · 2k(1 + cos(2π⟨f0, t⟩))k

=
(1 + cos(2π⟨f0, t⟩)

2

)k

= cos(π⟨f0, t⟩)2k,

where the first step follows from the definition, the second step follows from |z|2 = zz,

the third step is straightforward, the fourth step follows from eia + e−ia = 2 cos(a),

the fifth step is straightforward, the last step follows from (cos(a)+1)/2 = cos(a/2)2.

Then, we know that

max
t∈[0,T ]d

|x(t)|2 = |x(0)|2 = 1. (11.5)

It remains to upper bound

∥x(t)∥2T = T−d
∫

[0,T ]d
|x(t)|2dt = T−d

∫

[0,T ]d
cos(π⟨f0, t⟩)2kdt.
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Let r be a parameter. We have
∫

[0,T ]d
cos(π⟨f0, t⟩)2kdt =

∫

Wd(r)

cos(π⟨f0, t⟩)2kdt+
∫

[0,T ]\Wd(r)

cos(π⟨f0, t⟩)2kdt

≤
∫

Wd(r)

1 · dt+ T d · max
t∈[0,T ]\Wd(r)

cos(π⟨f0, t⟩)2k,

where Wd(r) := {t ∈ [0, T ]d | t1 + · · ·+ td ≤ r}.

We first bound the second term:

cos(π⟨f0, t⟩)2k ≤ exp
(
− π2k⟨f0, t⟩2

)
≤ exp(−Ω(kr2/(dT )2)),

where the first step follows from Fact 11.9, and the second step follows from the

definition of f0 and t /∈ Wd(r). Hence,

T d · max
t∈[0,T ]\Wd(r)

cos(π⟨f0, t⟩)2k ≤ T d · exp(−Ω(kr2/(dT )2)). (11.6)

Next, we bound the first term, which is equal to the volume of Wd(r). Note

that Wd(r) is contained in the following simplex:

Pd(r) := {t ∈ Rd
+ | t1 + · · ·+ td ≤ r}.

Thus, we have

Vol(Wd(r)) ≤ Vol(Pd(r)) ≤ rd · Vol(Pd(1))

≤ rd/d!

= O(r/d)d, (11.7)

where the first step is straightforward, the second step follows from the scaling of

the volume, the third step follows from a well-known fact on the volume of a d-

dimensional simplex Pd(1) = 1/d! (see e.g. [Ste66]), and the last step follows from

Stirling’s approximation.

Combining Eqs. (11.6) and (11.7) together, we get that

T−d∥x(t)∥2T ≤ O(
r

dT
)d + exp(−Ω(kr2/(dT )2)).
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By taking r = Tdk−δ/6, we have

O(
r

dT
)d = O(k−δ/6)d = k−Ω(δd),

and

exp(−Ω(kr2/(dT )2)) = exp(−Ω(k1−δ/3))

= exp(−Ω(d(1+δ)(1−δ/3)))

≤ exp(−Ω(δd log k))

= k−Ω(d),

where the first step is straightforward, the second step follows from k = O(d1+δ), and

the last step follows from δ ∈ (0, 1).

Therefore, we have

T−d∥x(t)∥2T ≤ k−Ω(d) = k−Ω(d) · max
t∈[0,T ]d

|x(t)|2,

where the last step follows from Eq. (11.5).

The lemma is then proved.

11.5.3 Energy bound for discrete Fourier signals

Recall the definition of one-dimensional discrete sparse Fourier signal: for

t ∈ {0, 1, . . . , n− 1},

xt =
1

n

k∑

i=1

x̂fi exp

(
2πi

n
fit

)
, fi ∈ [n] (11.8)

More generally, for d ≥ 1, the d-dimensional discrete sparse Fourier signal can be

defined as follows. Let n = pd where both p and d are positive integers. Recall the

definition of high-dimensional discrete sparse Fourier signal (see e.g. [NSW19]):

xt =
1

n

k∑

i=1

x̂fi exp

(
2πi

p
⟨fi, t⟩

)
∀t ∈ [p]d, (11.9)
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where each fi ∈ [p]d.

In this section, we prove the following discrete Fourier signals energy bound

that works for any dimension:

Theorem 11.22 (Discrete d-dimensional Fourier energy bound). For d ≥ 1 and any

discrete d-dimensional k-sparse Fourier signal {xi}i∈[n], we have

∥x∥2∞ ≤ k · ∥x∥
2
2

n

Proof.

∥x∥2∞ ≤
1

n2
∥x̂∥21 ≤

k

n2
∥x̂∥22 =

k

n
∥x∥22,

where the first step follows from Claim 11.23, the second step follows from Cauchy-

Schwarz inequality, and the last step follows from Theorem 11.24.

Claim 11.23. For any d ≥ 1 and any discrete d-dimensional Fourier signal x,

∥x∥∞ ≤
1

n
∥x̂∥1.

Proof. By triangle inequality,

|x(t)| ≤ 1

n

∣∣∣∣∣
k∑

i=1

x̂i exp

(
2πi

p
⟨fi, t⟩

)∣∣∣∣∣ ≤
1

n

k∑

i=1

|x̂i| =
1

n
∥x̂∥1.

Theorem 11.24 (Parseval’s theorem). For any d ≥ 1 and any discrete d-dimensional

Fourier signal (Eq. (11.9)),

∥x∥22 =
1

n
∥x̂∥22.

11.5.4 Energy bounds imply concentrations

By using Chernoff bound, we prove the following lemma to show the perfor-

mance of uniformly sampling.
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11.5.4.1 Continuous case

Lemma 11.25. Let d ∈ Z+. Let R be a parameter. Given any function x(t) : Rd → C

with max
t∈[0,T ]d

|x(t)|2 ≤ R∥x(t)∥2T . Let S denote a set of points chosen uniformly at

random from [0, T ]d. We have that

Pr

[∣∣∣∣∣
1

|S|
∑

i∈S

|x(ti)|2 − ∥x(t)∥2T ]
∣∣∣∣∣ ≥ ε∥x(t)∥2T

]
≤ exp(−Ω(ε2|S|/R)),

where ∥x(t)∥2T = 1
T d

∫
[0,T ]d

|x(t)|2dt.

Proof. Let M denote max
t∈[0,T ]d

|x(t)|2. Replacing Xi by |x(ti)|2
M

and n by |S| in Lemma

A.2, we obtain that

Pr[|X − µ| > εµ] ≤ 2 exp(−ε
2

3
µ)

The above equation implies

Pr

[∣∣∣∣∣
∑

i∈S

|x(ti)|2
M

− |S|∥x(t)∥
2
T

M

∣∣∣∣∣ > ε|S|∥x(t)∥
2
T

M

]
≤ 2 exp(−ε

2

3
µ)

Multiplying M on the both sides

Pr

[∣∣∣∣∣
1

|S|
∑

i∈S

|x(ti)|2 − ∥x(t)∥2T

∣∣∣∣∣ ≥ ε∥x(t)∥2T

]
≤ 2 exp(−ε

2

3
µ)

Applying bound on µ

Pr

[∣∣∣∣∣
1

|S|
∑

i∈S

|x(ti)|2 − ∥x(t)∥2T

∣∣∣∣∣ ≥ ε∥x(t)∥2T

]
≤ 2 exp(−ε

2

3
|S|∥x(t)∥

2
T

M
)

which is less than 2 exp(− ε2

3
|S|/R), thus completes the proof.

11.5.4.2 Discrete case

Lemma 11.26. Let R be a parameter. Given any function x ∈ Cn with ∥x∥2∞ ≤
R∥x∥22/n. Let S denote a set of points chosen uniformly at random from [n]. We

have that

Pr

[∣∣∣∣∣
1

|S|
∑

t∈S

|xt|2 − n−1∥x∥22]
∣∣∣∣∣ ≥ εn−1∥x∥22

]
≤ exp(−Ω(ε2|S|/R)).
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Proof. Let M denote max
t∈[n]
|xt|2. Replacing Xi by |xt|

2

M
and n by |S| in Lemma A.2, we

obtain that

Pr[|X − µ| > εµ] ≤ 2 exp(−ε
2

3
µ)

The above equation implies that

Pr

[∣∣∣∣∣
∑

t∈S

|xt|2
M
− |S|∥x∥

2
2

nM

∣∣∣∣∣ > ε|S|∥x∥
2
2

nM

]
≤ 2 exp(−ε

2

3
µ)

Multiplying the normalization factor on both sides,

Pr

[∣∣∣∣∣
1

|S|
∑

t∈S

|xt|2 − n−1∥x∥22

∣∣∣∣∣ ≥ εn−1∥x∥22

]
≤ 2 exp(−ε

2

3
µ)

Applying bound on µ

Pr

[∣∣∣∣∣
1

|S|
∑

t∈S

|xt|2 − n−1∥x∥22

∣∣∣∣∣ ≥ εn−1∥x∥22

]
≤ 2 exp(−ε

2

3
|S|∥x∥

2
2

nM
)

which is less than 2 exp(− ε2

3
|S|/R), thus completes the proof.

11.6 Oblivious Sketching Fourier Sparse Signals

In this section, we show an intermediate step in the reduction from Frequency

estimation to Signal estimation: constructing a small sketching subset S of the time

domain obliviously (without making any query to the signal), so that the signal dis-

cretized by S has norm close to the original continuous signal. More formally, we

define the oblivious sketching Fourier signal problem as follows:

Problem 11.27 (Oblivious sketching Fourier sparse signal problem). Suppose f1, f2, · · · , fk ∈
Rd, and v1, . . . , vk ∈ C. Define the continuous signal x(t) =

∑k
j=1 vje

2πi⟨fj ,t⟩. Let

η = mini ̸=j ∥fj − fi∥∞.

Let ε ∈ (0, 0.1) denote the accuracy parameter. Find a set S = {t1, . . . , ts} ⊆
[0, T ]d of size s such that

(1− ε)∥x∥T ≤ ∥x∥S ≤ (1 + ε)∥x∥T ,
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where

∥x∥2T :=
1

T d

∫

[0,T ]d
|x(t)|2dt, and ∥x∥2S :=

1

|S|
∑

i∈[s]

|x(ti)|2.

In Section 11.6.1, we show how to sketch one-dimensional signals with nearly-

optimal weighted sketching. Then, we show how to sketch high dimensional signals

in Section 11.6.2, and discrete signals in Section 11.6.3.

11.6.1 Weighted oblivious sketching one-dimensional signals

For one-dimensional signals, the most natural approach to oblivious sketching

is to uniformly sample some points in the time domain. However, by a standard

concentration argument, we know that the sample complexity is poly(k), which is

not time-efficient for our task. In this section, we show a more efficient sketching

method for one-dimensional Fourier sparse signals by assigning different weights to

each sample point. More precisely, let S = {t1, . . . , ts} ⊆ [0, T ] be a discrete sketching

set and let w ∈ Rs
≥0 be the weight vector. We define the weighted sketching norm of

the signal as follows:

∥x∥S,w :=
∑

i∈[s]

wi · |x(ti)|2.

And the goal of weighted oblivious sketching is to find a small set S and a weight

vector w such that ∥x∥S,w ≈ ∥x∥T .

In the following lemma, we give a sketch for any one-dimensional Fourier sparse

signal with nearly-optimal size:

Lemma 11.28 (Nearly-optimal weighted sketch for one-dimensional signals). For

k ∈ N+, define a probability distribution D(t) as follows:

D(t) :=

{
c/(1− |t/T |), for |t| ≤ T (1− 1/k)

c · k, for |t| ∈ [T (1− 1/k), T ]
(11.10)

where c = Θ(T−1 log−1(k)) is a normalization factor such that
∫ T
−T D(t)dt = 1.
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For any f1, · · · , fk ∈ [−F, F ] and v1, · · · , vk ∈ C, let the continuous signal

x(t) =
∑k

j=1 vj exp(2πifjt). For any ε, ρ ∈ (0, 1), let SD = {t1, · · · , ts} be a set of

i.i.d. samples from D(t) of size s ≥ O(ε−2k log(k) log(1/ρ)). Let the weight vector

w ∈ Rs be defined by wi := 2/(TsD(ti)) for i ∈ [s]. Then with probability at least

1− ρ, we have

(1− ε)∥x∥T ≤ ∥x∥SD,w ≤ (1 + ε)∥x∥T ,

where ∥x∥2T := 1
2T

∫ T
−T |x(t)|2dt.

Proof. For the convenient, in the proof, we use time duration [−T, T ]. Let F be

defined as:

F :=

{
x(t) =

k∑

j=1

vj · e2πifjt|fj ∈ R ∩ [−F, F ], vj ∈ C

}

Let {v1(t), v2(t), · · · , vk(t)} be an orthonormal basis for F with respect to the distri-

bution D, i.e.,
∫ T

0

D(t) · vi(t)vj(t)dt = 1i=j, ∀i, j ∈ [k].

We first prove that the distribution D is well-defined. By the condition that
∫ T
−T D(t)dt = 1, we have

2

∫ T (1−1/(k))

0

c

(1− |t/T |)dt+ 2

∫ T

T (1−1/(k))
c · k2kdt = 1,

which implies that

c−1 = 2

∫ T (1−1/k)

0

1

(1− |t/T |)dt+ 2

∫ T

T (1−1/k)
k2dt

= 2T log k + 2T

= Θ(T log(k)).

Thus, we get that c = Θ(T−1 log−1(k)).
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To show that sampling from distribution D give a good weighted sketch, we

will use some technical tools in Section 11.4.4. Applying Lemma 11.16 with D′ = D,

D = Uniform([−T, T ]), d = k, δ = ρ, we have that, with probability at least 1 − ρ,
the matrix A ∈ Cs×k defined by Ai,j :=

√
wi · vj(xi) satisfying

∥A∗A− I∥2 ≤ ε,

as long as s ≥ C
ε2
·KIS,D′ log k

ρ
. Then, by Lemma 11.15, it implies that for every x ∈ F,

(1− ε)∥x∥2T ≤ ∥x∥2SD,w
≤ (1 + ε)∥x∥2T .

It remains to bound the size of SD; or equivalently, we need to upper-bound

the condition number of the importance sampling of D′ (see Definition 11.9):

KIS,D′ := sup
t
{D(t)

D′(t)
· sup
f∈F
{|f(t)|

2

∥f∥2D
}}

= sup
t
{ 1

2TD(t)
· sup
f∈F
{|f(x)|

2

∥f∥2D
}}

≤ sup
t
{ 1

2TD(t)
·min{ k

1− |t/T | , k
2}}

≤ max{(1− |t/T |)
2cT

k

1− |t/T | ,
1

2cTk
k2}

=
k

2cT

= O(k log k),

where the first step follows from the definition, the second step follows from D(t) =

Uniform([−T, T ])(t) = 1
2T

, the third step follows from Theorem 11.17 and Theorem

11.18, and the remaining steps follow from direct calculations. Thus, we get that

|SD| ≥ Ω
(
ε−2k log(k) log(1/ρ)

)
.

The lemma is then proved.
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11.6.2 Oblivious sketching high-dimensional signals

For high-dimensional noiseless signals, we can still use uniformly random sam-

ples in [0, T ]d to sketch the continuous signal.

Lemma 11.29 (Oblivious sketching high-dimensional signal). Let d > 0 be the di-

mension of the signal. For any ε ∈ (0, 1), let Sd be a set of i.i.d. samples cho-

sen uniformly at random over [0, T ]d of size |Sd| ≥ ε−2kO(d) log(1/(ρε)). Let V :=

{exp(2πi⟨fi, t⟩) | i ∈ [k]}. Then with probability at least 1 − ρ, for all x ∈ span{V },
we have

(1− ε)∥x∥T ≤ ∥x∥Sd
≤ (1 + ε)∥x∥T .

Proof. Define the set of normalized k-sparse signals Q := {u ∈ span{V } | ∥u∥T = 1}.
Without loss of generality, consider a signal u ∈ Q.

Let P1 be an ε0-net for Q constructed by Lemma 11.32.

Let m = O(d log1/ε0(k)). We recursively define ũi, wi, ui, αi for {0, 1, 2, · · · ,m}
as follows:

• Initially, let ũ0 := u.

• For i = 0, 1, 2, · · · ,m, define

wi := argmin
w∈P1

∥w − ũi∥T ,

ui+1 := ũi − wi, αi+1 := ∥ui+1∥T ,

ũi+1 := ui+1/αi+1 if αi+1 ̸= 0.

Eventually, we have

u = w0 + α1 · w1 + α1α2 · w2 + · · ·+ (
m∏

j=1

αj) · (wm + um+1),

where each |αi| ≤ ε0 and each wi ∈ P1 for i ∈ [m].
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Because ũi ∈ Q, wi ∈ P1, P1 is a ε0-net, minw∈P1∥w − ũi∥T ≤ ε0.

∥um+1∥T = ∥ũm − wm∥ = min∥w − ũm∥T ≤ ε0 ≤ 1

where the first step follows from the definition of um+1, the second step follows from

wi = argmin
w∈P1

∥w − ũi∥T .

Then we show by induction that ui ∈ span{V } for all i ∈ [m + 1]. First, we

have ũ0 = u ∈ Q, which implies ũ0 ∈ span{V }. Suppose that ũi ∈ span{V }, and

consider ũi+1. By definition, wi ∈ P1 ⊂ span{V }. Since ui+1 = ũi − wi ∈ span{V }
and ũi+1 = ui+1/αi, we have ũi+1 ∈ span{V }. Hence, by induction, we get that

ũi ∈ span{V } for all i ∈ [m+ 1].

Note that for any u ∈ span{V }, u is a k-Fourier-sparse signal with frequencies

in the set {fi | i ∈ [k]}. Hence, by Theorem 11.19, we have ∥um+1∥Sd
≤ kO(d)·∥um+1∥T .

Therefore, we can lower bound ∥u∥Sd
as follows:

∥u∥Sd
= ∥w0 + α1w1 + α1α2w2 + · · ·+ (

m∏

j=1

αj)(wm + um+1)∥Sd

≥ ∥w0∥Sd
− ∥α1w1∥Sd

− ∥α1α2w2∥Sd
− · · · − ∥

m∏

j=1

αjwm∥Sd
− ∥

m∏

j=1

αjum+1∥Sd

≥ (1− ε0)− ε0(1 + ε0)− ε20(1 + ε0)− · · · − εm0 (1 + ε0)− εm0 ∥um+1∥Sd

≥ 1− ε0 −
(1 + ε0)ε0
1− ε0

− εm0 · kO(d)

≥ 1− 3ε0.

where the second step follows from triangle inequality, the third step follows from

Claim 11.30, and wi ∈ P1 ⊂ Q, so ∥wi∥T = 1 , and the last step follows from direct

computations.

Similarly, we have ∥u∥Sd
≤ 1 + 3ε0. Let ε0 = ε/10, we have that, 1 − ε ≤

∥u∥Sd
≤ 1 + ε. The lemma is then proved.

613



Claim 11.30 (Handling high-dimensional net points). For any ε ∈ (0, 1), let Pd be

an ε-net for Q constructed by Lemma 11.32. For any failure probability ρ ∈ (0, 0.1),

and a set Sd of i.i.d. samples chosen uniformly at random over [0, T ]d of size |Sd| ≥
ε−2kO(d) log(1/(ρε)), then with probability at least 1− ρ, for all x ∈ Pd, we have

(1− ε)∥x∥T ≤ ∥x∥Sd
≤ (1 + ε)∥x∥T .

Proof. By the energy bound for high-dimensional signal (Theorem 11.19), we have

R := sup
x∈Q

sup
t∈[0,T ]d

|x(t)|2 = kO(d).

Then, From Lemma 11.25 and Theorem 11.19, for each x ∈ Pd,

Pr[∥x∥Sd
/∈ [(1− ε)∥x∥T , (1 + ε)∥x∥T ]] ≤ exp(−Ω( |Sd|ε

2

kO(d)
))

≤ exp(−2k log(k/(ρε)))

≤ ρ(0.01ε2/k2)k.

where the first step follows form Lemma 11.25, the second step follows from the lower

bound on W .

From the union bound, ∥x∥Sd
∈ [(1− ε)∥x∥T , (1+ ε)∥x∥T ] for any x ∈ Pd with

probability at least 1− ρ(0.01ε2/k2)k · |Pd| ≥ 1− ρ.

11.6.3 Oblivious sketching discrete signals

In this section, we show that discrete Fourier sparse signals can also be sketched

in the offline. The following lemma works for discrete signals in any dimension.

Lemma 11.31 (Oblivious sketching discrete signal). For d ≥ 1, let n = pd for some

positive integer p. Let k ∈ N+ and f1, . . . , fk ∈ [p]d. Define

V :=
{
(e2πi⟨fi,t⟩/p)t∈[p]d | ∀i ∈ [k]

}
⊆ C[p]d
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be the basis of discrete Fourier sparse signals. For any ε, ρ ∈ (0, 1), let S be a set of

i.i.d. samples chosen uniformly at random over [n] of size |S| ≥ O(ε−2k log(k/ρ)).

Then, with probability at least 1− ρ, it holds that for all u ∈ span{V },

(1− ε)∥u∥22 ≤ n∥u∥2S ≤ (1 + ε)∥u∥22,

where ∥u∥2S =
∑

i∈S |ui|2/|S|.

Proof. To show that sampling from distribution D = Uniform([n]) give a good sketch,

we will use some technical tools in Section 11.4.4.11 Applying Lemma 11.16 with

D′ = D, d = k, δ = ρ, wi = 1/s we have that, with probability at least 1 − ρ, the

matrix A ∈ Cs×k defined by Ai,j :=
√
wi · vj(xi) satisfying

∥A∗A− I∥2 ≤ ε,

as long as s ≥ C
ε2
·KIS,D′ log k

ρ
. Then, by Lemma 11.15, it implies that for every x ∈ F,

(1− ε)∥x∥22 ≤ n∥x∥2S ≤ (1 + ε)∥x∥22.

It remains to bound the size of S. By Theorem 11.22,

KIS,D := sup
t∈D
{sup
f∈F
{|f(t)|

2

∥f∥2D
}} = k.

Thus, we get that

|S| ≥ Ω
(
ε−2k log(k/ρ)

)
.

The lemma is then proved.

11A more straightforward approach is by ε-net (Lemma 11.33), as we did in previous sections.
However, it requires O(k2) samples.
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11.6.4 ε-net for sparse Fourier signals

In this section, we construct ε-nets for high-dimensional sparse Fourier con-

tinuous and discrete signals.

Lemma 11.32 (ε-net construction for continuous signals). Given k ∈ Z+ unknown

frequencies f1, f2, . . . , fk ∈ [−F, F ]d. Let V :=
{
e2πi⟨fi,t⟩ | i ∈ [k]

}
be a family of

Fourier basis. Let Q := {u ∈ span{V } | ∥u∥2T = 1} be the set of all signals in [0, T ]d

with frequency f1, . . . , fk, where ∥x∥2T = 1
T d

∫
[0,T ]d

|x(t)|2dt.

Then, there exists an ε-net Pd ⊂ Q such that

1. ∀u ∈ Q, ∃w ∈ Pd, ∥u− w∥T ≤ ε.

2. |Pd| ≤
(
5k
ε

)2k
.

Proof. We first construct an ε
k
-net for the unit disk in C, i.e., {z ∈ C | |z| ≤ 1}. Let

P′ denote

P′ :=

{
ε

2k
j1 + i

ε

2k
j2 | j1, j2 ∈ Z, |j1| ≤

2k

ε
, |j2| ≤

2k

ε

}
.

Notice that |ε/(2k)j1| ≤ ε/(2k) ·2k/ε = 1; and similarly, |ε/(2k)j2| ≤ 1. Thus,

for any a ∈ C, |a| ≤ 1, there is a b ∈ P′ such that

|a− b| ≤ ε/(2k) + ε/(2k) ≤ ε/k.

Moreover,

|P′| ≤ (2 · 2k/ε+ 1) · (2 · 2k/ε+ 1) =

(
4
k

ε
+ 1

)2

.

Hence, we conclude that,

• P′ is an ε
k
-net in the unit circle of C.

• P′ has size at most (4k
ε
+ 1)2.
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Then, we use P′ to construct an ε-net for Q. Since the dimension of Q is at

most k, we take an orthonormal basis w1, · · · , wk ∈ Q such that,
∫

[0,T ]d
wi(t)wj(t)dt = 1i=j.

And we define

P′′ := {
k∑

i=1

αiwi | ∀i ∈ [k], αi ∈ P′}.

First, for any u ∈ Q, we have

u =
k∑

i=1

vi exp(2πi⟨fi, t⟩) =
k∑

i=1

α′iwi,

which implies that |α′i| ≤ 1 for all i ∈ [k]. So, for any a ∈ Q, there is a b ∈ P′′ such

that ∥a − b∥T ≤ k · ε/k = ε. Moreover, |P′′| ≤ ((4k
ε
+ 1)2)k ≤ (5k

ε
)2k. Therefore, we

conclude that P′′ is an ε-net for Q and |P′′| ≤
(
5k
ε

)2k.

Then we define

Pd := {v ∈ Q | ∀u ∈ P′′, v = argminv∈Q{∥v − u∥T}}.

therefore we have that, for any a ∈ Q, there is a b ∈ P′′ such that ∥a − b∥T ≤ ε,

because there is a c ∈ Pd, such that ∥c − b∥T = mind∈Q∥d − b∥T ≤ ∥a − b∥T ≤ ε.

Then, ∥c− a∥T ≤ ∥c− b∥T + ∥b− a∥T ≤ 2ε.

Lemma 11.33 (ε-net construction for discrete signals). Let n, k ∈ Z+, ε ∈ (0, 1), n ≥
k. Given unknown frequencies f1, f2, · · · , fk ∈ [n]. Let V :=

{
(e2πifi1/n, · · · , e2πifin/n) | i ∈ [k]

}
⊆

Cn. Let Qdis := {u ∈ span{V } | ∥u∥22 = 1}. There exists an ε-net Pdis ⊂ span{V }
such that

1. ∀u ∈ Q,∃w ∈ Pdis, ∥u− w∥22 ≤ ε2.

2. |Pdis| ≤
(
5k
ε

)2k
.
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Proof. Let P′ be the ε
k
-net for the unit disk in C, i.e., {z ∈ C | |z| ≤ 1}:

P′ =

{
ε

2k
j1 + i

ε

2k
j2 | j1, j2 ∈ Z, |j1| ≤

2k

ε
, |j2| ≤

2k

ε

}
.

Then, we use P′ to construct an ε-net for Qdis. Since the dimension of Qdis is

at most k, we take an orthonormal basis w1, · · · , wk ∈ Qdis such that,

n∑

t=1

wi,twj,t = 1i=j.

And we take

Pdis := {
k∑

i=1

αiwi | ∀i ∈ [k], αi ∈ P′}.

Then, for any u(t) =
∑k

i=1 vi exp(2πifi, t/n) =
∑k

i=1 α
′
iwi ∈ Qdis, |α′i| ≤ 1. So, for

any a ∈ Qdis, there is a b ∈ Pdis such that ∥a − b∥22 ≤ k · ε2/k2 ≤ ε. Moreover,

|Pdis| ≤ ((4k
ε
+ 1)2)k ≤ (5k

ε
)2k. Therefore, we conclude that Pdis is an ε-net for Q and

|Pdis| ≤
(
5k
ε

)2k.

11.7 Fast Implementation of Well-Balanced Sampling Proce-
dure

Well-balanced sampling procedure was first defined in [CP19a] to study the

active linear regression problem. Our signal estimation algorithm will call it as a sub-

procedure. In this section, we give a fast implementation of well-balanced sampling

procedure based on the Randomized BSS algorithm [BSS12, LS15].

First, we restate the definition of well-balanced sampling procedure in [CP19a].

Definition 11.10 (Well-balanced sampling procedure (WBSP), [CP19a]). Given a

linear family F and underlying distribution D, let P be a random sampling procedure

that terminates in m iterations (m is not necessarily fixed) and provides a coefficient

αi and a distribution Di to sample xi ∼ Di in every iteration i ∈ [m].

We say P is an ε-WBSP if it satisfies the following two properties:
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1. With probability 0.9, for weight wi = αi · D(xi)
Di(xi)

of each i ∈ [m],

m∑

i=1

wi · |h(xi)|2 ∈
[
1− 10

√
ε, 1 + 10

√
ε
]
· ∥h∥2D ∀h ∈ F.

2. The coefficients always have
∑m

i=1 αi ≤ 5
4

and αi ·KIS,Di
≤ ε

2
for all i ∈ [m].

This definition describes a general sampling procedure that uses a few samples

to represent the whole continuous signal, and the sampling procedure should satisfy

two properties: one guarantees that the norm of any function in a function family is

preserved, and another guarantees that the norm of noise is also preserved.

In Section 11.7.1, we review some results in [CP19a] and show that WBSP can

be implemented via randomized spectral sparsification. In Section 11.7.2, we design

a data structure and improve the time efficiency of the WBSP. In Section 11.7.3,

we discover a tradeoff between the preprocessing cost and the query cost, which can

improve the space complexity.

11.7.1 Randomized BSS implies a WBSP

In this section, we review the result of [CP19a], which shows that the Ran-

domized BSS algorithm [BSS12, LS15] implies a well-balanced sampling procedure.

Lemma 11.34 (Lemma 5.1 in [CP19a]). Let G be any domain. Given any dimension

d linear function family F of function f : G→ C,

F = {f(t) =
d∑

j=1

vjuj(t)|vj ∈ C},

where uj : G → C. Given any distribution D over G, and any ε > 0, there exists

an efficient procedure (Algorithm 51) that runs in O(ε−1d3|G| + ε−1dω+1) time and

outputs a set S ⊆ G and weight w such that

• |S| = O(d/ε), w ∈ R|S|,
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• the procedure is an ε-WBSP,

holds with probability 1− 1
200

.

Algorithm 51 A well-balanced sampling procedure based on Randomized BSS (see
[CP19a])
1: procedure RandBSS(d,F, D, ε)
2: Find an orthonormal basis v1, . . . , vd of F under D
3: Set γ ← √ε/3 and mid← 4d/γ

1/(1−γ)−1/(1+γ)
4: j ← 0, B0 ← 0
5: l0 ← −2d/γ, u0 ← 2d/γ
6: while uj+1 − lj+1 < 8d/γ do
7: Φj ← tr[(ujI −Bj)

−1] + tr[(Bj − ljI)−1] ▷ The potential function at
iteration j.

8: Set the coefficient αj ← γ
Φj
· 1

mid

9: Set v(x)←
(
v1(x), . . . , vd(x)

)

10: for x ∈ supp(D) do
11: Set the distribution

Dj(x)← D(x) ·
(
v(x)⊤(ujI −Bj)

−1v(x) + v(x)⊤(Bj − ljI)−1v(x)
)
/Φj

12: end for
13: Sample xj ∼ Dj and set a scale sj ← γ

Φj
· D(xj)

Dj(xj)

14: Bj+1 ← Bj + sj · v(xj)v(xj)⊤
15: uj+1 ← uj +

γ
Φj(1−γ) , lj+1 ← lj +

γ
Φj(1+γ)

16: j ← j + 1
17: end while
18: m← j
19: Assign the weight wj ← sj/mid for each xj
20: return {x1, x2, · · · , xm}, w
21: end procedure

11.7.2 Fast implementation of WBSP

In this section, we give a fast implementation of Algorithm 51:

Theorem 11.35 (Fast implementation of WBSP). Let G be any domain. Given any
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dimension d linear function family F of function f : G→ C,

F = {f(t) =
d∑

j=1

vjuj(t)|vj ∈ C},

where uj : G → C. Given any distribution D over G, and any ε > 0, there exists

an efficient procedure (Algorithm 52) that runs in O(d2|G|+ ε−1d3 log |G|+ ε−1dω+1)

time and outputs a set S ⊆ G and weight w ∈ R|S| such that the following properties

hold with probability at least 0.995:

• |S| = O(d/ε),

• the procedure is an ε-WBSP.

Our algorithm is based on a data structure for solving the online quadratic-

form sampling problem defined as follows:

Problem 11.36 (Online Quadratic-Form Sampling Problem). Given n vectors v1, . . . , vn ∈
Rd and n coefficients α1, . . . , αn, for any PSD matrix A ∈ Rd×d, output a sample

i ∈ [n] from the following distribution DA:

Pr
DA

[i] :=
αi · v⊤i Avi∑n
j=1 αj · v⊤j Avj

∀i ∈ [n]. (11.11)

Theorem 11.37. There is a data structure (Algorithm 53) that uses O(nd2) spaces

for the Online Quadratic-Form Sampling Problem with the following procedures:

• Init(n, d, {v1, . . . , vn} ⊂ Rd, {α1, . . . , αn} ⊂ R): the data structure preprocesses

in time O(nd2).

• Query(A ∈ Rd×d): Given a PSD matrix A, the Query operation samples

i ∈ [n] exactly from the probability distribution DA defined in Problem 11.36 in

O(d2 log n)-time.
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Algorithm 52 Our fast implementation of well-balanced sampling procedure
1: procedure RandBSS+(d,F, D, ε) ▷ Theorem 11.35
2: /*Preprocessing*/
3: Find an orthonormal basis v1, . . . , vd of F under D
4: γ ← √ε/3 and mid← 4d/γ

1/(1−γ)−1/(1+γ)
5: j ← 0, B0 ← 0
6: l0 ← −2d/γ, u0 ← 2d/γ
7: δ ← 1/poly(d)
8: ▷ Let v(x) =

(
v1(x), . . . , vd(x)

)
∈ Rd

9: DS.Init(|D|, d, {v(x1), · · · , v(x|D|)} ⊂ Rd, {D(x1), . . . , D(x|D|)} ⊂ R) ▷
Algorithm 53

10: /*Iterative step*/
11: while uj+1 − lj+1 < 8d/γ do
12: Φj ← tr[(ujI −Bj)

−1] + tr[(Bj − ljI)−1] ▷ The potential function at
iteration j.

13: αj ← γ
Φj
· 1

mid

14: Ej ← (ujI −Bj)
−1 + (Bj − ljI)−1

15: q ← DS.Query(Ej/Φj) ▷ q ∈ [|D|], Algorithm 53
16: xj ← xq and set a scale sj ← γ

v(xj)⊤Ejv(xj)

17: Bj+1 ← Bj + sj · v(xj)v(xj)⊤
18: uj+1 ← uj +

γ
Φj(1−γ) , lj+1 ← lj +

γ
Φj(1+γ)

19: j ← j + 1
20: end while
21: m← j
22: Assign the weight wj ← sj/mid for each xj
23: return {x1, x2, · · · , xm}, w
24: end procedure

Proof. The pseudo-code of the algorithm is given as Algorithm 53. The idea is to

build a binary tree such that each node has an interval in [l, . . . , r] ⊂ [1, . . . , n] and

stores a matrix
∑r

i=l αi · viv⊤i . For each internal node with interval [l, . . . , r], its

left child node has interval [l, . . . , ⌊(l + r)/2⌋], and its right child node has interval

[⌊(l + r)/2⌋+ 1, . . . , r].

We first prove the correctness. Suppose the output of Query is i ∈ [n]. We

compute its probability. Let u0 = root, u1, . . . , ut be the path from the root of the
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tree to the leaf with id = i. Then, we have

Pr[ut] =
t∏

j=1

Pr[uj|uj−1] =
t∏

j=1

∑rj
k=lj

αk · v⊤k Avk∑rj−1

k=lj−1
αk · v⊤k Avk

=
αi · v⊤i Avi∑n
k=1 αk · v⊤k Avk

,

where [lj, . . . , rj] is the range of the node uj, the first step follows from the conditional

probability, the second step follows from Line 7 in Algorithm 53, and the last step

follows from the telescoping products. Hence, we get that

Pr[Query(A) = i] = Pr
DA

[i] ∀i ∈ [n].

Hence, the sampling distribution is the same as the Online Quadratic-Form Sampling

Problem’s distribution.

For the running time, in the preprocessing stage, we build the binary tree

recursively. It is easy to see that the number of nodes in the tree is O(n) and the depth

isO(log n). For a leaf node, we takeO(d2)-time to compute the matrix αi·viv⊤i ∈ Rd×d.

For an internal node, we take O(d2)-time to add up the matrices of its left and right

children. Thus, the total preprocessing time is O(nd2).

In the query stage, we walk along a path from the root to a leaf, which has

O(log n) steps. In each step, we compute the inner product between A and the current

node’s matrix, which takes O(d2)-time. And we compute the inner product between

A and its left child node’s matrix, which also takes O(d2)-time. Then, we toss a coin

and decide which subtree to move. Hence, each query takes O(d2 log n)-time.

The theorem is then proved.

Lemma 11.38 (Running time of Procedure RandBSS+ in Algorithm 52). Algorithm

52 runs in

• O(|D|d2)-time for preprocessing,

• O(d2 log(|D|) + dω)-time per iteration, and
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Algorithm 53 Quadratic-form sampling data structure
1: structure Node
2: V ∈ Rd×d

3: left, right ▷ Point to the left/right child in the tree
4: end structure
5: data structure DS
6: members
7: n ∈ N ▷ The number of vectors
8: v1, . . . , vn ∈ Rd ▷ d-dimensional vectors
9: α1, . . . , αn ∈ R ▷ Coefficients

10: root: Node ▷ The root of the tree
11: end members
12: procedure BuildTree(l, r) ▷ [l, . . . , r] is the range of the current node
13: p← new Node
14: if l = r then ▷ Leaf node
15: p.V ← αl · vlv⊤l ▷ It takes O(d2)-time
16: else ▷ Internal node
17: mid← ⌊(l + r)/2⌋
18: p.left← BuildTree(l,mid)
19: p.right← BuildTree(mid+ 1, r)
20: p.V ← (p.left).V + (p.right).V ▷ It takes O(d2)-time
21: end if
22: return p
23: end procedure
24: procedure Init(n, d, {vi}i∈[n] ⊆ Rd, {αi}i∈[n] ⊆ R)
25: vi ← vi, αi ← αi for i ∈ [n]
26: root← BuildTree(1, n)
27: end procedure

• O(ε−1d) iterations.

Thus, the total running time is,

O(|D|d2 + ε−1d · (d2 log |D|+ dω)).

Proof. In each call of the Procedure RandBSS+ in Algorithm 52,

• Finding orthonormal basis takes O(|D|d2).
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Algorithm 54 Quadratic-form sampling data structure, Continue

1: procedure Query(A ∈ Rd×d)
2: p← root, l← 1, r ← n
3: s← 0
4: while l ̸= r do ▷ There are O(log n) iterations
5: w ← ⟨p.V, A⟩ ▷ It takes O(d2)-time
6: wℓ ← ⟨(p.left).V, A⟩
7: Sample c from Bernoulli(wℓ/w)
8: if c = 0 then
9: p← p.left, r ← ⌊(l + r)/2⌋

10: else
11: p← p.right, l← ⌊(l + r)/2⌋+ 1
12: end if
13: end while
14: return l
15: end procedure
16: end data structure

• In the line 9, it runs O(|D|d2) times.

• The while loop repeat O(ε−1d) times.

– Line 14 is computing (ujI − Bj) ∈ Cd×d, (ujI − Bj)
−1. This part takes

O(dω) time12.

– Note that line 15 of Procedure RandBSS+ in Algorithm 52 runsO(d2 log |D|)
times.

So, the time complexity of Procedure RandBSS+ in Algorithm 52 is

O(|D|d2 + ε−1d · (d2 log |D|+ dω)).

12Note that this step seems to be very difficult to speed up via the Sherman-Morrison formula
since uj changes in each iteration and the update is of high rank.
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Lemma 11.39 (Correctness of Procedure RandBSS+ in Algorithm 52). Given any

dimension d linear space F, any distribution D over the domain of F, and any ε > 0,

RandBSS+(d,F, D, ε) is an ε-WBSP that terminates in O(d/ε) rounds with proba-

bility 1− 1/200.

Proof. We first claim that, for each j ∈ [m], xj has the same distribution as Dj, where

Dj(x) = D(x) · (v(x)⊤Ejv(x))/Φj ∀x ∈ D

Notice that sampling from distributionDj can be reformulated as an Online Quadratic-

Form Sampling Problem: the vectors are {v(x)}x∈D , the coefficients are {D(x)}x∈D,

and the query matrix is E ′j := Ej/Φj. Then, we have Dj = DE′
j

defined in Prob-

lem 11.36. Hence, by Theorem 11.37, we can use the data structure (Algorithm 53)

to efficiently sample from Dj.

Therefore, the sample xj in each iteration is generated from the same distri-

bution as the original randomized BSS algorithm (Algorithm 51). Then, the WBSP

guarantee and the number of iterations immediately follow from the proof of [CP19a,

Lemma 5.1].

The proof of the lemma is then completed.

Proof of Theorem 11.35. The running time of the algorithm follows from Lemma 11.38,

and the correctness follows from Lemma 11.39.

11.7.3 Trade-off between preprocessing and query

In this section, we consider the preprocessing and query trade-off in the data

structure for quadratic form sampling problem. In the following theorem, we give a

new data structure that takes less time in preprocessing and more time for each query

than Theorem 11.37, and the space complexity is also reduced from O(nd2) to O(nd).
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Theorem 11.40. There is a data structure (Algorithms 55 and 56) that uses O(nd)

spaces for the Online Quadratic-Form Sampling Problem with the following proce-

dures:

• Init(n, d, {v1, . . . , vn} ⊂ Rd, {α1, . . . , αn} ⊂ R): the data structure preprocesses

in time O(ndω−1).

• Query(A ∈ Rd×d): Given a PSD matrix A, the Query operation samples

i ∈ [n] exactly from the probability distribution DA defined in Problem 11.36 in

O(d2 log(n/d) + dω)-time.

Proof. The time and space complexities follow from Lemma 11.41. And the correct-

ness follows from Lemma 11.42.

Lemma 11.41 (Time and space complexities of Algorithms 55 and 56). The Init

procedure takes O(ndω−1)-time. The Query procedure takes O(d2 log(n/d)+dω)-time.

The data structure uses O(nd)-space.

Proof. We prove the space and time complexities of the data structure as follows:

Space complexity: Let m = n/d. It is easy to see that there are O(m) nodes in

the data structure. And each node has two d-by-d matrices. Hence, the total space

used by the data structure is O(n/d) ·O(d2) = O(nd).

Time complexity: In the preprocessing stage, the time-consuming step is the

call of BuildTree. There are O(m) internal nodes and O(m) leaf nodes. Each

internal node takes O(d2)-time to construct the matrix V1 (Line 22). For each leaf

node, it takes O(d2)-time to form the matrix V2 (Line 15). And it takes O(dω)-time

to compute the matrix V1 (Line 16). Hence, the total running time of BuildTree

is O(mdω) = O(ndω−1).
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In the query stage, the While loop in the Query procedure (Line 17) is the

same as in Algorithm 53. Since there are O(m) nodes in the tree, it takes O(d2 logm)-

time. Then, in the BlockSampling procedure, it takes O(dω)-time to compute the

matrix U (Line 9), and it takes O(d)-time to sample an index from the distribution

Dl (Line 11). Hence, the total running time for each query is O(d2 logm + dω) =

O(d2 log(n/d) + dω).

The proof of the lemma is then completed.

Lemma 11.42 (Correctness of Algorithm 56). The distribution of the output of the

Query(A) is DA defined by Eq. (11.11).

Proof. For simplicity, we assume that all the coefficients αi = 1.

Let u0 = root, u1, . . . , ut be the path in the While loop (Line 17) from the root

of the tree to the leaf with index l ∈ [m]. By the construction of leaf node, we have

V1 = V2V
⊤
2 =

[
v(l−1)d+1 · · · vld

]


v⊤(l−1)d+1

...
v⊤ld


 =

ld∑

i=(l−1)d+1

viv
⊤
i ,

which is the same as the V -matrix in Algorithm 53. Hence, similar to the proof of

Theorem 11.37, we have

Pr[ut] =
t∏

j=1

Pr[uj|uj−1] =
∑ld

i=(l−1)d+1 v
⊤
i Avi∑n

i=1 v
⊤
i Avi

.

where {(l− 1)d+ 1, . . . , ld} is the range of the node ut and {1, . . . , n} is the range of

u0.

Then, consider the BlockSampling procedure. Let {v1, . . . , vd} be the vec-

tors in the input block. At Line 9, we have

U = V ⊤2 AV2 =



v⊤1
...
v⊤d


A

[
v1 · · · vd

]
.
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For i ∈ [d], the i-th element in the diagonal of U is

Ui,i = v⊤i Avi.

Hence,

Pr[BlockSampling = i] =
v⊤i Avi∑d
j=1 v

⊤
j Avj

.

Therefore, for any k ∈ [n], if k = (l−1)d+r for some l, r ∈ N, then the sample

probability is

Pr[Query(A) = k] = Pr[BlockSampling = k | ut = Block l] · Pr[ut = Block l]

=
v⊤k Avk∑ld

i=(l−1)d+1 v
⊤
i Avi

·
∑ld

i=(l−1)d+1 v
⊤
i Avi∑n

i=1 v
⊤
i Avi

=
v⊤k Avk∑n
i=1 v

⊤
i Avi

= DA(k).

The lemma is then proved.

As a corollary, we get a WBSP using less space:

Corollary 11.43 (Space efficient implementation of WBSP). By plugging-in the

new data structure (Algorithms 55 and 56) to FasterRandSamplingBSS (Algo-

rithm 52), we get an algorithm taking O(|D|d2 + γ−2d · (d2 log |D| + dω))-time and

using O(|D|d)-space.

Proof. In the preprocessing stage of FasterRandSamplingBSS, we take O(|D|d2)-
time for Gram-Schmidt process andO(|D|dω−1)-time for initializing the data structure

(Algorithm 55).

The number of iterations is γ−2d. In each iteration, the matrix Ej can be

computed in O(dω)-time. And querying the data structure takes O(d2 log(|D|/d) +
dω)-time.

629



Hence, the total running time is

O
(
|D|d2 + |D|dω−1 + γ−2d(d2 log(|D|/d) + dω)

)
= O

(
|D|d2 + γ−2dω+1 + γ−2d2 log |D|

)
.

For the space complexity, the data structure uses O(|D|d)-space. The algo-

rithm uses O(d2) extra space in preprocessing and each iteration. Hence, the total

space complexity is O(|D|d).

11.8 Sketch Distillation for Fourier Sparse Signals

In Section 11.6, we show an oblivious approach for sketching Fourier sparse

signals. However, there are two issues of using this sketching method in Signal es-

timation: 1. The sketch size too large. 2. The noise in the observed signal could

have much larger energy on the sketching set than its average energy. To resolve

these two issues, in this section, we propose a method called sketch distillation to

post-process the sketch obtained in Section 11.6 that can reduce the sketch size to

O(k) and prevent the energy of noise being amplified too much. However, we need

some extra information about the signal x∗(t): we assume that the frequencies of the

noiseless signal x(t) are known. But the sketch distillation process can still be done

partially oblivious, i.e., we do not need to access/sample the signal.

In Section 11.8.1, we show our distillation algorithms for one-dimensional sig-

nals. Then, we generalize the sketch distillation for high-dimensional signals in Sec-

tion 11.8.2 and for discrete signals in Section 11.8.3.

11.8.1 Sketch distillation for one-dimensional signals

In this section, we show how to distill the sketch produced by Lemma 11.28

from O(k log k)-size to O(k)-size, using an ε-well-balanced sampling procedure devel-

oped in Section 11.7.

Lemma 11.44 (Fast distillation for one-dimensional signal). Given f1, f2, · · · , fk ∈
R. Let x∗(t) =

∑k
j=1 vj exp(2πifjt). Let η = mini ̸=j |fj − fi|. For any accuracy
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parameter ε ∈ (0, 0.1), there is an algorithm FastDistill1D (Algorithm 57) that

runs in O(ε−2kω+1)-time and outputs a set S ⊂ [−T, T ] of size s = O(k/ε2) and a

weight vector w ∈ Rs
≥0 such that,

(1− ε)∥x∗(t)∥T ≤ ∥x∗(t)∥S,w ≤ (1 + ε)∥x∗(t)∥T

holds with probability 0.99.

Furthermore, for any noise signal g(t), the following holds with high probability:

∥g∥2S,w ≲ ∥g∥2T ,

where ∥x∥2T := 1
2T

∫ T
−T |x(t)|2dt.

Proof. For the convenient, in the proof, we use time duration [−T, T ]. Let D(t) be

defined as follows:

D(t) =

{
c/(1− |t/T |), for |t| ≤ T (1− 1/k)

c · k, for |t| ∈ [T (1− 1/k), T ]

where c = O(T−1 log−1(k)) a fixed value such that
∫ T
−T D(t)dt = 1.

First, we randomly pick up a set S0 = {t1, · · · , ts0} of s0 = O(ε−20 k log(k) log(1/ρ0))

i.i.d. samples from D(t), and let w′i := 2/(Ts0D(ti)) for i ∈ [s0] be the weight vector,

where ε0, ρ0 are parameters to be chosen later.

By Lemma 11.28, we know that (S0, w
′) gives a good weighted sketch of the

signal that can preserve the norm with high probability. More specifically, with

probability 1− ρ0,

(1− ε0)∥x∗(t)∥2T ≤ ∥x∗(t)∥2S0,w′ ≤ (1 + ε0)∥x∗(t)∥2T . (11.12)

Then, we will select s = O(k/ε21) elements from S0 and output the correspond-

ing weights w1, w2, · · · , ws by applying RandBSS+ with the following parameter:

replacing d by k, ε by ε21, and D by D(ti) = w′i/
∑

j∈[s0]w
′
j for i ∈ [s0].
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By Theorem 11.35 and the property of WBSP (Definition 11.10), we obtain

that with probability 0.995,

(1− ε1)∥x∗(t)∥2S0,w′ ≤ ∥x∗(t)∥2S,w ≤ (1 + ε1)∥x∗(t)∥2S0,w′ .

Combining with Eq. (11.12), we conclude that

∥x∗∥2S,w ∈ [1− ε1, 1 + ε1] · ∥x∗∥2S0,w′

∈ [(1− ε0)(1− ε1), (1 + ε0)(1 + ε1)] · ∥x∗∥2T
∈ [1− ε, 1 + ε] · ∥x∗∥2T ,

where the second step follows from Eq. (11.12) and the last stpe follows by taking

ε0 = ε1 = ε/4.

The overall success probability follows by taking union bound over the two

steps and taking ρ0 = 0.001. The running time of Algorithm 57 follows from Claim 11.45.

And the furthermore part follows from Claim 11.46.

The proof of the lemma is then completed.

Claim 11.45 (Running time of Procedure FastDistill1D in Algorithm 57). Pro-

cedure FastDistill1D in Algorithm 57 runs in

O(ε−2kω+1)

time.

Proof. First, it is easy to see that Procedure WeightedSketch takesO(ε−2k log(k))-

time.

By Theorem 11.35 with |D| = O(ε−2k log(k)), d = k, we have that the running

time of Procedure RandBSS+ is

O
(
k2 · ε−2k log(k) + ε−2k3 log

(
ε−2k log(k)

)
+ ε−2kω+1

)

= O
(
ε−2kω+1

)
.
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Hence, the total running time of Algorithm 57 is O (ε−2kω+1).

Claim 11.46 (Preserve the energy of noise). Let (S,w) be the outputs of Algorithm 57.

Then, we have that

∥g(t)∥2S,w ≲ ∥g(t)∥2T ,

holds with probability 0.99.

Proof. For the convenient, in the proof, we use time duration [−T, T ]. Algorithm 57

has two stages of sampling.

In the first stage, Procedure WeightedSketch samples a set S0 = {t′1, . . . , t′s0}
of i.i.d. samples from the distribution D, and a weight vector w′. Then, we have

E
[
∥g(t)∥2S0,w′

]
= E

[ s0∑

i=1

w′i|g(t′i)|2
]

=

s0∑

i=1

Et′i∼D[w
′
i|g(t′i)|2]

=

s0∑

i=1

Et′i∼D
[ 2

Ts0D(t′i)
|g(t′i)|2

]

=

s0∑

i=1

Et′i∼Uniform([−T,T])[s
−1
0 |g(t′i)|2]

= Et∼Uniform([−T,T])[|g(t)|2]

= ∥g(t)∥2T

where the first step follows from the definition of the norm, the third step follows from

the definition of wi, the forth step follows from Et∼D0(t)[
D1(t)
D0(t)

f(t)] = Et∼D1(t) f(t).

In the second stage, let P denote the Procedure RandBSS+. With high

probability, P is a ε-WBSP (Definition 11.10). By the Definition 11.10, each sample

ti ∼ Di(t) and wi = αi · D
′(ti)

Di(ti)
in every iteration i ∈ [s], where

∑s
i=1 αi ≤ 5/4 and
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D′(t) =
w′

t∑
t′∈S0

w′
t′
. As a result,

EP [∥g(t)∥2S,w] = EP
[ s∑

i=1

wi|g(ti)|2
]

=
s∑

i=1

Eti∼Di(ti)[wi|g(ti)|2]

=
s∑

i=1

Eti∼Di(ti)

[
αi ·

D′(ti)

Di(ti)
|g(ti)|2

]

=
s∑

i=1

Eti∼D′(ti)[αi|g(ti)|2]

≤ sup
P
{

s∑

i=1

αi}Et∼D′(t)[|g(t)|2]

= sup
P
{

s∑

i=1

αi}∥g(t)∥2S0,w′ · (
∑

t′∈S0

w′t′)
−1

≲ ρ−1 · ∥g(t)∥2S0,w′ .

where the first step follows from the definition of the norm, the third step follows

from wi = αi · D
′(ti)

Di(ti)
, the forth step follows from Et∼D0(t)

D1(t)
D0(t)

f(t) = Et∼D1(t) f(t), the

sixth step follows from D′(t) =
w′

t∑
t′∈S0

w′
t′

and the definition of the norm, the last step

follows from
∑s

i=1 αi ≤ 5/4 and (
∑

t′∈S0
w′t′)

−1 = O(ρ−1) with probability at least

1− ρ/2.

Hence, combining the two stages together, we have

E
[
EP [∥g(t)∥2S,w]

]
≲ ρ−1 · E

[
∥g(t)∥2S0,w′

]
= ρ−1 · ∥g∥2T .

And by Markov inequality and union bound, we have

Pr
[
∥g(t)∥2S,w ≲ ρ−2∥g(t)∥2T

]
≤ 1− ρ.

11.8.1.1 Sharper bound for the energy of orthogonal part of noise

In this section, we give a sharper analysis for the energy of g⊥ on the sketch,

which is the orthogonal projection of g to the space F. More specifically, we can
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decompose an arbitrary function g into g∥+g⊥, where g∥ ∈ F and
∫
[0,T ]

h(t)g⊥(t)dt = 0

for all h ∈ F. The motivation of considering g⊥ is that g∥ is also a Fourier sparse

signal and its energy will not be amplified in the Signal Estimation problem. And

the nontrivial part is to avoid the blowup of the energy of g⊥, which is shown in the

following lemma:

Lemma 11.47 (Preserving the orthogonal energy). Let F be an m-dimensional linear

function family with an orthonormal basis {v1, . . . , vm} with respect to a distribution

D. Let P be the ε-WBSP that generate a sample set S = {t1, . . . , ts} and coefficients

α ∈ Rs
>0, where each ti is sampled from distribution Di for i ∈ [s]. Define the weight

vector w ∈ Rs be such that wi := αi
D(ti)
Di(ti)

for i ∈ [s].

For any noise function g(t) that is orthogonal to F with respect to D, the

following property holds with probability 0.99:

m∑

i=1

|⟨g, vi⟩S,w|2 ≲ ε∥g∥2D,

where ⟨g, v⟩S,w :=
∑s

j=1wjv(tj)g(tj).

Remark 11.6. We note that this lemma works for both continuous and discrete signals.

Remark 11.7. |⟨g, vi⟩S,w|2 corresponds to the energy of g on the sketch points in S.

On the other hand, if we consider the energy on the whole time domain, we have

⟨g, vi⟩ = 0 for all i ∈ [m]. The above lemma indicates that this part of energy could

be amplified by at most O(ε), as long as the sketch comes from a WBSP.
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Proof. We can upper-bound the expectation of
∑m

i=1 |⟨g, vi⟩S,w|2 as follows:

E
[ m∑

i=1

|⟨g, vi⟩S,w|2
]
= ED1,...,Ds

[
∥w∥21

m∑

i=1

∣∣Et∼D′ [vj(t)g(t)]
∣∣2
]

= ED1,...,Ds

[ m∑

i=1

∣∣
s∑

j=1

wjvi(tj)g(tj)]
∣∣2
]

=
m∑

i=1

ED1,...,Ds

[∣∣
s∑

j=1

wjvi(tj)g(tj)
∣∣2
]

=
m∑

i=1

ED1,...,Ds

[ s∑

j=1

w2
j |vi(tj)|2|g(tj)|2

]

=
s∑

j=1

EDj

[ m∑

i=1

wj|vi(tj)|2 · wj|g(tj)|2
]

≤
s∑

j=1

sup
t∈Dj

{
wj

m∑

i=1

|vi(t)|2
}
· EDj

[wj|g(tj)|2],

where the first step follows from Fact 11.48, the second step follows from the definition

of D′, the third follows from the linearity of expectation, the forth step follows from

Fact 11.49, the last step follows by pulling out the maximum value of wj
∑k

i=1 |vi(t)|2

from the expectation.

Next, we consider the first term:

sup
t∈Dj

{
wj

m∑

i=1

|vi(t)|2
}
= sup

t∈Dj

{
αj
D(t)

Dj(t)

m∑

i=1

|vi(t)|2
}

= αj sup
t∈Dj

{ D(t)

Dj(t)
sup
h∈F

{ |h(t)|2
∥h∥2D

}}

= αjKIS,Dj
.

where the first step follows from the definition of wj, the second step follows from

Fact 11.50 that sup
h∈F
{ |h(tj)|2∥h∥2D

} =∑k
i=1 |vi(tj)|2, the last step follows from the definition

of KIS,Dj
(Eq. (11.3)).

Then, we bound the last term:

EDj
[wj|g(tj)|2] = E

tj∼Dj

[
αj
D(tj)

Dj(tj)
|g(tj)|2

]
= αj E

tj∼D
[|g(tj)|2] = αj∥g∥2D.
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Combining the two terms together, we have

E
[ m∑

i=1

|⟨g, vi⟩S,w|2
]
≤

s∑

j=1

(αjKIS,Dj
· αj∥g∥2D)

≤
( s∑

j=1

αj

)
·max
j∈[s]
{αjKIS,Dj

} · ∥g∥2D

≤ ε∥g∥2D.

where the last step follows from P being a ε-WBSP (Definition 11.10), which implies

that
∑s

j=1 αj =
5
4

and αjKIS,Dj
≤ ε/2 for all j ∈ [s].

Finally, by Markov’s inequality, we have that
m∑

i=1

|⟨g, vi⟩S,w|2 ≲ ε∥g∥2D

holds with probability 0.99.

Fact 11.48.
m∑

i=1

|⟨g, vi⟩S,w|2 = ∥w∥21 ·
m∑

i=1

∣∣∣Et∼D′ [vi(t)g(t)]
∣∣∣
2

,

where D′ is a distribution defined by D′(ti) := wi

∥w∥1 for i ∈ [s].

Proof. We have:
m∑

i=1

|⟨g, vi⟩S,w|2 =
m∑

i=1

∣∣∣
s∑

j=1

wjvi(tj)g(tj)
∣∣∣
2

=
m∑

i=1

∣∣∣
s∑

j=1

wjvi(tj)g(tj)∑s
j′=1wj′

∣∣∣
2

·
( s∑

j′=1

wj′
)2

=
( s∑

j′=1

wj′
)2
·
m∑

i=1

∣∣∣Et∼D′ [vi(t)g(t)]
∣∣∣
2

.

Fact 11.49. For any i ∈ [m], we have

ED1,...,Ds

[∣∣
s∑

j=1

wjvi(tj)g(tj)
∣∣2
]
= ED1,...,Ds

[ m∑

j=1

w2
j |vi(tj)|2|g(tj)|2

]
.
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Proof. We first show that for any i ∈ [m] and j ∈ [s],

E
tj∼Dj

[wjvi(tj)g(tj)] = E
tj∼Dj

[αj
D(tj)

Dj(tj)
vi(tj)g(tj)]

= αj E
tj∼D

[vi(tj)g(tj)]

= 0. (11.13)

where the first step follows from the definition of wi, the third step follows from g(t)

is orthonormal with vi(t) for any i ∈ [k].

Then, we can expand LHS as follows:

ED1,...,Ds

[∣∣
s∑

j=1

wjvi(tj)g(tj)
∣∣2
]

= ED1,...,Ds

[( s∑

j=1

wjvi(tj)g(tj)
)∗( s∑

j=1

wjvi(tj)g(tj)
)]

= ED1,...,Ds

[ s∑

j,j′=1

wjwj′vi(tj)g(tj)vi(tj′)g(tj′)
]

=
s∑

j,j′=1

ED1,...,Ds [wjwj′vi(tj)g(tj)vi(tj′)g(tj′)]

=
s∑

j=1

E[w2
j |vi(tj)|2|g(tj)|2] +

∑

1≤j<j′≤s

2ℜED1,...,Dj
[wjwj′vi(tj)g(tj)vi(tj′)g(tj′)]

= RHS +
∑

1≤j<j′≤s

2ℜED1,...,Dj

[
wjvi(tj)g(tj)EDj+1,...,Dj′

[wj′vi(tj′)g(tj′)]
]

= RHS +
∑

1≤j<j′≤s

2ℜED1,...,Dj
[wjvi(tj)g(tj) · 0]

= RHS,

where the third step follows from the linearity of expectation, the fifth step follows

from tj only depends on t1, . . . , tj−1, and the sixth step follows from Eq. (11.13).

Fact 11.50. Let {v1, . . . , vk} be an orthonormal basis of F with respect to the distri-

bution D. Then, we have

sup
h∈F

{ |h(t)|2
∥h∥2D

}
=

k∑

i=1

|vi(t)|2
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Proof. Then,

sup
h∈F

{ |h(t)|2
∥h∥2D

}
= sup

a∈Ck

{ |∑k
i=1 aivi(t)|2
∥a∥22

}

= sup
a∈Ck:∥a∥2=1

∣∣∣
k∑

i=1

aivi(t)
∣∣∣
2

=
k∑

i=1

|vi(t)|2,

where the first step follows from each h ∈ F can be expanded as h =
∑k

i=1 aivi

and ∥h(t)∥2D = ∥a∥22 (Fact 11.14), the second step follows from the Cauchy-Schwartz

inequality and taking a = v(t)
∥v(t)∥2 .

11.8.2 Sketch distillation for high-dimensional signals

The goal of this section is to prove Lemma 11.51, which can reduce the sketch

size of Lemma 11.29 for high-dimensional signals.

Lemma 11.51 (Distillation for high-dimensional signal). Given f1, f2, · · · , fk ∈ Rd.

Let x∗(t) =
∑k

j=1 vje
2πi⟨fj ,t⟩ for t ∈ [0, T ]d. Let η = mini ̸=j ∥fj − fi∥∞. For any

accuracy parameter ε ∈ (0, 1), there is an algorithm DistillHD (Algorithm 58) that

runs in Õ(ε−2kO(d))-time and outputs a set S ⊂ [0, T ]d of size s = O(k/ε2) and a

weight vector w ∈ Rs
≥0 such that

(1− ε)∥x∗∥T ≤ ∥x∗∥S,w ≤ (1 + ε)∥x∗∥T

holds with probability 0.99.

Furthermore, for any noise function g(t), with high probability, it holds that

∥g∥S,w ≲ ∥g∥T .

Proof. First, we randomly and uniformly sample a set S0 of s0 = O(ε−20 kO(d) log(1/(ρ0ε0)))

real number in [0, T ]d, where ε0, ρ0 are parameters to be chosen later.
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By Lemma 11.29, we know that those points are good sketch of the high-

dimensional signal and can preserve the norm with a large probability. More precisely,

with probability 1− ρ0,

(1− ε0)∥x∗∥2T ≤ ∥x∗∥2S0
≤ (1 + ε0)∥x∗∥2T . (11.14)

Then, we will select s = O(k) real number from S0 and output s correspond-

ing weight w1, w2, · · · , ws by applying the Procedure RandBSS+ with setting the

following parameter: replacing d by k, ε by ε21, D by Uniform(S0), and F by

F =
{
f(t) =

k∑

j=1

vj exp(2πi⟨fj, t⟩)
∣∣ vj ∈ C

}
.

Then, by Theorem 11.35 and the property of WBSP (Definition 11.10), we obtain

that with probability 0.995,

(1− ε1)∥x∗∥2S0
≤ ∥x∗∥2S,w ≤ (1 + ε1)∥x∗∥2S0

.

Combining with Eq. (11.14), we conclude that

∥x∗∥2S,w ∈ [1− ε1, 1 + ε1] · ∥x∗∥2S0

∈ [(1− ε0)(1− ε1), (1 + ε0)(1 + ε1)] · ∥x∗∥2T
∈ [1− ε, 1 + ε] · ∥x∗∥2T ,

where the second step follows from Eq. (11.14), and the last step follows from ε0 =

ε1 = ε/4.

The running time of Algorithm 58 follows from Claim 11.52 and the suc-

cess probability follows from setting ρ0 = 0.001. The furthermore part follows from

Claim 11.53.

The lemma is then proved.
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Claim 11.52 (Running time of Procedure DistillHD in Algorithm 58). Procedure

DistillHD in Algorithm 58 runs in time

O
(
ε−2kO(d) log(1/ε)

)
.

Proof. The first step of sampling S0 takes O(ε−2kO(d) log(1/ε))-time.

Then, by Theorem 11.35 with |D| = O(ε−2kO(d) log(1/ε)), d = k, we have that

the running time of RandBSS+ is

O
(
k2 · ε−2kO(d) log(1/ε) + ε−2k3 log

(
ε−2kO(d) log(1/ε)

)
+ ε−2kω+1

)

= O
(
ε−2kO(d) log3(k) log(1/ε)

)
.

Hence, the total running time of Algorithm 58 is O
(
ε−2kO(d) log3(k) log(1/ε)

)
.

Claim 11.53 (Preserve the energy of noise (high Dimension)). Let (S,w) be the

outputs of Algorithm 58. Then, for any function g(t),

∥g(t)∥2S,w ≲ ρ−2∥g(t)∥2T ,

holds with probability 1− ρ.

Proof. Let P denote the Procedure ImportantSampling(k, ε, ρ, F, T,B). Because

P is a ε-well-balanced sampling procedure (Definition 11.10). By the Definition 11.10,

we have that ti ∼ Di(t) and wi = αi · D(ti)
Di(ti)

in every iteration i ∈ [s], where
∑s

i=1 αi ≤
5/4, D(t) = Uniform(S0).
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As a result,

EP [∥g(t)∥2S,w] = EP [
s∑

i=1

wi|g(ti)|2]

=
s∑

i=1

Eti∼Di(ti)[wi|g(ti)|2]

=
s∑

i=1

Eti∼Di(ti)[αi ·
D(ti)

Di(ti)
|g(ti)|2]

=
s∑

i=1

Eti∼D(ti)[αi|g(ti)|2]

≤ sup
P
{

s∑

i=1

αi}Et∼D(t)[|g(t)|2]

= sup
P
{

s∑

i=1

αi}∥g(t)∥2S0

≤ 2∥g(t)∥2S0
.

where the first step follows from the definition of the norm, the third step follows

from wi = αi · D(ti)
Di(ti)

, the forth step follows from Et∼D0(t)
D1(t)
D0(t)

f(t) = Et∼D1(t) f(t), the

sixth step follows from D(t) = Uniform(S0) and the definition of the norm, the last

step follows from
∑s

i=1 αi ≤ 5/4.

Moreover,

ES0 [∥g(t)∥2S0
] = Et∼Uniform([0,T ]) |g(t)|2

= ∥g(t)∥2T

So, by Markov’s inequality,

Pr[∥g(t)∥2S,w ≤ ∥g(t)∥2S0
/ε0] ≥ 1− ε0/2,

and

Pr[∥g(t)∥2S0
≤ ∥g(t)∥2T/ε1] ≥ 1− ε1.
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Then, with probability at least (1− ε0/2)(1− ε1) holds,

∥g(t)∥2S,w ≤ ∥g(t)∥2S0
/ε0 ≤ ∥g(t)∥2T/(ε0ε1).

Set ε0 = ρ/10, ε1 = ρ/10, we have that,

∥g(t)∥2S,w ≲ ∥g(t)∥2T/ρ2,

holds with probability 1− ρ.

11.8.3 Sketch distillation for discrete signals

The goal of this section is to prove Lemma 11.54, which can reduce the sketch

size of Lemma 11.31 for discrete signals in any dimension.

Lemma 11.54 (Distillation for discrete signal). For any d ≥ 1, let n = pd for some

positive integer p. Let x∗ ∈ C[p]d, such that supp(x̂∗) ⊂ [p]d and |supp(x̂∗)| = k. For

any accuracy parameter ε ∈ (0, 0.1), there is an algorithm (Algorithm 59) that runs

in O(ε−2kω+1)-time and outputs a set S ⊂ [n] of size s = O(k/ε2) and a weight vector

w ∈ Rs
≥0 such that,

(1− ε)∥x∗∥2 ≤ n∥x∗∥S,w ≤ (1 + ε)∥x∗∥2

holds with probability 0.99.

Proof. For the convenient, in the proof, we use x to denote the x∗.

First, we randomly pick up a set S0 = {t1, · · · , ts0} of s0 = O(ε−2k log(k/ρ))

i.i.d. samples from Uniform([n]), where ε0, ρ0 are parameters to be chosen later.

By Lemma 11.31, with probability 1− ρ0,

(1− ε0)∥x∥22 ≤ n∥x∥2S0
≤ (1 + ε0)∥x∥22. (11.15)
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Then, we will select s = O(k/ε21) elements from S0 and output the correspond-

ing weights w1, w2, · · · , ws by applying Procedure RandBSS+ with the following

parameter: replacing d by k, ε by ε21, and D by Uniform(S0).

By Theorem 11.35 and Definition 11.10, we obtain that with probability 0.995,

(1− ε1)∥x∥2S,w ≤ ∥x∥2S0
≤ (1 + ε1)∥x∥2S,w.

Combining with Eq. (11.15), we conclude that

∥x∥2S,w ∈ [1− ε1, 1 + ε1] · ∥x∥2S0

∈ [(1− ε0)(1− ε1), (1 + ε0)(1 + ε1)] · ∥x∥22/n

∈ [1− ε, 1 + ε] · ∥x∥22/n,

where the second step follows from Eq. (11.15), and the last step follows by taking

ε0 = ε1 = ε/4.

By taking ρ = 0.001, we get that the overall success probability is at least

0.99.

Regarding the running time, if d = 1, we run Procedure DistillDisc in Al-

gorithm 59, whose runtime follows from Claim 11.55. And if d > 1, we run Procedure

DistillDiscHD in Algorithm 59, whose runtime follows from Claim 11.56.

The lemma is then proved.

Claim 11.55 (Running time of Procedure DistillDisc in Algorithm 59). Procedure

DistillDisc in Algorithm 59 runs in

O
(
ε−2kω+1

)

time.

Proof. The first step of sampling S0 takes O(ε−2k log(k))-time.
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Then, by Theorem 11.35 with |D| = O(ε−2k log(k)), d = k, we have that the

running time of RandBSS+ is

O
(
k2 · ε−2k log(k) + ε−2k3 log

(
ε−2k log(k)

)
+ ε−2kω+1

)

= O
(
ε−2kω+1

)
.

Hence, the total running time is O (ε−2kω+1).

Claim 11.56 (Running time of Procedure DistillDiscHD in Algorithm 59). Pro-

cedure DistillDiscHD in Algorithm 59 runs in

O
(
ε−2kω+1 + ε−2dkω−1 log k

)

time.

Proof. The first step of sampling S0 takes O(ε−2k log(k)d)-time.

Then, we need to implement the function family

F = {f(t) =
k∑

j=1

vj exp(2πi⟨fj, t⟩/p)|vj ∈ C}.

Naively, for each f ∈ F, it takes O(d)-time per evaluation. We observe that in

the distribution sent to RandBSS+ is Uniform(S0), which is discrete with support

size s0 = |S0|. And in Procedure RandBSS+, we only need to find an orthonormal

basis for F with respect to this distribution, which is equivalent to orthogonalize the

columns of the matrix defined at Line 11. To compute the matrix F, we need to

multiply an s0-by-d matrix with a d-by-k matrix. By fast matrix multiplication, by

Fact 11.7, it takes

Tmat(k, d, s0) =

{
O(ε−2kω log k) if d ≤ k,

O(ε−2dkω−1 log k) if d > k.
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For Procedure RandBSS+, by Theorem 11.35 with |D| = O(ε−2k log(k)),

d = k, we have that the running time of RandBSS+ is

O
(
k2 · ε−2k log(k) + ε−2k3 log

(
ε−2k log(k)

)
+ ε−2kω+1

)

= O
(
ε−2kω+1

)
.

Hence, the total running time of the procedure is

O
(
ε−2dk log(k) + ε−2kω+1 + Tmat(k, d, s0)

)
= O

(
ε−2kω+1 + ε−2dkω−1 log k

)
.

11.9 One-Dimensional Signal Estimation

In this section, we apply the tools developed in previous sections to show

two efficient reductions from Frequency Estimation to Signal Estimation for one-

dimensional semi-continuous Fourier signals. The first reduction in Section 11.9.1 is

optimal in sample complexity, which takes linear number of samples from the signal

but only achieves constant accuracy. The section reduction in Section 11.9.2 takes

nearly-linear number of samples but can achieve very high-accuracy (i.e., (1 + ε)-

estimation error).

11.9.1 Sample-optimal reduction

The main theorem of this section is Theorem 11.57. The optimal sample

complexity is achieved via the sketch distillation in Lemma 11.44.

Theorem 11.57 (Sample-optimal algorithm for one-dimensional Signal Estimation).

For η ∈ R, let Λ(B) ⊂ R denote the lattice Λ(B) = {cη | c ∈ Z}. Suppose that

f1, f2, · · · , fk ∈ Λ(B). Let x∗(t) =
∑k

j=1 vj exp(2πifjt), and let g(t) denote the noise.

Given observations of the form x(t) = x∗(t)+g(t), t ∈ [0, T ]. Let η = mini ̸=j |fj−fi|.

Given D, η ∈ R+. Suppose that there is an algorithm FreqEst that
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• takes Sfreq samples,

• runs in Tfreq-time, and

• outputs a set L of frequencies such that with probability 0.99, the following

condition holds:

∀i ∈ [k], ∃f ′i ∈ L s.t. |fi − f ′i | ≤
D

T
.

Then, there is an algorithm (Algorithm 60) such that

• takes O(k̃ + Sfreq) samples

• runs O(k̃ω+1 + Tfreq) time,

• outputs y(t) =
∑k̃

j=1 v
′
j · exp(2πif ′jt) with k̃ = O(|L|(1 + D/(Tη))) such that

with probability at least 0.9, we have

∥y(t)− x(t)∥2T ≲ ∥g(t)∥2T .

Proof. First, we recover the frequencies by utilizing the algorithm FreqEst. Let L

be the set of frequencies output by the algorithm FreqEst(x, k,D, T, F,B).

We define L̃ as follows:

L̃ :=
{
f̃ ∈ Λ(B) | ∃f ′ ∈ L, |f ′ − f̃ | < D/T

}
.

We use k̃ to denote the size of set L̃. And we use f̃1, f̃2, · · · , f̃k̃ to denote the frequen-

cies in the set L̃. It is easy to see that

k̃ ≤ |L|(1 +D/(Tη)).

Next, we focus on recovering magnitude v′ ∈ Ck̃. First we run Procedure

FastDistill1D in Algorithm 57 and obtain a set S = {t1, t2, · · · , ts} ⊂ [0, T ] of size

s = O(k̃) and a weight vector w ∈ Rs
>0. Then, we sample the signal at t1, . . . , ts and
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let x(t1), . . . , x(ts) be the samples. Consider the following weighted linear regression

problem:

min
v′∈Ck̃

∥∥√w ◦ (Av′ − b)
∥∥
2
, (11.16)

where
√
w := (

√
w1, . . . ,

√
ws), and the coefficients matrix A ∈ Cs×k̃ and the target

vector b ∈ Cs are defined as follows:

A :=




exp(2πif̃1t1) exp(2πif̃2t1) · · · exp(2πif̃k̃t1)

exp(2πif̃1t2) exp(2πif̃2t2) · · · exp(2πif̃k̃t2)
...

... . . . ...
exp(2πif̃1ts) exp(2πif̃2ts) · · · exp(2πif̃k̃ts)


 and b :=




x(t1)
x(t2)

...
x(ts)




Then, we output a signal

y(t) =
k̃∑

j=1

v′j · exp(2πif̃jt),

where v′ is an optimal solution of Eq. (11.16).

The running time follows from Lemma 11.58. And the estimation error guar-

antee ∥y(t)− x(t)∥T ≲ ∥g(t)∥T follows from Lemma 11.59.

The theorem is then proved.

Lemma 11.58 (Running time of Algorithm 60). Algorithm 60 takes O(k̃ω+1)-time,

giving the output of Procedure FreqEst.

Proof. At Line 5, we run Procedure FastDistill1D, which takes O(k̃ω+1)-time by

Lemma 11.44.

At Line 8, we solve the weighted linear regression, which takes

O(sk̃ω−1) = O(k̃ω)

time by Fact 11.8.

Thus, the total running time is O(k̃ω+1).
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Lemma 11.59 (Estimation error of Algorithm 60). Let y(t) be the output signal of

Algorithm 60. With high probability, we have

∥y(t)− x(t)∥T ≲ ∥g(t)∥T .

Proof. We have

∥y(t)− x(t)∥T ≤ ∥y(t)− x∗(t)∥T + ∥g(t)∥T
≤ (1 + ε)∥y(t)− x∗(t)∥S,w + ∥g(t)∥T
≤ (1 + ε)∥y(t)− x(t)∥S,w + (1 + ε)∥g(t)∥S,w + ∥g(t)∥T
≤ (1 + ε)∥x∗(t)− x(t)∥S,w + (1 + ε)∥g(t)∥S,w + ∥g(t)∥T
≲ ∥x∗(t)− x(t)∥S,w + ∥g(t)∥T
≲ ∥x∗(t)− x(t)∥T + ∥g(t)∥T
≲ ∥g(t)∥T , (11.17)

where the first step follows from triangle inequality, the second step follows from

Lemma 11.44 with 0.99 probability, the third step follows from triangle inequality,

the forth step follows from y(t) is the optimal solution of the linear system, the fifth

step follows from Claim 11.46, the sixth step follows from Lemma 11.44, and the last

step follows from the definition of g(t).

11.9.2 High-accuracy reduction

In this section, we prove Theorem 11.60, which achieves (1 + ε)-estimation

error by a sharper bound on the energy of noise in Lemma 11.47.

Theorem 11.60 (High-accuracy algorithm for one-dimensional Signal Estimation).

For η ∈ R, let Λ(B) ⊂ R denote the lattice Λ(B) = {cη | c ∈ Z}. Suppose that

f1, f2, · · · , fk ∈ Λ(B). Let x∗(t) =
∑k

j=1 vj exp(2πifjt), and let g(t) denote the noise.

Given observations of the form x(t) = x∗(t)+g(t), t ∈ [0, T ]. Let η = mini ̸=j |fj−fi|.

Given D, η ∈ R+. Suppose that there is an algorithm FreqEst that
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• takes Sfreq samples,

• runs in Tfreq-time, and

• outputs a set L of frequencies such that, for each fi, there exists an f ′i ∈ L with

|fi − f ′i | ≤ D/T , holds with probability 0.99.

Then, there is an algorithm (Algorithm 61) such that

• takes O(ε−1k̃ log(k̃) + S) samples,

• runs O(ε−1k̃ω log(k̃) + T) time,

• outputs y(t) =
∑k̃

j=1 v
′
j · exp(2πif ′jt) with k̃ = O(|L|(1 + D/(Tη))) such that

with probability at least 0.9, we have

∥y(t)− x∗(t)∥2T ≤ (1 + ε)∥g(t)∥2T .

Remark 11.8. For simplicity, we state the constant failure probability. It is straight-

forward to get failure probability ρ by blowing up a log(1/ρ) factor in both samples

and running time.

Proof. Let L be the set of frequencies output by the Frequency Estimation algorithm

FreqEst. We have the guarantee that with probability 0.99, for each true frequency

fi, there exists an f ′i ∈ L with |fi− f ′i | ≤ D/T . Conditioning on this event, we define

a set L̃ as follows:

L̃ := {f ∈ Λ(B) | ∃f ′ ∈ L, |f ′ − f | < D/T}.

Since we assume that {f1, . . . , fk} ⊂ Λ(B), we have {f1, . . . , fk} ⊂ L̃. We use k̃ to

denote the size of set L̃, and we denote the frequencies in L̃ by f̃1, f̃2, · · · , f̃k̃.

Next, we need to recover magnitude v′ ∈ Ck̃.

We first run Procedure WeightedSketch in Algorithm 57 and obtain a set

S = {t1, t2, · · · , ts} ⊂ [0, T ] of size s = O(ε−2k̃ log(k̃)) and a weight vector w ∈
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Rs
>0. Then, we sample the signal at t1, . . . , ts and let x(t1), . . . , x(ts) be the samples.

Consider the following weighted linear regression problem:

min
v′∈Ck̃

∥∥√w ◦ (Av′ − b)
∥∥
2
, (11.18)

where
√
w := (

√
w1, . . . ,

√
ws), and the coefficients matrix A ∈ Cs×k̃ and the target

vector b ∈ Cs are defined as follows:

A :=




exp(2πif̃1t1) exp(2πif̃2t1) · · · exp(2πif̃k̃t1)

exp(2πif̃1t2) exp(2πif̃2t2) · · · exp(2πif̃k̃t2)
...

... . . . ...
exp(2πif̃1ts) exp(2πif̃2ts) · · · exp(2πif̃k̃ts)


 and b :=




x(t1)
x(t2)

...
x(ts)




Note that if v′ corresponds to the true coefficients v, then we have ∥√w◦(Av′−b)∥2 =
∥√w ◦ g(S)∥2 = ∥g∥S,w. Let v′ be the exact solution of the weighted linear regression

in Eq. (11.18), i.e.,

v′ := arg min
v′∈Ck̃

∥∥√w ◦ (Av′ − b)
∥∥ .

And we define the output signal to be:

y(t) :=
k̃∑

j=1

v′j · exp(2πif ′jt).

The estimation error guarantee ∥y(t)− x∗(t)∥T ≤ (1 + ε)∥g(t)∥T follows from

Lemma 11.62. The running time follows from Lemma 11.61.

The theorem is then proved.

Lemma 11.61 (Running time of Algorithm 61). Algorithm 61 takes O(ε−1k̃ω log(k̃))-

time, giving the output of Procedure FreqEst.

Proof. At Line 7, the regression solver takes

O(sk̃ω−1) = O(ε−1k̃ log(k̃) · k̃ω−1) = O(ε−1k̃ω log(k̃))

time. The remaining part of Algorithm 61 takes at most O(s)-time.
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Lemma 11.62 (Estimation error of Algorithm 61). Let y(t) be the output signal of

Algorithm 61. With high probability, we have

∥y(t)− x∗(t)∥T ≤ (1 + ε)∥g(t)∥T .

Proof. Let F be the family of signals with frequencies in L̃:

F =
{
h(t) =

k̃∑

j=1

vj · e2πif̃jt
∣∣ ∀vj ∈ C, j ∈ [k̃]

}
.

Suppose the dimension of F is m ≤ k. Let {u1, u2, · · · , um} be an orthonormal basis

of F, i.e.,

1

T

∫

[0,T ]

ui(t)uj(t)dt = 1i=j, ∀i, j ∈ [m],

On the other hand, since ui ∈ F, we can also expand these basis vectors in the Fourier

basis. Let V ∈ Cm×k̃ be an linear transformation13 such that

ui =
k̃∑

j=1

Vi,j · exp(2πif̃jt) ∀i ∈ [m].

Then, we have


exp(2πif̃1t)

...
exp(2πif̃k̃t)


 = V + ·



u1
...
um


 ,

where V + ∈ Ck̃×m is the pseudoinverse of V ; or equivalently, the i-th row of V +

contains the coefficients of expanding exp(2πif̃it) under {u1, . . . , um}. Define a linear

operator α : F → Cm such that for any h(t) =
∑k̃

j=1 vj exp(2πifjt),

α(h) := V + · v,

which gives the coefficients of h under the basis {u1, · · · , uk̃}.

13When m < k̃, V is not unique, and we take any one of such linear transformation.
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Define an s-by-m matrix B as follows:

B := A · V ⊤ =




u1(t1) u2(t1) · · · um(t1)
u1(t2) u2(t2) · · · um(t2)

...
... . . . ...

u1(ts) u2(ts) · · · um(ts)


 .

B = AV . It is easy to see that Im(B) = Im(A). Thus, solving Eq. (11.18) is

equivalent to solving:

min
z∈Cm
∥√w ◦ (Bz − b)∥2. (11.19)

Since y(t) is an solution of Eq. (11.18), we also know that α(y) is an solution of

Eq. (11.19).

For convenience, we define some notations. Let
√
W := diag(

√
w) and define

Bw :=
√
W ·B,

Xw :=
√
W ·

[
x(t1) x(t2) · · · x(ts)

]⊤

X∗w :=
√
W ·

[
x∗(t1) x∗(t2) · · · x∗(ts)

]⊤

By Fact 11.8, we know that the solution of the weighted linear regression Eq. (11.19)

has the following closed form:

α(y) = (B∗WB)−1B∗Wb = (B∗wBw)
−1B∗wXw. (11.20)

Then, consider the noise in the signal. Since g is an arbitrary noise, let g∥ be the

projection of g(x) to F and g⊥ = g − g∥ be the orthogonal part to F such that

g∥(t) ∈ F, and
∫

[0,T ]

g∥(t)g⊥(t)dt = 0.

Similarly, we also define

gw :=
√
W ·

[
g(t1) g(t2) · · · g(ts)

]⊤

g∥w :=
√
W ·

[
g∥(t1) g∥(t2) · · · , g∥(ts)

]⊤
,

g⊥w :=
√
W ·

[
g⊥(t1) g⊥(t2) · · · , g⊥(ts)

]⊤
.
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By Claim 11.63, the error can be decomposed into two terms:

∥y(t)− x∗(t)∥T ≤
∥∥(B∗wBw)

−1B∗w · g⊥w
∥∥
2
+
∥∥(B∗wBw)

−1B∗w · g∥w
∥∥
2
.

By Claim 11.65, we have

∥∥(B∗wBw)
−1B∗w · g⊥w

∥∥2
2
≲ ε

∥∥g⊥(t)
∥∥2
T
.

And by Claim 11.68, we have

∥∥(B∗wBw)
−1B∗w · g∥w

∥∥2
2
=
∥∥g∥
∥∥2
T
.

Combining them together (and re-scaling ε be an constant factor), we have that

∥y(t)− x∗(t)∥T ≤ ∥g∥∥T +
√
ε∥g⊥∥T .

Since ∥g∥∥2T + ∥g⊥∥2T = ∥g∥2T , by Cauchy–Schwarz inequality, we have that

(∥g∥∥T +
√
ε∥g⊥∥T )2 ≤ (∥g∥∥2T + ∥g⊥∥2T ) · (1 + ε) = (1 + ε) · ∥g∥2T .

That is,

∥y(t)− x∗(t)∥2T ≤ (1 + ε)∥g(t)∥2T .

Claim 11.63 (Error decomposition).

∥y(t)− x∗(t)∥T ≤
∥∥(B∗wBw)

−1B∗w · g⊥w
∥∥
2
+
∥∥(B∗wBw)

−1B∗w · g∥w
∥∥
2
.

Proof. Since y, x∗ ∈ F and {u1, . . . , uk̃} is an orthonormal basis, we have ∥y−x∗∥T =

∥α(y) − α(x∗)∥2. Furthermore, by Eq. (11.20), we have α(y) = (B∗wBw)
−1B∗w · Xw.

And by Fact 11.64, since x∗ ∈ F, we have α(x∗) = (B∗wBw)
−1B∗w ·X∗w.
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Thus, we have

∥α(y)− α(x∗)∥2 = ∥(B∗wBw)
−1B∗w · (Xw −X∗w)∥2

= ∥(B∗wBw)
−1B∗w · gw∥2

= ∥(B∗wBw)
−1B∗w · (g⊥w + g∥w)∥2

≤ ∥(B∗wBw)
−1B∗w · g⊥w∥2 + ∥(B∗wBw)

−1B∗w · g∥w∥2

where the second step follows from the definition of gw, the forth step follows from

gw = g∥ + g⊥, and the last step follows from triangle inequality.

Hence, we get that ∥y(t) − x∗(t)∥T ≤ ∥(B∗wBw)
−1B∗w · g⊥w∥2 + ∥(B∗wBw)

−1B∗w ·
g
∥
w∥2.

Fact 11.64. For any h ∈ F,

α(h) = (B∗wBw)
−1B∗w · hw,

where hw =
√
W
[
h(t1) · · · h(ts)

]⊤.

Proof. Suppose h(t) =
∑k̃

j=1 vj exp(2πif̃jt). We have

Bwα(h) =
√
WB · α(h)

=
√
WB · (V +v)

= hw,

where the second step follows from V + is a change of coordinates.

Hence, by the Moore-Penrose inverse, we have

α(h) = B†whw = (B∗wBw)
−1B∗whw.

Claim 11.65 (Bound the first term). The following holds with high probability:

∥∥(B∗wBw)
−1B∗w · g⊥w

∥∥2
2
≲ ε

∥∥g⊥(t)
∥∥2
T
.
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Proof. By Lemma 11.28, with high probability, we have

(1− ε)∥x∥T ≤ ∥x∥S,w ≤ (1 + ε)∥x∥T ,

where (S,w) is the output of Procedure WeightedSketch. Conditioned on this

event, by Lemma 11.15,

λ(B∗wBw) ∈ [1− ε, 1 + ε],

since Bw is the same as the matrix A in the lemma.

Hence,

∥(B∗wBw)
−1B∗w · g⊥w∥22 ≤ λmax((B

∗
wBw)

−1)2 · ∥B∗w · g⊥w∥22
≤ (1− ε)−2∥B∗w · g⊥w∥22
≲ ε∥g⊥(t)∥2T

where the second step follows from λmax((B
∗
wBw)

−1) ≤ (1 − ε)−1, and the third step

follows from Lemma 11.47 and Corollary 11.67.

Lemma 11.66 (Lemma 6.2 of [CP19a]). There exists a universal constant C1 such

that given any distribution D′ with the same support of D and any ε > 0, the random

sampling procedure with m = C1(KD′ log d + ε−1KD′) i.i.d. random samples from D′

and coefficients α1 = · · · = αm = 1/m is an ε-well-balanced sampling procedure.

Corollary 11.67. Procedure WeightedSketch in Algorithm 57 is a ε-WBSP (Def-

inition 11.10).

Claim 11.68 (Bound the second term).
∥∥(B∗wBw)

−1B∗w · g∥w
∥∥2
2
=
∥∥g∥
∥∥2
T
.

Proof.

∥(B∗wBw)
−1B∗w · g∥w∥22 = ∥α(g∥)∥22 =∥g∥∥2T ,

where the first step follows from Fact 11.64 and g∥ ∈ F, the second step follows from

the definition of α.
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11.10 High-dimensional Signal Estimation

In this section, we show a sample-optimal reduction from Frequency Esti-

mation to Signal Estimation for high-dimensional signals in Section 11.10.1, which

generalize Theorem 11.57. The key difference is that in high dimensions, we need to

upper-bound the number of lattice points within a d-dimensional sphere, which turns

out to be related to the output signal’s Fourier sparsity, and the results are given in

Section 11.10.2.

11.10.1 Sample-optimal reduction

Theorem 11.69 (Sample-optimal algorithm for high dimension Signal Estimation).

Given a basis B of m known vectors b1, b2, · · · bm ∈ Rd, let Λ(B) ⊂ Rd denote the

lattice

Λ(B) =
{
z ∈ Rd : z =

m∑

i=1

cibi, ci ∈ Z,∀i ∈ [m]
}

Suppose that f1, f2, · · · , fk ∈ Λ(B). Let x∗(t) =
∑k

j=1 vje
2πi⟨fj ,t⟩ and let g(t) denote

the noise. Given observations of the form x(t) = x∗(t) + g(t), t ∈ [0, T ]d. Let

η = mini ̸=j ∥fj − fi∥∞.

Given D, η ∈ R+. Suppose that there is an algorithm FreqEst that

• takes Sfreq samples,

• runs in Tfreq-time,

• outputs a set L of frequencies such that with probability 0.99, the following

condition holds:

∀i ∈ [k], ∃f ′i ∈ L s.t. ∥fi − f ′i∥2 ≤
D

T
.

Then, there is an algorithm that
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• takes O(k̃ + Sfreq) samples

• runs in O(k̃O(d) + Tfreq) time,

• output y(t) =
∑k̃

j=1 v
′
j · exp(2πi⟨f ′j, t⟩) with k̃ ≤ |L| · (D/T +

√
m∥B∥)m · πm/2

(m/2)!
·

1
| det(B)| such that with probability 0.9, we have

∫

[0,T ]d
|y(t)− x(t)|2dt ≲

∫

[0,T ]d
|g(t)|2dt.

Proof. The algorithm is almost the same as Algorithm 60. First, we recover the

frequencies by calling Procedure FreqEst(x, k, d, T, F,B). Let L be the set of fre-

quencies output by the algorithm.

We define L̃ as follows:

L̃ := {f ∈ Λ(B) | ∃f ′ ∈ L, ∥f ′ − f∥2 < D/T}.

We use k̃ to denote the size of set L̃. We use f ′1, f ′2, · · · , f ′k̃ to denote the frequencies

in the set L̃. By applying Lemma 11.70, we have that

k̃ ≤ |L| · (D/T +
√
m∥B∥)m · πm/2

(m/2)!
· 1

| det(B)| .

Next, we focus on recovering magnitude v′ ∈ Ck̃. We run Procedure DistillHD

in Algorithm 58 and obtain a set S = {t1, t2, · · · , ts} of s = O(k̃) samples in the du-

ration [0, T ]d, and a weight vector w ∈ Rs.

Then, we consider the following weighted linear regression problem

min
v′∈Ck̃

∥√w ◦ (Av′ − b)∥2,

where A ∈ Cs×k̃ and b ∈ Cs are defined as follows:

A :=



exp(2πi⟨f̃1, t1⟩) · · · exp(2πi⟨f̃k̃, t1⟩)

... . . . ...
exp(2πi⟨f̃1, ts⟩) · · · exp(2πi⟨f̃k̃, ts⟩)


 and b :=



x(t1)

...
x(ts)
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Let v′ be an optimal solution of the regression and we output the signal

y(t) :=
k̃∑

j=1

v′j · exp(2πi⟨f ′j, t⟩).

Finally, we prove that ∥y(t) − x(t)∥T ≲ ∥g(t)∥T , holds with a large constant

probability.

∥y(t)− x(t)∥T ≤ ∥y(t)− x∗(t)∥T + ∥g(t)∥T
≤ (1 + ε)∥y(t)− x∗(t)∥S,w + ∥g(t)∥T
≤ (1 + ε)∥y(t)− x(t)∥S,w + (1 + ε)∥g(t)∥S,w + ∥g(t)∥T
≤ (1 + ε)∥x∗(t)− x(t)∥S,w + (1 + ε)∥g(t)∥S,w + ∥g(t)∥T
≲ ∥x∗(t)− x(t)∥S,w + ∥g(t)∥T
≲ ∥x∗(t)− x(t)∥T + ∥g(t)∥T
≲ ∥g(t)∥T , (11.21)

where the first step follows from triangle inequality, the second step follows from

Lemma 11.51 with 0.99 probability, the third step follows from triangle inequality,

the forth step follows from y(t) is the optimal solution of the linear system, the fifth

step follows from Claim 11.53, the sixth step follows from Lemma 11.51, and the last

step follows from the definition of g(t).

The running time of the reduction follows from Lemma 11.51.

11.10.2 Bounding the sparsity

In this section, we show that the Fourier sparsity of the output signal can be

bounded by the number of lattice points within a sphere. The intuition is that for each

frequency f ′ outputted by Procedure FreqEst, there could be |Bd(f
′, D/T )∩Λ(B)|

many candidates of true frequencies, where Bd(x, r) denotes the d-dimensional sphere

centered at x with radius r. In Lemma 11.70, we upper-bound the sparsity for the

case when D/T is larger than λ1(Λ(B)), the shortest vector length of the lattice.
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When D/T is small, we show in Lemma 11.71 that Procedure FreqEst finds all

true frequencies.

Lemma 11.70 (Bounding sparsity for large D/T ). Given a basis B of m known

vectors b1, b2, · · · bm ∈ Rd, let Λ(B) ⊂ Rd denote the lattice

Λ(B) =
{
z ∈ Rd : z =

m∑

i=1

cibi, ci ∈ Z,∀i ∈ [m]
}
,

and let

k̃ := |{f ∈ Λ(B) | ∃f ′ ∈ L, ∥f ′ − f∥2 < D/T}|

be the output sparsity. Then, we have

• (Spectral bound, which is better when D/T < O(∥B∥))

k̃ ≤ |L| · (1 + 2D/(Tσmin(B)))m.

• (Volume bound, which is better when D/T > O(∥B∥))

k̃ ≤ |L| · (D/T +
√
m∥B∥)m · πm/2

(m/2)!
· 1

| det(B)| .

Proof. Spectral bound: Let c =
[
c1 c2 · · · cm

]⊤ ∈ Zm. Then z = Bc ∈ Λ(B),

and

∥z∥2 = ∥Bc∥2 ≥ σmin(B) · ∥c∥2

Then we have that,

k̃ = |{f ∈ Λ(B) | ∃f ′ ∈ L, ∥f ′ − f∥2 < D/T}|

≤ |L| · |{z ∈ Λ(B) | ∥z∥2 < D/T}|

≤ |L| · |{c ∈ Zm | ∥c∥2 ≤ D/(Tσmin(B))}|

≤ |L| · |{c ∈ Zm | ∥c∥∞ ≤ D/(Tσmin(B))}|

≤ |L| · (1 + 2D/(TσminB))m.

where the first step follows from f ′ − f ∈ Λ(B), the second step follows from if

∥c∥2 ≥ D/(Tσmin), then ∥z∥2 ≥ D/T , the third step follows from ∥c∥∞ ≤ ∥c∥2, and

the last step follows from c is a bounded integer vector.
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Volume bound: Using Lemma 11.11, we have

k̃ ≤ |L| · (1 +
√
m∥B∥
D/T

)m · vol(Bm(0, D/T ))

vol(P(B))
. (11.22)

We can upper bound volume of a ball as follows:

vol(Bm(0, D/T )) ≤
πm/2

(m/2)!
· (D/T )m. (11.23)

Combining the above two equations, we have

LHS ≤ |L| · (1 +
√
m∥B∥
D/T

)m · πm/2

(m/2)!
· (D/T )m · 1

vol(P(B))

≤ |L| · (D/T +
√
m∥B∥)m · πm/2

(m/2)!
· 1

| det(B)| ,

where the first step follows from Eq. (11.22) and Eq. (11.23).

Lemma 11.71 (Bounding sparsity for tiny D/T ). Given a basis B of m known

vectors b1, b2, · · · bm ∈ Rd, let Λ(B) ⊂ Rd denote the lattice

Λ(B) =
{
z ∈ Rd : z =

m∑

i=1

cibi, ci ∈ Z,∀i ∈ [m]
}

and let

k̃ := |{f ∈ Λ(B) | ∃f ′ ∈ L, ∥f ′ − f∥2 < D/T}|

be the output sparsity. If D/T ≤ λ1(Λ(B))14, then we have

k̃ ≤ |L|.

Proof. Since the radius D/T is at most the shortest vector length of the lattice Λ(B),

for each f ′ ∈ L, the sphere Bd(f
′, D/T ) contains at most one lattice point.

14When m is small, we can solve the shortest vector problem (SVP) exactly to decide the sparsity.
Otherwise, we can check D/T < mini ∥b∗i ∥2 by Theorem 11.12.
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11.10.3 High-accuracy reduction

Theorem 11.72 (High-dimensional Signal Estimation algorithm). Given a basis B

of m known vectors b1, b2, · · · bm ∈ Rd, let Λ(B) ⊂ Rd denote the lattice

Λ(B) =
{
z ∈ Rd : z =

m∑

i=1

cibi, ci ∈ Z,∀i ∈ [m]
}

Suppose that f1, f2, · · · , fk ∈ Λ(B). Let x∗(t) =
∑k

j=1 vje
2πi⟨fj ,t⟩ and let g(t) denote

the noise. Given observations of the form x(t) = x∗(t) + g(t), t ∈ [0, T ]d. Let

η = mini ̸=j ∥fj − fi∥∞.

Given D, η ∈ R+. Suppose that there is an algorithm FreqEst that

• takes Sfreq samples,

• runs in Tfreq-time,

• outputs a set L of frequencies such that with probability 0.99, the following

condition holds:

∀i ∈ [k], ∃f ′i ∈ L s.t. ∥fi − f ′i∥2 ≤
D

T
.

Then, there is an algorithm that

• takes O(ε−1k̃O(d) + Sfreq) samples

• runs in O(ε−1k̃O(d) + Tfreq) time,

• output y(t) =
∑k̃

j=1 v
′
j · exp(2πi⟨f ′j, t⟩) with k̃ ≤ |L| · (D/T +

√
m∥B∥)m · πm/2

(m/2)!
·

1
| det(B)| such that with probability 0.9, we have

∫

[0,T ]d
|y(t)− x(t)|2dt ≤ (1 +O(ε))

∫

[0,T ]d
|g(t)|2dt.

Remark 11.9. The difference between Theorem 11.72 and Theorem 11.69 is one is

achieving (1 + ε) error and the other is achieving O(1) error.

Proof. We can prove this theorem by using Theorem 11.5.2. The proof is similar as

Theorem 11.60.
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11.11 Discrete Fourier Set Query in One Dimension

In this section, we study the Fourier set-query problem, where we only care

about the Fourier coefficients of a discrete signal in a given set of frequencies. We

apply our framework and achieve optimal sample complexity and high-accuracy. In

Section 11.11.1, we show our main result on discrete Fourier set query. A key step to

prove this result is a WBSP Composition Lemma in Section 11.11.2, which might be

of independent interest.

11.11.1 Sample-optimal set query algorithm

In this section, we show our discrete Fourier set query result in the following

theorem, which works for discrete signals in any dimension.

Theorem 11.73 (Discrete Fourier Set Query). For any d ≥ 1, let n = pd where both

p and d are positive integers. Given a vector x ∈ C[p]d, for 1 ≤ k ≤ n, any S ⊆ [n],

|S| = k, there exists an algorithm (Algorithm 62) that takes O(ε−1k) samples, runs

in O(ε−1kω+1 + ε−1dkω−1 log k) time, and outputs a vector x′ ∈ C[p]d such that

∥(x̂′ − x̂)S∥22 ≤ ε∥x̂S∥22

holds with probability at least 0.9.

In particular, for d = 1, the runtime of Algorithm 62 is O(ε−1kω+1).

Proof. Let {f1, f2, · · · , fk} ⊆ [p]d denote S. If d = 1, we run Procedure DistillDisc

in Algorithm 59, and if d > 1, we run Procedure DistillDiscHD in Algorithm 59.

Then, we obtain a set L = {t1, t2, · · · , ts} ⊆ [p]d of s = O(ε−1k) samples together

with a weight vector w ∈ Rs.

Then, we consider the following weighted linear regression problem:

min
v′∈Ck
∥√w ◦ (Av′ − b)∥2. (11.24)
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where A ∈ Cs×k and b ∈ Cs are defined as follows:

A :=



exp(2πif1t1/n) · · · exp(2πifkt1/n)

... . . . ...
exp(2πif1ts/n) · · · exp(2πifkts/n)


 and b :=



x(t1)

...
x(ts)




Let v′ be an optimal solution of Eq. (11.24). And we output a vector

x̂′fi = v′i ∀i ∈ [k].

The running time follows from Lemma 11.74, and the estimation error guar-

antee follows from Lemma 11.75.

The proof of the theorem is then completed.

Lemma 11.74 (Running time of Algorithm 62). The time complexity of Algorithm 62

is as follows:

• Procedure SetQuery runs in O(ε−1kω+1)-time.

• Procedrue SetQueryHD runs in O(ε−1kω+1 + ε−1dkω−1 log k)-time.

Proof. We first show the time complexity of Procedure DistillDisc. At Line 3,

Procedure DistillDisc takes O(ε−1kω+1)-time by Lemma 11.54.

At Line 6, by Fact 11.8, it takes O(ε−1k · kω−1) = O(ε−1kω)-time.

Thus, the total running time is O(ε−1kω+1).

Then, we show the time complexity of Procedure DistillDiscHD. At Line 11,

Procedure DistillDiscHD takes O(ε−1kω+1+ε−1dkω−1 log k)-time by Lemma 11.54.

At Line 14, by Fact 11.7, it takes the time Tmat(k, d, s). We know that s ≥ k.

We can consider two cases.

• In case 1, d ≤ k, we can just simply bound the time by Tmat(k, k, s) = O(kω ·
(s/k)) = O(kω−1s) = O(ε−1kω). (In this regime, this part running time is

dominated by Line 11)
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• In case 2, d ≥ k, we can just bound the time by Tmat(k, d, s) = O(kω · (d/k) ·
(s/k)) = dskω−2 = O(ε−1dkω−1)

At Line 17, by Fact 11.8, it takes O(ε−1k · kω−1) = O(ε−1kω)-time.

Thus, the total running time is O(ε−1kω+1 + ε−1dkω−1 log k).

Lemma 11.75 (Estimation error of Algorithm 62). Let x̂′ be the output of Algo-

rithm 62 (with d = 1 or d > 1). Then, with high probability,

∥(x̂′ − x̂)S∥22 ≲ ∥x̂S∥22.

Proof. Let D := Uniform([p]d). Recall that n = pd. Let F be the family of length-n

discrete signals with frequencies in S:

F =
{ k∑

j=1

vje
2πi⟨fj ,t⟩/p

∣∣ vj ∈ C
}

Then, it is well-known that {vj(t) = exp(2πi⟨fj, t⟩/p)}j∈[k] forms an orthonormal

basis for F with respect to the distribution D, i.e.,

Et∼D[vi(t)vj(t)] = 1i=j ∀i, j ∈ [k].

Now, we define some notations. Let α : F → Ck be a linear operator such that

for any h(t) =
∑k

j=1 aj exp(2πi⟨fj, t⟩/p),

α(h) :=
[
a1 a2 · · · ak

]⊤
.

Suppose the true discrete signal x(t) =
∑n

j=1 vj exp(2πi⟨j, t⟩/p). Define

xS(t) :=
∑

f∈S

vf exp(2πi⟨f, t⟩/p),

xS(t) :=
∑

f∈S

vf exp(2πi⟨f, t⟩/p).
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Let
√
W ∈ Rs×s denote the diagonal matrix diag(

√
w1, . . . ,

√
ws). Define

Aw :=
√
W · A,

Xw :=
√
W ·

[
x(t1) · · · x(ts)

]⊤
,

XS
w :=

√
W ·

[
xS(t1) · · · xS(ts)

]⊤
,

XS
w :=

√
W ·

[
xS(t1) · · · xS(ts)

]⊤
.

Notice that for any h =
∑k

i=1 ai exp(2πi⟨fi, t⟩/p) ∈ F,

Awα(h) =
√
W ·



exp(2πif1t1/n) · · · exp(2πifkt1/n)

... . . . ...
exp(2πif1ts/n) · · · exp(2πifkts/n)






a1
...
ak


 =




√
w1h(t1)

...√
wsh(ts)


 .

Thus, by Moore-Penrose inverse, we have

α(h) = (A∗wAw)
−1A∗w ·




√
w1h(t1)

...√
wsh(ts)


 . (11.25)

Let x′(t) :=
∑k

j=1 x̂
′
fj
exp(2πi⟨fj, t⟩/p) be the output signal in the time domain.

Then we claim that

∥x′ − xS∥2D = ∥α(x′)− α(xS)∥22
= ∥(A∗wAw)−1A∗w · (Xw −XS

w)∥22
= ∥(A∗wAw)−1A∗w ·XS

w∥22
≤ λmax((A

∗
wAw)

−1)2 · ∥A∗w ·XS
w∥22

≤ ∥A∗w ·XS
w∥22,

where the first step follows from the definition of α, the second step follows from

α(x′) = v′ being the optimal solution of Eq. (11.24) and Eq. (11.25) for xS, the third

step follows from x = xS + xS, the fifth step follows from Lemma 11.15 and Lemma

11.54 and holds with high probability.
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Notice that xS is orthogonal to F. And by Lemma 11.76, we know that (L,w)

is generated by an ε-WBSP. Hence, by Lemma 11.47, we have

∥x′ − xS∥2D ≤ ∥A∗w ·XS
w∥22 ≲ ε∥xS∥2D.

By Parseval’s theorem (Theorem 11.24), we conclude that

∥x̂′ − x̂S∥22 ≤ ε∥x̂S∥22

holds with high probability.

11.11.2 Composition of two WBSPs

In this section, we prove the following key lemma on the composition of two

WBSPs for discrete signals.

Lemma 11.76 (WBSP Composition Lemma). Let m0,m1, n ∈ Z+, m1 ≤ m0 ≤ n.

Let {f1, · · · , fk} ⊆ [n]. Let F be the family of discrete k-sparse signals in t ∈ [n]:

F =
{
v0 +

k∑

j=1

vj · exp(2πifjt/n) | ∀vj ∈ C, j = {0, . . . , k}
}

Define the following two WBSPs for F:

• Let P1 be an ε-WBSP generating m1 samples, with input distribution D1, coef-

ficients α1, and output distributions D1,i for i ∈ [m1].

• Let P2 be an ε-WBSP generating m2 samples, with input distribution D2, coef-

ficients α2, and output distributions D2,i for i ∈ [m2].

We can composite P1 and P2 by taking D2(xi) :=
w1,i∑

j∈[m1]
w1,j

for i ∈ [m1]. Let P1 ◦ P2

denote the composition of P1, P2.

Then, if P1 satisfies D1,i = D1 = Uniform([n]), then P1 ◦ P2 is an O(ε)-

WBSP generating m2 samples, with input distribution D1, coefficients w2, and output

distributions D1 for all i ∈ [m2].
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Proof. Let S1 = {x1, . . . , xm1} denote the set sampled by P1 and S2 = {x′1, . . . , x′m2
}

denote the set sampled by P2. Then, we have S2 ⊂ S1. In the followings, we show

that P1 ◦ P2 satisfies all the stated properties.

Input distribution and the first WBSP property. We first show that P1 ◦ P2

satisfies the first property of WBSP in Definition 11.10 with respect to distribution

D1, that is,

∥f∥S2,w2 ∈ [1−O(√ε), 1 +O(
√
ε)]∥f∥2D1

∀f ∈ F.

By definition of ε-WBSP (Definition 11.10), we have for any f ∈ F,

∥f∥2S1,w1
∈ [1−√ε, 1 +√ε] · ∥f∥2D1

, and (11.26)

∥f∥2S2,w2
∈ [1−√ε, 1 +√ε] · ∥f∥2D2

.

By the definition of D2, we have ∥f∥2D2
= ∥f∥2S1,w1

(assuming ∥w1∥1 = 1 without loss

of generality). Thus, we get that

∥f∥2S2,w2
∈ [1−√ε, 1 +√ε]∥f∥2S1,w1

∈ [1−√ε, 1 +√ε] · [1−√ε, 1 +√ε]∥f∥2D1

∈ [1− 3
√
ε, 1 + 3

√
ε]∥f∥2D1

. (11.27)

Coefficients. Then, consider the equivalent coefficients α3 of P1 ◦ P2. Let D3,i be

the output distribution of the i-th sample x′i produced by P1 ◦ P2. By Fact 11.77,

D3,i(x
′
i) =

m1∑

j=1

D2,i(xj) ·D1,j(x
′
i) = D1(x

′
i),

where the second step follows from the assumption that D1,j = D1 for all j ∈ [m1].

Thus, we have D3,i = D1 for all i ∈ [m2]. Since its weight vector is w2 and input

distribution is D1, by definition, we have for i ∈ [m2],

α3,i = w2,i ·
D3,i(x

′
i)

D1(x′i)
= w2,i.

Thus, the coefficients of P1 ◦ P2 is w2.
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The second WBSP property. We first bound
∑m2

i=1 α3,i. Since α3 = w2, we just

need to bound
∑m2

i=1w2,i. Let f1 :=
[
1 1 · · · 1

]⊤ ∈ Cn. Then, it is easy to see that

f1 ∈ F with v0 = 1 and vi = 0 for i ∈ [k]. By Eq. (11.27), we have

∥f1∥2S2,w2
=

m2∑

i=1

w2,i

∈ [1−√ε, 1 +√ε] · ∥f1∥2D1

= [1−√ε, 1 +√ε],

where the last step follows from ∥f1∥2D1
=
∑n

i=1D1(i) = 1. Hence,
m2∑

i=1

α3,i =

m2∑

i=1

w2,i ≤ 1 +
√
ε ≤ 5

4
.

We also need to show that α3,iKIS,D3,i
= O(ε) for all i ∈ [m2]. By definition,

we have

KIS,D3,i
= sup

t

{
D1(t)

D3,i(t)
· sup
f∈F

{ |f(t)|2
∥f∥2D1

}}

= sup
t

sup
f∈F

{ |f(t)|2
∥f∥2D1

}

≤ k, (11.28)

where the second step follows from D3,i = D1 and the last step follows from the

energy bound (Theorem 11.22) and the assumption that D1 = Uniform([n]).

Since P2 is an ε-WBPS, we have

KIS,D2,i
= sup

t

{
D2(t)

D2,i(t)
· sup
f∈F

{ |f(t)|2
∥f∥2D2

}}

= sup
t

{
D2(t)

D2,i(t)
· sup
f∈F

{ |f(t)|2
∥f∥2S1,w1

}}

≥ (1 +
√
ε)−1 · sup

t

{
D2(t)

D2,i(t)
· sup
f∈F

{ |f(t)|2
∥f∥2D1

}}
,

where the second step follows from ∥f∥D2 = ∥f∥S1,w1 , the third step follows from

Eq. (11.26). And for all i ∈ [m2],

α2,iKIS,D2,i
= O(ε),
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which implies that

α2,i · sup
t

{
D2(t)

D2,i(t)
· sup
f∈F

{ |f(t)|2
∥f∥2D1

}}
= O(ε).

Since D1 is uniform, we know that {exp(2πifjt)}j∈[k] form an orthonormal basis with

respect to D1. Thus, by Fact 11.50, for any t ∈ [n],

sup
f∈F
{|f(t)|

2

∥f∥2D′
} =

k∑

j=1

| exp(2πifjt)|2 = k.

Hence, we get that

α2,i · sup
t

{
D2(t)

D2,i(t)

}
= O(ε/k)

Therefore,

α3,iKIS,D3,i
≤ w2,i · k

= α2,i ·
D2(xi)

D2,i(xi)
· k

≤ α2,i · sup
t

{
D2(t)

D2,i(t)

}
· k

= O(ε/k) · k

= O(ε).

where the first step follows from α3 = w2 and Eq. (11.28), the second step follows

from the definition of w2,i.

Thus, we prove that P1 ◦ P2 is an O(ε)-WBSP with input distribution D1,

output distributions D1, coefficients w2.

Fact 11.77 (Double-sampling distribution). For i ∈ [n], let Di be a distribution over

the domain G. Suppose we first sample xi from Di for each i ∈ [n]. Let w1, · · · , wn ∈
R+ such that

∑n
i=1wi = 1. Conditioned on the samples {x1, . . . , xn}, let D′ be a

distribution over these samples such that D′(xi) = wi. Then, we sample an x′ from

D′.
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Then, the distribution of x′ is D′′, where

D′′(x) =
n∑

i=1

wiDi(x) ∀x ∈ G.

Proof. Notice that the second sampling process is equivalent to sample an index

i ∈ [n]. Hence, for any a ∈ G,

Pr[x′ = a] =
n∑

j=1

Pr[i = j] · Pr
Dj

[xj = a | i = j]

=
n∑

j=1

wj · Pr
Dj

[xj = a]

=
n∑

j=1

wjDj(a)

= D′′(a).

where the first step follows from law of total probability, and the second step follows

from sampling xj from Dj is independent to sampling the index i from D′.

11.12 High Dimensional Reduction Under Noiseless Assump-
tion

This section is organized as follows:

• Section 11.12.1 shows that Fourier basis is linear independent.

• Section 11.12.2 shows that, there is straightforward algorithm for signal estima-

tion under noiseless setting.

11.12.1 Fourier basis is linear independent on randomly sampled points

Lemma 11.78. Given a basis B of m known vectors b1, b2, · · · bm ∈ Rd, let Λ(B) ⊂ Rd

denote the lattice

Λ(B) =
{
z ∈ Rd : z =

m∑

i=1

cibi, ci ∈ Z,∀i ∈ [m]
}
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Suppose that f1, f2, · · · , fk ∈ Λ(B). Randomly samples a vector o ∼ N(0, Id). Let

t = k−1 · (T/2 + o ·min(maxj∈[k]|⟨fj, o⟩|−1, k−1T )). Let ti := (i− 1) · t for i ∈ [k].

Let vj = (exp(2πi⟨fj, t1⟩), exp(2πi⟨fj, t2⟩), · · · , exp(2πi⟨fj, tk⟩)) for j ∈ [k].

We have that v1, v2, · · · , vk are linear independent with probability 1.

Proof. We have that

uj :=




e2πi⟨f1,0·t⟩

e2πi⟨f1,1·t⟩

...
e2πi⟨f1,(k−1)·t⟩


 =




1
e2πi⟨f1,t⟩

...
(e2πi⟨f1,t⟩)k−1


 =




1
w1
...

wk−11


 ,

where w1 := e2πi⟨f1,t⟩. Similarly, we can define wj := e2πi⟨fj ,t⟩. And we have



| | |
u1 u2 · · · uk
| | |


 =




1 1 · · · 1
w1 w2 · · · wk
w2

1 w2
2 · · · w2

k
...

... . . . ...
wk−11 wk−12 · · · wk−1k



,

which is a Vandermonde matrix. Hence, they are linearly independent as long as

w1, . . . , wk are distinct. Or equivalently,

⟨f1, t⟩ mod 2π, · · · , ⟨fk, t⟩ mod 2π

are distinct.

Next, we will show that w1, . . . , wk are distinct with probability 1. We first

show that:

⟨fi, t⟩ ≤ ⟨fi, o⟩/maxj∈[k]|⟨fj, o⟩| ∈ [−1, 1] ⊂ [−π, π].

Then, ⟨fi, t⟩ = ⟨fj, t⟩ mod 2π is equivalent to ⟨fi, t⟩ = ⟨fj, t⟩, and is equivalent

to ⟨fi − fj, t⟩ = 0, and is equivalent to ⟨fi − fj, o⟩ = 0. However, ⟨fi − fj, o⟩ follows

from N(0, ∥fi − fj∥22). By our assumption, ∥fi − fj∥22 ̸= 0. Thus,

Pr
t∼N(0,Id)

[⟨fi − fj, t⟩ = 0] = 0.
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Therefore, by union bound,

Pr
t∼N(0,Id)

[∃i ̸= j ∈ [k] : ⟨fi − fj, t⟩ = 0] = 0.

11.12.2 Reduction

Lemma 11.79 (High Dimension Noiseless). Given a basis B of m known vectors

b1, b2, · · · bm ∈ Rd, let Λ(B) ⊂ Rd denote the lattice

Λ(B) =
{
z ∈ Rd : z =

m∑

i=1

cibi, ci ∈ Z,∀i ∈ [m]
}

Suppose that f1, f2, · · · , fk ∈ Λ(B). Let x∗(t) =
∑k

j=1 vje
2πi⟨fj ,t⟩. Given x∗(t) is

observable for t ∈ [0, T ]d. Let η = mini ̸=j ∥fj − fi∥∞.

Given D, η ∈ R+. Suppose that there is an algorithm FrequencyEstimation(x∗, k, ρ, d, F, T,B)

that

• takes S(k, ρ, d, F, T, η) samples,

• runs T(k, ρ, d, F, T, η) time,

• output a set L of frequencies such that, for each fi, there is f ′i ∈ L, |fi − f ′i | ≤
D/T , holds with probability 1− ρ.

Let C = |L| · (D/T +
√
m∥B∥)m · πm/2

(m/2)!
· 1
|det(B)| . If C ≤ d, then, there is an

algorithm (SignalEstimation(x, k, d, F, T,B) ) that

• takes O(k̃ + S(k, d, F, T, η)) samples,

• runs O(k̃ω + k̃2d+ T(k, d, F, T, η)) time,

• output y(t) =
∑k̃

j=1 v
′
j · exp(2πi⟨f ′j, t⟩) such that

– k̃ ≤ C,
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– y(t) = x(t), holds with probability (1− ρ)2.

Proof. First, we recover the frequencies by utilizing the algorithm FrequencyEstimation(x, k, d, T, F,B).

Let L be the set of frequencies output by the algorithm FrequencyEstimation(x, k, d, T, F,B).

We define L̃ as follows:

L̃ := {f ∈ Λ(B) | ∃f ′ ∈ L, |f ′ − f | < D/T}.

We use k̃ to denote the size of set L̃. We use f ′1, f ′2, · · · , f ′k̃ to denote the frequencies

in the set L̃.

By applying Lemma 11.70, we have that

k̃ = |L̃| ≤ |L| · (D/T +
√
m∥B∥)m · πm/2

(m/2)!
· 1

| det(B)| .

Next, we focus on recovering magnitude v′ ∈ Ck̃. Let ρ1 := ρ. First, we ran-

domly samples a vector o ∼ N(0, Id). Let t = k−1·(T/2+o·min(maxj∈[k]|⟨fj, o⟩|−1, ρ1T )).
Let ti := (i− 1) · t for i ∈ [k]. We have that |o ·min(maxj∈[k]|⟨fj, o⟩|−1, ρ1T )| ≤ oρ1T .

Then with probability 1− ρ1, |o| ≤ 1/(2ρ1), then ti ∈ [0, T ]d,∀i ∈ [k].

Consider the matrix A ∈ Ck̃×k̃, where the (i, j)-th entry in A is Ai,j =

exp(2πi⟨f ′j, ti⟩) for each i ∈ [k̃] and j ∈ [k̃]. Let b = (x∗(t1), x
∗(t2), · · · , x∗(tk̃))⊤ ∈ Ck̃.

Then, if the following linear system solvable, then we solve the following linear

system:

Av′ = b. (11.29)

We output y(t) =
∑k̃

j=1 v
′
j · exp(2πi⟨f ′j, t⟩), and we have that y(t) = x∗(t).

Finally, by Lemma 11.78, we have that Eq. (11.29) is solvable with a large

probability.
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11.13 Semi-continuous Approximation

In this section, we justify the usefulness of the semi-continuous setting by

showing that for any k-Fourier-sparse, it can be approximated by a k-Fourier-sparse

semi-continuous signal. This section is organized as follows:

• In Sections 11.13.1 and 11.13.2, we give some technical tools on the Gaussian

multiplier.

• In Section 11.13.3, we prove the main result of this section (Theorem 11.86),

which is incomparable to the existence result in [CKPS16].

• In Section 11.13.4, we give a fast optimal-sparsity Fourier interpolation algo-

rithm with a different error guarantee.

• In Section 11.13.5, we also show that the frequency gap of the approximation can

be increased to Θ(1/T ) if we slightly blow up the sparsity of the approximation

signal (Corollary 11.90).

11.13.1 Properties related to Gaussians

Definition 11.11 (Gaussian Multiplier). For parameters µ, σ, we define

Mµ,σ2(x) = e−
(x−µ)2

2σ2

i.e. it is a Gaussian scaled so that its maximum value is 1.

We stat a standard result for Gaussian multiplier (see [LLM21] for example).

Lemma 11.80. Let 0 < ε < 0.1 be a parameter. Let c be a real number such that

0 < c ≤ (log(1/ε))−1/2. Let M be defined as in Definition 11.11. Define

f(x) :=
∞∑

j=−∞

c√
2π
Mcjσ,σ2(x) .
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Then

1− ε10 ≤ f(x) ≤ 1 + ε10

for all x. Furthermore, let α ≤ 1 be a parameter and c = α(log(1/ε))−1/2. Then

1− ε10/α2 ≤ f(x) ≤ 1 + ε10/α
2

for all x.

Proof. Without loss of generality σ = 1. Now the function f is c-periodic and even,

so we may consider its Fourier expansion

f(x) = a0 + 2
∞∑

j=1

aj cos(2jπx/c)

= a0 + 2a1 cos

(
2πx

c

)
+ 2a2 cos

(
4πx

c

)
+ . . .

and we will now compute the Fourier coefficients. First note that

a0 =
1

c

∫ c

0

f(x)dx

=
1√
2π

∞∑

j=−∞

∫ cj

c(j+1)

M0,1(x)dx

= 1.

where the second step follows from the definition of f .
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Next, for any j ≥ 1,

aj =
1

c

∫ c

0

f(x) cos

(
2πjx

c

)
dx

=
1

c

∫ c

0

∞∑

j=−∞

c√
2π
Mcj,1(x) cos

(
2πjx

c

)
dx

=
1√
2π

∞∑

l=−∞

∫ cl

c(l+1)

M0,1(x) cos

(
2πjx

c

)
dx

=
1√
2π

∞∑

l=−∞

∫ cl

c(l+1)

exp(−x
2

2
) cos

(
2πjx

c

)
dx

=
1√
2π

∫ ∞

−∞

1

2

(
exp(
−x2
2

+
2πijx

c
) + exp(

−x2
2
− 2πijx

c
)

)
dx

= exp(−2π2j2

c2
) .

where the second step follows from the definition of f . The fourth step follows from

the definition of M .

Then we can claim that

|f(x)− 1| ≤ 2
∞∑

j=1

exp(−2π2j2

c2
)

≤ 2
∞∑

j=1

exp(−15j/c2)

=
2 exp(−15/c2)

1− exp(−15/c2)

≤ 2ε15/α
2

1− ε15
≤ ε10/α

2

≤ ε10

where the first step follows from a0 = 1, the forth step follows from α ≤ 1 and

c = α(log(1/ε))−1/2, the fifth step follows from ε ∈ (0, 0.1),

Claim 11.81. Let ε ∈ (0, 0.01) be a parameter. Let ε0 = 2ε, c = 0.01/
√
log(1/ε),
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K = ⌈1+0.5ε
cε2
⌉. Let M : R→ R be defined as in Definition 11.11. Define f : R→ R

f(x) =
K∑

j=−K

c√
2π
Mµj ,σ2(x), where µj = cjε2l, σ2 = ε4l2 .

Then the following properties is satisfied

• Part 1. f(x) ∈ [0, 1 + ε0], for all x

• Part 2. f(x) ∈ [1− ε0, 1 + ε0], for all x ∈ [−l, l]

• Part 3. f(x) ∈ [0, ε0], for all |x| ≥ (1 + ε)l

Proof. Using Lemma 11.80 with setting the following parameter choice σ = ε2l, c =

0.01(log(1/ε))−1/2, we define

f0(x) =
∞∑

j=−∞

c√
2π
Mµj ,σ2 .

we can get that 1− ε ≤ f0(x) ≤ 1 + ε.

We will then upper bound the perturbation between f and f0. Firstly, we will

provide a upper bound for M when x/(ε2l)− cj ≥ 10

c√
2π
Mµj ,σ2(x) =

c√
2π

exp(−(x− cjε2l)2/(2ε4l2))

=
c√
2π

exp(−(x/(ε2l)− cj)2/2)

≤ exp(−|x/(ε2l)− cj|) (11.30)

where the first step follows from the definition of M , the third step follows from

x/(ε2l)− cj ≥ 10.

Next we will claim that
∞∑

j=0

exp(−cj) = 1

1− exp(−c)

≤ 2

c

≤ 200

ε
(11.31)
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where the first step follows from c > 0 and the sum of geometric sequence, the second

step follows from 1 − exp(−x) > x/2 when x < 0.1, the third step follows from

c ≥ 0.01ε.

Because of the symmetry of M , We will also claim that

Mµ,σ2(x) =M−µ,σ2(−x) (11.32)

Part 1.

Because Mµ,σ = exp(−(x−µ)2/σ2) ≥ 0, we can obtain that f(x) ≥ 0. Besides,

we will claim that

f(x) ≤ f0(x)

≤ 1 + ε

≤ ε0

where the first step follows from Mµ,σ ≥ 0.

Part 2.

Firstly, we upper bound f when x ∈ [−l, l]. To bound
∑∞

j=K+1
c√
2π
Mµj ,σ2(x),

we obtain

cj − x/(ε2l) ≥ cj − 1/(ε2)

≥ c(K + 1)− 1/ε2

≥ 0.5/ε

≥ 10 (11.33)

where the first step follows from x ∈ [−l, l], the second step follows from j ≥ K + 1,

the third step follows from K + 1 ≥ (1 + 0.5ε)/(cε2).
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Then we can upper bound

∞∑

j=K+1

c√
2π
Mµj ,σ2(x) ≤

∞∑

j=K+1

exp(x/(ε2l)− cj)

≤ 200

ε
exp(x/(ε2l)− c(K + 1))

≤ 200

ε
exp(−0.5/ε)

≤ 0.1ε (11.34)

where the first step follows from Eq. (11.30) and Eq. (11.33), the second step follows

from Eq. (11.31), the third step follows from Eq. (11.33), the last step follows from

ε ∈ (0, 0.01).

We conclude

|f(x)− 1| =
∣∣∣f0(x)− 1−

∞∑

j=K+1

c√
2π
Mµj ,σ2(x)−

−K−1∑

j=−∞

c√
2π
Mµj ,σ2(x)

∣∣∣

≤ |f0(x)− 1|+
∣∣∣
∞∑

j=K+1

c√
2π
Mµj ,σ2(x)

∣∣∣+
∣∣∣
−K−1∑

j=−∞

c√
2π
Mµj ,σ2(x)

∣∣∣

≤ ε+ 0.1ε+ 0.1ε

≤ ε0

where the first step follows from the definition of f and f0, the second step follows

from the triangle inequality, the third step follows from |f0(x) − 1| ≤ ε, Eq.(11.34)

and Eq. (11.32).

Part 3.

Secondly, we will provide the upper bound for f when |x| > (1+ ε)l. Without

loss of generality, we can only consider x > (1+ ε)l because of Eq. (11.32). To bound
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∑K
j=−K

c√
2π
Mµj ,σ2(x). We obtain

x/(ε2l)− cj ≥ x/(ε2l)− cK

≥ (1 + ε)/ε2 − cK

≥ 0.25/ε

≥ 10 (11.35)

where the first step follows from j ≤ K, the second step follows from x > (1 + ε)l,

the third step follows from K ≤ (1 + 0.5ε)/(cε2) + 1 and c ≤ 0.01 ≤ 0.25/ε.

Then we can upper bound

K∑

j=−K

c√
2π
Mµj ,σ2(x) ≤

K∑

j=−K

exp(cj − x/(ε2l))

≤ 200

ε
exp(cK − x/(ε2l))

≤ 200

ε
exp(−0.25/ε)

≤ ε

≤ ε0 (11.36)

where the first step follows from Eq. (11.30) and Eq. (11.35), the second step follows

from Eq. (11.31), the third step follows from Eq. (11.35), the fourth step follows from

ε ∈ (0, 0.01).

Lemma 11.82. Given c ∈ R, γ, l, σ ∈ R+, µ ∈ R. Let M : R → R be defined as in

Definition 11.11. For |a− b| ≤ γ, We have that

|Mµ,σ2(a) exp(cia)−Mµ,σ2(b) exp(cib)| ≤ (σ−1 + |c|)γ.
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Proof. We have that

|Mµ,σ2(b)−Mµ,σ2(a)|

= | exp(−(b− µ)2/(2σ2))− exp(−(a− µ)2/(2σ2))|

= |b− a||(ξ − µ) exp(−(ξ − µ)2/(2σ2))/(σ2)|

≤ γ/σ (11.37)

where the first step follows from the definition of M , the second step defines ξ ∈
[a, b] and follows from Lagrange’s Mean Value Theorem, the last step follows from

|x exp(−x2/2)| ≤ 1. We have that

|Mµ,σ2(a) exp(cia)−Mµ,σ2(b) exp(cib)|

≤ |Mµ,σ2(a) exp(cia)−Mµ,σ2(b) exp(cia)|+ |Mµ,σ2(b) exp(cia)−Mµ,σ2(b) exp(cib)|

≤ |Mµ,σ2(a)−Mµ,σ2(b)|+Mµ,σ2(b) · |exp(cia)− exp(cib)|

≤ γ

σ
+Mµ,σ2(b) · |c(a− b)|

≤ γ

σ
+ |c|γ

≤ (
1

σ
+ |c|)γ

where the first follows from triangle inequality, the second follows from | exp(iθ)| = 1,

the third step follows from Eq. (11.37) and that arc length is greater than chord

length, the fourth step follows from M ≤ 1 and the assume in the statement.

11.13.2 Continuous Fourier transform

11.13.2.1 Bounding the tails

The goal of this section is to prove Lemma 11.83,

Lemma 11.83. Let µ ∈ R, α ∈ Z+, σ, F, F0, ε1 ∈ R+. Let σ ∈ (0, 1), ε1 ∈ (0, 0.1),

F > 1. Let M : R → R be defined as in Definition 11.11. Let x : R → C be a
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function. Let supp(x̂) ⊆ [−F, F ]. If

F0 > σ−1 · log1/2(4F/ε1) + F,

then we have that,
∣∣∣
∫ ∞

−∞
(M̂µ,σ2(f) ∗ x̂(f))αdf −

∫ F0

−F0

(M̂µ,σ2(f) ∗ x̂(f))αdf
∣∣∣ ≤ ∥x̂∥α∞ε1/Fα.

Proof. First, we will calculate M̂ . Then, we provide a bound on the tail of M̂ . Finally,

we conclude our proof.

We can claim that

M̂µ,σ2(f) =
√
2πσ2 · exp(−2πiµf) ·M0,1/(4π2σ2).

Taking the | · | on both sides of the above equation, we get

|M̂µ,σ2(f)| =
√
2πσ2 · |M0,1/(4π2σ2)|

We start with

∫ ∞

F0−F
|M̂µ,σ2(f)|αdf =

√
2πσ2 ·

∫ ∞

F0−F
|M0,1/(4π2σ2)|αdf

=
√
2πσ2 ·

∫ ∞

F0−F
exp(−2απ2σ2f 2)df

=
1√
απ
·
∫ ∞
√
2απσ(F0−F )

exp(−ξ2)dξ

≤ 1√
απ
·
∫ ∞
√
2απσ(F0−F )

exp(−
√
2απσ(F0 − F )ξ)dξ

=
1√
απ
· 1√

2απσ(F0 − F )
exp(−2απ2σ2(F0 − F )2)

≤ ε1/(4F )
2α. (11.38)

where the second step follows definition of M , the third step follows from ξ =
√
2απσf , the forth step follows from ξ ≤

√
2απσ(F0 − F ), the last step follows

from lower bound on F0 in the Lemma statement.
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Finally, we can bound LHS in the statement as follows

∣∣∣
∫ ∞

−∞
(M̂µ,σ2(f) ∗ x̂(f))αdf −

∫ F0

−F0

(M̂µ,σ2(f) ∗ x̂(f))αdf
∣∣∣

=
∣∣∣
∫ F0

−∞
(M̂µ,σ2(f) ∗ x̂(f))αdf +

∫ ∞

F0

(M̂µ,σ2(f) ∗ x̂(f))αdf
∣∣∣

=
∣∣∣
∫ F0

−∞
(

∫ F

−F
M̂µ,σ2(f − ξ) · x̂(ξ)dξ)αdf +

∫ ∞

F0

(

∫ F

−F
M̂µ,σ2(f − ξ) · x̂(ξ)dξ)αdf

∣∣∣

≤
∣∣∣
∫ ∞

F0

(

∫ F

−F
M̂µ,σ2(f − ξ) · x̂(ξ)dξ)αdf

∣∣∣+
∣∣∣
∫ −F0

−∞
(

∫ F

−F
M̂µ,σ2(f − ξ) · x̂(ξ)dξ)αdf

∣∣∣

≤
∫ ∞

F0

(

∫ F

−F
|M̂µ,σ2(f − ξ) · x̂(ξ)|dξ)αdf +

∫ −F0

−∞
(

∫ F

−F
|M̂µ,σ2(f − ξ) · x̂(ξ)|dξ)αdf

= ∥x̂∥α∞ · (
∫ ∞

F0

(

∫ F

−F
|M̂µ,σ2(f − ξ)|dξ)αdf +

∫ −F0

−∞
(

∫ F

−F
|M̂µ,σ2(f − ξ)|dξ)αdf)

(11.39)

where the third step follows from triangle inequality, the fourth step follows from

triangle inequality.

For the second term in the above Eq. (11.39)
∫ ∞

F0

(

∫ F

−F
|M̂µ,σ2(f − ξ)|dξ)αdf ≤

∫ ∞

F0

(

∫ F

−F
|M̂µ,σ2(f − F )|dξ)αdf

=

∫ ∞

F0

|2FM̂µ,σ2(f − F )|αdf

= (2F )α ·
∫ ∞

F0

|M̂µ,σ2(f − F )|αdf

= (2F )α ·
∫ ∞

F0−F
|M̂µ,σ2(ξ)|αdξ

≤ (2F )α · ε1/(4F )2α

≤ ε1/(2F
α) (11.40)

where the first step follows from what M̂µ,σ2(f − ξ) ≤ M̂µ,σ2(f − F ) because f − ξ ≥
f − F ≥ F0 − F > 0, the forth step follows from f − F = ξ, second last step follows

from Eq. (11.38).
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Similarly, we have that
∫ −F0

−∞
(

∫ F

−F
|M̂µ,σ2(f − ξ)|dξ)αdf ≤ ε1/2. (11.41)

Combining Eq. (11.39), (11.40) and (11.41) completes the proof.

11.13.2.2 Bounding the convolution

The goal of this section is to prove Lemma 11.84.

Lemma 11.84. Given µ′, F, σ′, γ ∈ R+. Let M : R → R be defined as in Definition

11.11. Let x : R → C be a function. For simplicity, let M = Mµ′,σ′2. We have that

for ∀f ∈ R,

|M̂ ∗ x̂(f)−
∑

µ∈Zγ

∫ µ+γ/2

µ−γ/2
x̂(ξ)dξ · M̂(f) ∗ δ(f − µ)| ≤ (σ′2 + σ′|µ′|)γ2 · ∥x̂∥1.

Proof. We will separate M̂ ∗ x̂(f) into M̂(f) ∗ (x̂(f) · rectγ/2(f − µ)) where µ ∈ γZ.

This decomposes x̂ into different intervals. Then, we get a bound for each interval.

We can rewrite M̂µ′,σ′2(f) in the following sense,

M̂µ′,σ′2(f) =
√
2πσ′2 · exp(−2π2σ′2f 2) · exp(−2πiµ′f)

=
√
2πσ′2 ·M0,1/(4π2σ′2)(f) · exp(−2πiµ′f)

where the second step follows from the definition of M .

First, we consider the first term in the LHS of our statement

M̂(f) ∗ (x̂(f) · rectγ/2(f − µ)) = M̂(f) ∗
(∫ µ+γ/2

µ−γ/2
x̂(ξ)δ(f − ξ)dξ

)

=

∫ µ+γ/2

µ−γ/2
x̂(ξ) · M̂(f) ∗ δ(f − ξ)dξ

=

∫ µ+γ/2

µ−γ/2
x̂(ξ) · M̂(f − ξ)dξ (11.42)
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where the first step follows from definition of rect function, the last step follows from

M̂(f) ∗ δ(f − ξ) = M̂(f − ξ).

Now, we consider the second term in the LHS of our statement
∫ µ+γ/2

µ−γ/2
x̂(ξ)dξ · M̂(f) ∗ δ(f − µ) =

∫ µ+γ/2

µ−γ/2
x̂(ξ) · M̂(f) ∗ δ(f − µ)dξ

=

∫ µ+γ/2

µ−γ/2
x̂(ξ) · M̂(f − µ)dξ. (11.43)

where the last step follows from M̂(f) ∗ δ(f − µ) = M̂(f − µ).

By Lemma 11.82 (with γ = γ/2, σ = 1/(2πσ′), µ = 0, c = −2πµ′), we have

that

|M̂(f − ξ)− M̂(f − µ)|

=
√
2πσ′2|M0,1/(4π2σ′2)(f − ξ) exp(−2πiµ′(f − ξ))−M0,1/(4π2σ′2)(f − µ) exp(−2πiµ′(f − µ))|

≤
√
2πσ′2(2πσ′ + 2π|µ′|)γ

≲ (σ′2 + σ′|µ′|)γ (11.44)

where the first step from the calculation of M̂ , the second step follows from Lemma

11.82.

Thus, we can claim that ∀f ∈ R,

|M̂(f) ∗ (x̂(f) · rectγ/2(f − µ))−
∫ µ+γ/2

µ−γ/2
x̂(f)df · M̂(f) ∗ δ(f − µ)|

= |
∫ µ+γ/2

µ−γ/2
x̂(ξ) · M̂(f − ξ)dξ −

∫ µ+γ/2

µ−γ/2
x̂(ξ) · M̂(f − µ)dξ|

= |
∫ µ+γ/2

µ−γ/2
x̂(ξ) · (M̂(f − ξ)− M̂(f − µ))dξ|

≤
∫ µ+γ/2

µ−γ/2
|x̂(ξ)| · |M̂(f − ξ)− M̂(f − µ)|dξ

≤ max
ξ∈[µ−γ/2,µ+γ/2]

{|M̂(f − ξ)− M̂(f − µ)|} ·
∫ µ+γ/2

µ−γ/2
|x̂(ξ)|dξ

≲ (σ′2 + σ′|µ′|)γ ·
∫ µ+γ/2

µ−γ/2
|x̂(ξ)|dξ. (11.45)
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where the first step follows from from Eq. (11.42), Eq. (11.43), the third step follows

from triangle inequality, and the last step follows from Eq. (11.44).

As a result, we have that for f

|M̂ ∗ x̂(f)−
∑

µ∈Zγ

∫ µ+γ/2

µ−γ/2
x̂(ξ)dξ · M̂(f) ∗ δ(f − µ)|

≤ |
∑

µ∈Zγ

M̂(f) ∗ (x̂(f) · rectγ/2(f − µ))−
∑

µ∈Zγ

∫ µ+γ/2

µ−γ/2
x̂(ξ)dξ · M̂(f) ∗ δ(f − µ)|

≤
∑

µ∈Zγ

|M̂(f) ∗ (x̂(f) · rectγ/2(f − µ))−
∫ µ+γ/2

µ−γ/2
x̂(f)df · M̂(f) ∗ δ(f − µ)|

≲ (σ′2 + σ′|µ′|)γ ·
∑

µ∈Zγ

∫ µ+γ/2

µ−γ/2
|x̂(ξ)|dξ

≤ (σ′2 + σ′|µ′|)γ · ∥x̂∥1

where the first step follows from
∑

µ∈Zγ rectγ/2(f − µ) = 1, the second step follows

from triangle inequality, the third step follows from Eq. (11.45), the last step follows

from the definition of ℓ1 norm.

Thus we complete proof.

Choice of parameters The following lemma shows how to take the parameters in

this section.

Lemma 11.85. Let ε0, ε, F, c0, σ′, T, F0, K, ε1 ∈ R+ such that

• ε0 = 0.01

• ε1 ≤ ε2/T

• σ′ =
√
2ε20T

• c0 = 0.01/
√
log(1/ε0)
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• K = ⌈1+0.5ε0
c0ε20

⌉ ≤ 2/(c0ε
2
0)

• F0 = σ′−1 · log1/2(4F/ε1) + F

We have that

• Part 1. c0K ≲ 1

• Part 2. F0 ≲ (1/T ) · log1/2(FT/ε) + F

Proof. We will prove them separately.

Part 1.

We can show

c0K = c0⌈
1 + 0.5ε0
c0ε20

⌉ ≤ 2c0
c0ε20

≲ 1.

where the first step follows from the definition of K, the third step follows from the

definition of ε0.

Part 2.

We have that

F0 = σ′
−1 · log1/2(4F/ε1) + F

≲ 1/(ε20T ) · log1/2(F/ε1) + F

≲ 1/T · log1/2(F/ε1) + F

≲ 1/T · log1/2(FT/ε2) + F

≲ 1/T · log1/2(FT/ε) + F

where the second step follows from the definition of σ′, the third step follows from

the definition of ε0, the fourth step follows from the definition of ε1 ≥ ε2/T .
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11.13.3 Semi-continuouse approximation of Fourier-sparse signals

The main theorem of this section is stated and proved below.

Theorem 11.86 (Sparse Signal is Semi-continuous). Given γ, ε ∈ (0, 0.1), F, T ∈ R+.

Let x : R → C be a function that such that x is k-Fourier-sparse and supp(x̂) ⊆
[−F, F ]. Let γ > 0 and ε1 > 0. Then there is an algorithm output a k′-Fourier-sparse

signal (k′ ≤ k),

x′(t) =
k′∑

i=1

vi exp(2πifit)

such that

∥x′ − x∥2T ≲ (F0T
3γ2 + ε1/(F

2T )) · ∥x̂∥21

where γ = min
i ̸=j
|fi−fj|, fi ∈ [−F, F ], fi ∈ γZ, ∀i ∈ [k′] and F0 = Ω(T−1 log1/2(F/ε1)+

F ).

Further, if ε1 ≤ ε2/T and γ ≤ ε/
√
F0T 3, then we have

∥x′ − x∥2T ≲ ε2∥x̂∥21

Proof. First, we will introduce our choice for x′. Then, we bound |M̂j ∗ x̂− M̂j ∗ x̂′|.
Finally, show the relationship between |M̂j ∗ x̂−M̂j ∗ x̂′| and the LHS in our statement

by utilizing M to bridge the integral calculated in the time domain ∥x′−x∥T and the

integral calculated in the frequency domain ∥x̂∥1.

Let x′ be chosen as

x′(t) =
∑

µ∈Zγ

∫ µ+γ/2

µ−γ/2
x̂(f)df · exp(2πiµt).

Then,

∥x̂′∥1 =
∑

µ∈Zγ

∫ µ+γ/2

µ−γ/2
x̂(f)df =

∫ ∞

−∞
x̂(f)df = ∥x̂∥1. (11.46)
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Let c0, ε0 ∈ R+,K ∈ Z+ such that ε0 = 0.01 ∈ (0, 0.1), c0 = 0.01/
√

log(1/ε0), K =

⌈1+0.5ε0
c0ε20

⌉ ≤ 2/(c0ε
2
0).

For simplicity, let Mj(t) =Mµ′j ,σ
′2(t) =Mc0jε20T,2ε

4
0T

2(t), then

M̂j(f) =
√
2πσ′2 exp(−2π2σ′2f 2) exp(−2πiµ′jf).

and

µ′j ≤ c0Kε
2
0T

≤ c0(
2

c0ε20
)ε20T

= 2T.

where the second step follows from upper bound on K.

We have that

x̂′(f) =
∑

µ∈Zγ

∫ µ+γ/2

µ−γ/2
x̂(f)df · δ(f − µ).

So, we can convolute M̂ at the both sides and get

M̂j(f) ∗ x̂′(f) =
∑

µ∈Zγ

∫ µ+γ/2

µ−γ/2
x̂(f)df · M̂j(f) ∗ δ(f − µ). (11.47)

By Lemma 11.84, we have that for ∀f ∈ R,

|M̂j ∗ x̂− M̂j ∗ x̂′|

=
∣∣∣M̂j ∗ x̂−

∑

µ∈Zγ

∫ µ+γ/2

µ−γ/2
x̂(f)df(M̂j(f) ∗ δ(f − µ))

∣∣∣

≤ (σ′2 + σ′|µ′j|)γ · ∥x̂∥1
≲ T 2γ · ∥x̂∥1. (11.48)

where the first step follows from Eq. (11.47), the second step follows from Lemma

11.84, the third step follows the choice of µ′j and σ and that ε0 is a constant.
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Let F0 be defined as

F0 > σ′
−1 · log1/2(4F/ε1) + F.

Next, we can bound |x′(t)− x(t)|2,
∫ ∞

−∞
M2

j (t) · |x′(t)− x(t)|2dt =
∫ ∞

−∞
|M̂j ∗ x̂′(f)− M̂j ∗ x̂(f)|2df

≤
∫ F0

−F0

|M̂j ∗ x̂′(f)− M̂j ∗ x̂(f)|2df + ε1∥x̂′(f)− x̂(f)∥2∞

≤
∫ F0

−F0

|M̂j ∗ x̂′(f)− M̂j ∗ x̂(f)|2df + 4ε1∥x̂∥2∞
≲ 2F0T

4γ2 · ∥x̂∥21 + 4ε1∥x̂∥2∞
≲ (F0T

4γ2 + ε1/F
2) · ∥x̂∥21︸ ︷︷ ︸

err

(11.49)

where the second step follows from Lemma 11.83, the third step follows from ∥x̂′(f)−
x̂(f)∥2∞ ≤ (∥x̂′(f)∥∞ + ∥x̂(f)∥∞)2 = (2∥x̂(f)∥∞)2 = 4∥x̂∥2∞ due to Eq. (11.46), the

forth step follows from Eq. (11.48), the fifth step follows from ∥x̂∥∞ ≤ ∥x̂∥1.

Then we can upper bound the LHS
∫ T
0
|x′(t)− x(t)|2dt as follows:

∫ T

0

|x′(t)− x(t)|2dt

=

∫ T

0

rectT (t)|x′(t)− x(t)|2dt

≤
∫ T

0

K∑

j=−K

(
c0

(1− 2ε0)
√
2π

)M2
j (t) · |x′(t)− x(t)|2dt

≤
∫ T

0

K∑

j=−K

c0M
2
j (t) · |x′(t)− x(t)|2dt

≤ c0 ·
K∑

j=−K

∫ ∞

−∞
M2

j (t) · |x′(t)− x(t)|2dt

≲ c0K · err

≲ err
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where the second step follows from Claim 11.81 and M2
j (t) =Mc0jε20T,ε

4
0T

2(t), the third

step follows from ε0 = 0.01, the forth step follows from relaxing integral range, the

fifth step follows from Eq. (11.49), the last step follows from c0K ≲ 1 due to Lemma

11.85.

11.13.4 Fast optimal-sparsity Fourier sparse recovery

Corollary 11.87 (Our result). For any F > 0, T > 0, ε > 0. Let x∗(t) =
∑k

j=1 vj exp(2πifjt)

with |fj| ≤ F for j ∈ [k]. For observation x(t) = x∗(t)+g(t), there exists an algorithm

that takes

m = O(ε−1k2 log3(k) log(FT/(δρ)))

random samples t1, . . . , tm ∈ [0, T ], runs in (ε−1FT )O(k) time, and outputs y(t) =
∑k

j=1 ṽj exp(2πif̃jt) such that

∥y(t)− x∗(t)∥T ≤ (1 + ε)∥g(t)∥T + δ∥x̂∗(f)∥1,

holds with probability 1− ρ.

Proof. Let Nf = O( δ

T
√
FT log(1/δ)

) · Z ∩ [−F, F ] denote a net of frequencies. Because

δ

T
√
F0T

≳
δ

T
√
log1/2(F/ε1) + FT

≥ δ

T
√
log1/2(FT/δ2) + FT

≥ δ

T
√
log(FT ) + log(1/δ) + FT

≥ δ

T
√
FT log(1/δ)

where the first step follows from F0 = Ω(T−1 log1/2(F/ε1)+F ), the second step follows

from setting ε1 = δ2/T .
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By Theorem 11.86, for any signal x∗(t) =
∑k

j=1 vj exp(2πifjt), there exists a

k-Fourier-sparse signal x̃(t) =
∑k

j=1 v
′
j exp(2πif

′
jt) such that,

∥x∗(t)− x̃(t)∥T ≤ δ∥x̂∗(f)∥1

and f ′1, · · · , f ′k ⊆ Nf .

Because we have that

∥y(t)− x∗(t)∥T ≤ ∥y(t)− x̃(t)∥T + ∥x̃(t)− x∗(t)∥T
≤ ∥y(t)− x̃(t)∥T + δ∥x̂∗(f)∥1.

Let S be the set of i.i.d samples from D(t) of size O(ε−1k log3(k) log(1/ρ0)),

w be the corresponding weight in Algorithm 63 Procedure SparseFT line 3. By

Lemma 11.28, we have that, for any F, with probability at least 1− ρ0,

(1−√ε)∥x∥T ≤ ∥x∥S,w ≤ (1 +
√
ε)∥x∥T .

In total, we enumerate (δ−1FT )O(k) function family F in Algorithm 63 Procedure

SparseFT line 6. By taking ρ0 = ρ(δ(FT )−1)O(k), we have that the total success

probability is at least

(1− ρ0)(δ
−1FT )O(k) ≥ 1− (δ−1FT )O(k) · ρ0 ≥ 1− ρ

Thus, by Lemma 11.66, with probability at least 1 − ρ, sampling S and w forms a

ε-WBSP for every F.

Finally, we bound ∥y(t)− x̃(t)∥T as follows,

∥y(t)− x̃(t)∥T ≤ (1 +O(ε))∥x(t)− x̃(t)∥T
≤ (1 +O(ε))(∥x(t)− x∗(t)∥T + ∥x∗(t)− x̃(t)∥T )

≤ (1 +O(ε))(∥g(t)∥T + δ∥x̂∗(f)∥1)

where the first step follows from the proof of Theorem 11.60.
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Combine the results above we have that

∥y(t)− x∗(t)∥T ≤ ∥y(t)− x̃(t)∥T + δ∥x̂∗(f)∥1
≤ (1 +O(ε))∥g(t)∥T +O(δ)∥x̂∗(f)∥1.

Note that our sample complexity is |S| = O(ε−1k log3(k) log(1/ρ0)) = O(ε−1k2 log3(k) log(FT/(δρ))).

Lemma 11.88 (Running time of Lemma 11.87). Procedure SparseFT in Algorithm

63 runs in O((δ−1FT )O(k) log(1/ρ)) times.

Proof. In each call of the Procedure SparseFT in Algorithm 63,

• In the for loop, it repeats the line 8 for (δ−1log0.5(1/δ)(FT )1.5)k times.

• Note that each 8 of Procedure SparseFT in Algorithm 63 is solving linear

regression. This part takes O(ε−1kω+1 log3(k) log(FT/(δρ))) time.

So, the time complexity of Procedure SparseFT in Algorithm 63 is

O((δ−1log0.5(1/δ)(FT )1.5)k) ·O(ε−1kω+1 log3(k) log(FT/(δρ))) = O((ε−1FT )O(k) log(1/ρ)).

11.13.5 Semi-continuous approximation with a constant frequency gap

In this section, we show that the semi-continuous approximation result in

previous section can be further improved in terms of the frequency gap.

We first consider the one-sparse case in the following lemma.
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Lemma 11.89. Let 0 < δ < 0.1 be a parameter. Let x∗ = v∗ exp(2πif ∗t) be a

function such that f ∗ ∈ [−c/T, c/T ]. Then, there exists k > log(1/δ), F ≲ k/T ,

f1, . . . , fk ∈ c/TZ ∩ [−F, F ], and v1, . . . , vk ∈ C and for the function

x̃(t) =
k∑

j=1

vj exp(2πifjt)

we have that

∥x∗ − x̃∥T ≲ δ|v∗|

Proof. Note that x∗(t) can be written as

x∗(t) =

∫ F

−F
x̂∗(f) exp(2πift)df.

Now consider the Taylor expansion of

exp(2πift) =
∞∑

j=0

(2πift)j

j!

Note that since f ∈ [−F, F ], t ∈ [0, T ], FT ≲ k, we have

∞∑

j=k+1

|(2πift)
j

j!
| ≤

∞∑

j=k+1

|(2eπift)
j

jj
|

≤
∞∑

j=k+1

1

exp(j)

≤ 1

exp(k)
· 1

1− 1/e

≲ δ1 (11.50)

where the first step follows from Stirling’s formula n! ≥
√
2πnn+0.5 exp(−n), the

second step follows from 2e2πf ≥ j, the last step follows from k ≥ log(1/δ1).

In particular, if we define the approximator of exponential function

gf (x) =
k∑

j=0

(2πift)j

j!
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then over the interval t ∈ [0, T ], f ∈ [−F, F ], FT ≲ k,

| exp(2πift)− gf (t)| = |
∞∑

j=k+1

(2πift)j

j!
|

≤
∞∑

j=k+1

|(2πift)
j

j!
|

≤ δ1. (11.51)

where the first step follows from the definition of gf (x), the second step follows from

the triangle inequality, the last step follows from Eq. (11.50).

Next, let Vk(f) = (1, f, · · · , fk). For f ∗ ∈ [−c/T, c/T ], we can write the vector

Vk(f
∗) = w1Vk(f1) + · · ·+ wkVk(fk)

for some real numbers (depending on f ∗) w1, . . . , wk, because Vk(f1), · · · ,Vk(fk) is

linear independence. Thus,

gf∗(t) = w1gf1(t) + · · ·+ wkgfk(t) (11.52)

for the same weights. Now note that by (11.51), for all t ∈ [0, T ],

|x∗(t)− v∗gf∗(t)| = |v∗(gf∗(t)− exp(2πif ∗t))|

≤ |v∗|δ1.

Then, because gf (t) can be expressed by gfj(t), j ∈ [k], we have that

|x∗(t)−
k∑

j=0

v∗gfj(t)wj| = |x∗(t)− v∗gf∗(t)|

which is follows from Eq. (11.52).

Note that

k∑

j=1

|wj| ≤ C1
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So by Eq. (11.51), we will transform the approximator of exponential function

back to exponential function. For ∀t ∈ [0, T ],

|
k∑

j=1

(gfj(t)− exp(2πifjt))(v
∗wj)| ≤ C1|v∗|δ1

Therefore, we can conclude that for ∀t ∈ [0, T ]

|x∗(t)−
k∑

j=1

(v∗wj) exp(2πifjt)| ≤ C1|v∗|δ1

and setting

h(x) =
k∑

j=1

(v∗wj) exp(2πifjt)

immediately leads to the desired conclusion.

Lemma 11.89 immediately gives the following corollary by taking linear sum-

mation over k frequencies.

Corollary 11.90. Let 0 < δ < 0.1 be a parameter. Let x∗ be any k-Fourier-sparse

signal. Then, there exists k̃ ≲ k log(k/δ), universal constant c ∈ (0, 1), f1, · · · , fk ∈
c/TZ, and v1, . . . , vk ∈ C and for the function

x̃(t) =
k̃∑

j=1

vj exp(2πifjt)

we have that

∥x∗ − x̃∥T ≲ δ∥x̂∗(f)∥1
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Algorithm 55 Quadratic-form sampling with preprocessing-query trade-off: Prepro-
cessing
1: structure Node
2: V1, V2 ∈ Rd×d

3: left, right ▷ Point to the left/right child in the tree
4: end structure
5: data structure DS+ ▷ Theorem 11.40
6: members
7: n ∈ N ▷ The number of vectors
8: m ∈ N ▷ The number of blocks
9: v1, . . . , vn ∈ Rd ▷ d-dimensional vectors

10: root: Node ▷ The root of the tree
11: end members
12: procedure BuildTree(l, r) ▷ [l, . . . , r] is the range of the current node
13: p← new Node
14: if l = r then ▷ Leaf node
15: p.V2 ←

[
v(l−1)d+1 · · · vld

]

16: p.V1 ← (p.V2) · (p.V2)⊤ ▷ It takes O(dω)-time
17: ▷ p.mat1 =

∑ld
i=(l−1)d+1 viv

⊤
i

18: else ▷ Internal node
19: mid← ⌊(l + r)/2⌋
20: p.left← BuildTree(l,mid)
21: p.right← BuildTree(mid+ 1, r)
22: p.V1 ← (p.left).V1 + (p.right).V1 ▷ It takes O(d2)-time
23: end if
24: return p
25: end procedure
26: procedure Init(n, d, {vi}i∈[n] ⊆ Rd, {αi}i∈[n] ⊆ R)
27: vi ← vi ·

√
αi for i ∈ [n]

28: m← n/d ▷ We assume that n is divisible by d
29: Group {vi}i∈[n] into m blocks B1, . . . , Bm ▷ Bi = {v(i−1)d+1, . . . , vid} for

i ∈ [m]
30: root← BuildTree(1,m)
31: end procedure
32: end data structure
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Algorithm 56 Quadratic-form sampling with preprocessing-query trade-off: Query
1: data structure DS+ ▷ Theorem 11.40
2: members
3: n ∈ N ▷ The number of vectors
4: m ∈ N ▷ The number of blocks
5: v1, . . . , vn ∈ Rd ▷ d-dimensional vectors
6: root: Node ▷ The root of the tree
7: end members
8: procedure BlockSampling(p, l ∈ N, A ∈ Rd×d)▷ p is a leaf node with index l
9: U ← (p.V2)

⊤ · A · (p.V2) ▷ It takes O(dω)-time
10: Define a distribution Dl over [d] such that Dl(i) ∝ Ui,i
11: Sample i ∈ [d] from Dl ▷ It takes O(d)-time
12: return (l − 1)d+ i
13: end procedure
14: procedure Query(A ∈ Rd×d)
15: p← root, l← 1, r ← m
16: s← 0
17: while l ̸= r do ▷ There are O(logm) iterations
18: w ← ⟨p.V1, A⟩ ▷ It takes O(d2)-time
19: wℓ ← ⟨(p.left).V1, A⟩
20: Sample c from Bernoulli(wℓ/w)
21: if c = 0 then
22: p← p.left, r ← ⌊(l + r)/2⌋
23: else
24: p← p.right, l← ⌊(l + r)/2⌋+ 1
25: end if
26: end while
27: return BlockSampling(p, l, A)
28: end procedure
29: end data structure
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Algorithm 57 Fast distillation for one-dimensional signal
1: procedure WeightedSketch(k, ε, T,B) ▷ Lemma 11.28
2: c← O(T−1 log−1(k))
3: D(t) is defined as follows:

D(t)←
{
c/((1− |t/T |) log k), if |t| ≤ T (1− 1/k),

c · k, if |t| ∈ [T (1− 1/k), T ].

4: S0 ← O(ε−2k log(k)) i.i.d. samples from D
5: for t ∈ S0 do
6: wt ← 2

T ·|S0|·D(t)

7: end for
8: Set a new distribution D′(t)← wt/

∑
t′∈S0

wt′ for all t ∈ S0

9: return D′

10: end procedure
11: procedure FastDistill1D(k, ε, F = {f1, . . . , fk}, T ) ▷ Lemma 11.44
12: Distribution D′ ←WeightedSketch(k, ε, T,B)
13: Set the function family F as follows:

F :=
{
f(t) =

k∑

j=1

vj exp(2πifjt)
∣∣∣ vj ∈ C

}
.

14: s, {t1, t2, · · · , ts}, w ← RandBSS+(k,F, D′, (ε/4)2) ▷ s = O(k/ε2),
Algorithm 52

15: return {t1, t2, · · · , ts} and w
16: end procedure

Algorithm 58 Distillation for high-dimensional signal.
1: procedure DistillHD(k, ε, d, F = {f1, . . . , fk}, T ) ▷ Lemma 11.51
2: S0 ← O(ε−2kO(d) log(1/ε)) i.i.d. samples from Uniform([0, T ]d)
3: Set the function family F as follows:

F =
{
f(t) =

k∑

j=1

vj exp(2πi⟨fj, t⟩)
∣∣ vj ∈ C

}
.

4: s, {t1, t2, · · · , ts}, w ← RandBSS+(k,F,Uniform(S0), (ε/4)
2) ▷ s = O(k/ε2),

Algorithm 52
5: return {t1, t2, · · · , ts} and w
6: end procedure
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Algorithm 59 Distillation for discrete signal.
1: procedure DistillDisc(k, ε, F = {f1, · · · , fk}, n) ▷ Lemma 11.54

(one-dimension)
2: S0 ← O(ε−2k log(k)) i.i.d. samples from Uniform([n])
3: Set the function family F as follows:

F = {f(t) =
k∑

j=1

vj exp(2πifjt/n)|vj ∈ C}.

4: s, {t1, t2, · · · , ts}, w ← RandBSS+(k,F,Uniform(S0), (ε/4)
2) ▷ s = O(k/ε2),

Algorithm 52
5: return {t1, t2, · · · , ts} and w
6: end procedure
7: procedure DistillDiscHD(k, ε, F = {f1, · · · , fk}, p, d) ▷ Lemma 11.54

(high-dimension)
8: S0 ← O(ε−2k log(k)) i.i.d. samples from Uniform([p]d)

9: A←



t′1
⊤

...
t′s0
⊤


 ∈ Rs0×d, B ←

[
f1 · · · fk

]
∈ Rd×k

10: C ← A ·B ∈ Rs0×k

11: Fij ← exp(2πiCij) for each (i, j) ∈ [s0]× [k]
12: s, {t1, t2, · · · , ts}, w ← RandBSS+(k,F,Uniform(S0), (ε/4)

2) ▷ s = O(k/ε2),
Algorithm 52

13: return {t1, t2, · · · , ts} and w
14: end procedure
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Algorithm 60 Signal estimation algorithm for one-dimensional signals (sample op-
timal version)
1: procedure SignalEstimationFast(x, k, F, T,B) ▷ Theorem 11.57
2: ε← 0.01
3: L← FreqEst(x, k,D, F, T,B)
4: {f ′1, f ′2, · · · , f ′k̃} ← {f ∈ Λ(B) | ∃f ′ ∈ L, |f ′ − f | < D/T}
5: s, {t1, t2, · · · , ts}, w ← FastDistill1D(k̃,

√
ε, {f ′i}i∈[k̃], T,B) ▷ k̃, w ∈ Rk̃,

Algorithm 57
6: Ai,j ← exp(2πif ′jti), A ∈ Cs×k̃

7: b← (x(t1), x(t2), · · · , x(ts))⊤
8: Solving the following weighted linear regression ▷ Fact 11.8

v′ ← argmin
v′∈Ck̃

∥√w ◦ (Av′ − b)∥2.

9: return y(t) =
∑k̃

j=1 v
′
j · exp(2πif ′jt).

10: end procedure

Algorithm 61 Signal estimation algorithm for one-dimensional signals (high-
accuracy version)
1: procedure SignalEstimationAcc(x, ε, k, F, T,B) ▷ Theorem 11.60
2: L← FreqEst(x, k,D, F, T,B)
3: {f ′1, f ′2, · · · , f ′k̃} ← {f ∈ Λ(B) | ∃f ′ ∈ L, |f ′ − f | < D/T}
4: s, {t1, t2, · · · , ts}, w ←WeightedSketch(k̃,

√
ε, T,B) ▷ k̃, w ∈ Rk̃,

Algorithm 57
5: Ai,j ← exp(2πif ′jti), A ∈ Cs×k̃

6: b← (x(t1), x(t2), · · · , x(ts))⊤
7: Solving the following weighted linear regression ▷ Fact 11.8

v′ ← argmin
v′∈Ck̃

∥√w ◦ (Av′ − b)∥2.

8: return y(t) =
∑k̃

j=1 v
′
j · exp(2πif ′jt).

9: end procedure
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Algorithm 62 Discrete signal set-query algorithm.
1: procedure SetQuery(x, n, k, S, ε) ▷ Theorem 11.73 (one-dimension)
2: {f1, f2, · · · , fk} ← S
3: s, {t1, t2, · · · , ts}, w ← DistillDisc(k,

√
ε, F, n) ▷ Algorithm 59

4: Ai,j ← exp(2πifjti/n), A ∈ Cs×k

5: b← (x(t1), x(t2), · · · , x(ts))⊤
6: Solving the following weighted linear regression ▷ Fact 11.8

v′ ← argmin
v′∈Ck̃

∥√w ◦ (Av′ − b)∥2.

7: return x̂′ such that x̂′fj = v′j for j ∈ [k]
8: end procedure
9: procedure SetQueryHD(x, n, k, S, ε) ▷ Theorem 11.73 (high-dimension)

10: {f1, f2, · · · , fk} ← S
11: s, {t1, t2, · · · , ts}, w ← DistillDiscHD(k,

√
ε, F, n) ▷ Algorithm 59

12: Fbatch = [f1, f2, · · · , fk] ∈ [p]d×k

13: Tbatch = [t1, t2, · · · , ts] ∈ [p]d×s

14: U = F⊤batchTbatch ∈ Zk×s ▷ Fact 11.7
15: Ai,j ← exp(2πiUj,i/p), A ∈ Cs×k

16: b← (x(t1), x(t2), · · · , x(ts))⊤
17: Solving the following weighted linear regression ▷ Fact 11.8

v′ ← argmin
v′∈Ck̃

∥√w ◦ (Av′ − b)∥2.

18: return x̂′ such that x̂′fj = v′j for j ∈ [k]
19: end procedure
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Algorithm 63 Recover k-sparse FT
1: procedure SparseFT(x, k, F, T, ε, δ, ρ) ▷ Corollary 11.87
2: m← O(ε−1k2 log3(k) log(FT/(δρ)))
3: S,w ←WeightedSketch(m, k, T ) ▷ Algorithm 57
4: We observe the signal x(t) for each t ∈ S
5: Nf ← O( ε

T
√
FT log(1/ε)

) · Z ∩ [−F, F ]
6: for {f ′1, . . . , f ′k} ∈

(
Nf

[k]

)
do

7: Let F = span{exp(2πif ′1t), · · · , exp(2πif ′kt)}
8: h(t)← argminh∈F∥h(t)− x(t)∥S,w
9: if ∥h(t)− x(t)∥S,w ≤ ∥f̃(t)− x(t)∥S,w then

10: f̃(t)← h(t)
11: end if
12: end for
13: return f̃(t)
14: end procedure
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Chapter 12: Quartic Samples Suffice for Fourier
Interpolation

12.1 Introduction

Fourier transforms are the backbone of signal processing and engineering, with

profound implications to nearly every field of scientific computing and technology.

This is primarily due to the discovery of the well-known Fast Fourier Transform

(FFT) algorithm [CT65], which is ubiquitous in engineering applications, from im-

age and audio processing to fast integer multiplication and optimization. The clas-

sic FFT algorithm of [CT65] computes the Discrete Fourier Transform (DFT) of a

length-n vector x, where both the time and frequency domains are assumed to be

discrete. This algorithm takes O(n) samples in the time domain, and constructs

x̂ = DFT(x) in O(n log(n)) time. The discrete setting of DFT limits its applicability

in two main aspects: The first one is that many real-world signals are continuous

(analog) by nature; Secondly, many real-world applications (such as image process-

ing) involve signals which are sparse in the frequency domain (i.e., ∥x̂∥0 = k ≪ n)

[ITU92, Wat94, Rab02]. This feature underlies the compressed sensing paradigm

[CRT06], which leverages sparsity to obtain sublinear algorithms for signal recon-

struction, with time and sample complexity depending only on the sparsity k. Un-

fortunately, the continuous case cannot simply be reduced to the discrete case via

standard discretization (i.e., using a sliding-window function), as it “smears out" the

frequencies and blows up the sparsity, which motivates a more direct approach for

the continuous problem [PS15].

The study of Fourier-sparse signals dates back to the work of Prony in 1795

[dP95], who studied the problem of exact recovery of the “ground-truth" signal x

in the vanilla noiseless setting. By contrast, the realistic setting of reconstruction

from noisy-samples [PS15] is a different ballgame, and exact recovery is generally
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impossible [Moi15]. In the Fourier Interpolation problem, the ground-truth signal

x∗(t) =
k∑

j=1

vje
2πifjt, vj ∈ C, fj ∈ [−F, F ] ∀j ∈ [k],

is a k-Fourier-sparse signal with bandlimit F . Given noisy access to the ground truth

x(t) = x∗(t) + g(t) in limited time duration t ∈ [0, T ] (which means that we need

to recover x∗(t) by taking samples from x(t)), the goal is to reconstruct a k̃-Fourier-

sparse signal y(t) (i.e., y(t) =
∑k̃

j=1 ṽje
2πif̃jt for some ṽj ∈ C, f̃j ∈ [−F, F ] for all

j ∈ [k̃]) such that

∥y(t)− x∗(t)∥2T ≤ c(∥g∥2T + δ∥x∗(t)∥2T )

holds for some c = O(1), where the T -norm of any function f : R→ C is defined as

∥f(t)∥2T :=
1

T

∫ T

0

|f(t)|2dt.

We note that it is not necessary for y(t)’s frequencies and magnitudes (f̃j, ṽj) being

close to the ground-truth signal x∗(t)’s frequencies and magnitudes (fj′ , vj′).

Prior to this work, the state-of-the-art algorithm for the Fourier interpolation

problem was given by [CKPS16], which achieves Õ(k51) sample complexity, Õ(k10ω+40)

running time, Õ(k10) output sparsity, and c ≥ 2000 approximation ratio. For cali-

bration, we note that o(k4) sample complexity for Fourier interpolation is not known

to be achievable even with exponential decoding time. In this chapter, we focus on

improving the efficiency of [CKPS16]’s algorithm across all aspects: (i) runtime, (ii)

sample complexity, and (iii) output-sparsity. Our main result is:

Theorem 12.1 (Main Theorem). Let x(t) = x∗(t) + g(t), where x∗(t) is k-Fourier-

sparse signal with frequencies in [−F, F ]. Given samples of x(t) over [0, T ], there is

an algorithm that uses

k4 log(FT ) · poly log(k, 1/δ, 1/ρ)
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References Samples Time Output Sparsity
[CKPS16] Õ(k51) Õ(k10ω+40) Õ(k10)

[CP19a] Õ(k4) exp(k3) k

Ours (Theorem 12.1) Õ(k4) Õ(k4ω) Õ(k4)

Table 12.1: Summary of the results. All the algorithms obtain O(1) approximation
ratio. We use ω to denote the exponent of matrix multiplication, currently ω ≈ 2.373
[Wil12, AW21].

samples, runs in

k4ω log(FT ) · poly log(k, 1/δ, 1/ρ)

time, and outputs a k4 ·poly log(k/δ)-Fourier-sparse signal y(t) s.t with probability at

least 1− ρ,

∥y(t)− x∗(t)∥T ≲ ∥g(t)∥T + δ∥x∗(t)∥T .

12.1.1 Related works

Sparse Fourier transform in the discrete setting The Fourier transform x̂ ∈
CN is a vector of length N . The goal of a sparse DFT algorithm is, given a bunch of

samples xi in the time domain and the sparsity parameter k, to output a k-Fourier-

sparse signal x′ with the ℓ2/ℓ2-guarantee

∥x̂′ − x̂∥2 ≲ min
k-sparse z

∥z − x̂∥2.

There are two different lines of work solving the above problem. One line [GMS05,

HIKP12a, HIKP12b, IKP14, IK14, Kap16, Kap17] is carefully choosing samples (via

hash function) and obtaining sublinear sample complexity and running time. The

other line [CT06, RV08, Bou14, HR17, NSW19] is taking random samples (via RIP

property [CT06] or others) and paying sublinear sample complexity but nearly linear

running time.
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Sparse Fourier transform in the continuous setting [PS15] defined the sparse

Fourier transform in the continuous setting. It shows that as long as the sample

duration T is large enough compared to the frequency gap η, then there is a sublinear

time algorithm that recovers all the frequencies up to certain precision and further

reconstructs the signal. [JLS23] improves and generalize several results in [PS15]. In

particular, [PS15] only works for one-dimensional continuous Fourier transform, and

[JLS23] generalizes it to d-dimensional Fourier transform. In order to convert the

tone estimation guarantee to signal estimation guarantees, [PS15] provides a positive

result which shows T = O(log2(k)/η) is sufficient, and [Moi15] shows a lower bound

result where T = Ω(1/η). [Son19] asked an open question about whether this gap

can be closed. [JLS23] made positive progress on that problem by providing a new

upper bound which is T = O(log(k)/η).

From the negative side, [Moi15] shows that in order to show tone estimation1,

we have to pay a lower bound in sample duration T . In [PS15], it shows that once

we have tone estimation, we can obtain a signal estimation guarantee. Since [PS15]

and [Moi15], there is an interesting question about whether we can reconstruct the

signal without having a tone estimation guarantee, which is defined as the Fourier

interpolation problem. [CKPS16] shows a positive answer to this problem. They

provide a polynomial time algorithm to solve this problem. However, both sample

complexity and running time in [CKPS16] have a huge polynomial factor in k. The

major goal of our work is to significantly improve those polynomial factors.

12.2 Technical Overview
12.2.1 High-level approach

The high-level approach of Fourier Interpolation (also Fourier Signal recon-

struction) has two steps: frequency estimation and signal estimation (also called sig-

1Tone refers to a (frequency, coefficient) pair in [PS15]. E.g., (fi, vi) is a tone of the signal
x(t) =

∑k
i=1 vie

2πifit. And tone estimation means estimating each (fi, vi) precisely.
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nal recovery or Fourier set query). This work mainly contributes to the first frequency

estimation step.

Filters and HashToBins The core technique in Fourier sparse recovery and

interpolation algorithms is filtering. There are two kinds of filters we are using. The

first filter function applied to the signal is H(t) (Figure 12.1a), which is the bounded

band limit approximation of the rectangular window function rectT (t). Intuitively,

since the time duration is restricted to [0, T ], we should view the ground truth signal

as x∗(t) · rectT (t). However, handling r̂ectT (f) is not easy due to its unbounded

support in the frequency domain. Therefore, we use H(t) instead, which truncates

the frequency domain of rectT (t) and makes the analysis much easier.

Another kind of filters we use is G(j)
σ,b(t) (Figure 12.1b), which “isolates” the

signal through the procedure HashToBins and extracts the one-cluster signal in

the j-th bin. More specifically, HashToBins divides the frequency domain into

B = O(k) bins. We can show that with high probability over the randomized hashing

function, each bin contains a single cluster of frequencies. Hence, in the following

frequency estimation step, we can just focus on recovering the frequency of a one-

cluster filtered signal in each bin j ∈ [B]:

zj(t) = (x ·H)(t) ∗G(j)
σ,b(t).

Frequency Estimation This step is the main focus on this chapter. To estimate

the frequencies, our algorithm has two levels. The first level generates significant

samples of the local-test signal :

dz(t) = z(t)e2πif
∗β − z(t+ β),

where z(t) = zj(t) is the filtered signal in the j-th bin and β is a perturbation param-

eter. A time point α ∈ [0, T ] is defined to be significant with respect to the target

frequency f ∗ if |dz(α)| is small. In this case, z(α+β)/z(α) is a good approximation of
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t
T0

H(t)

(a) Time domain filter H(t).

1
σ ·

j
B + b 1

σ · (1 +
j
B ) + b

1
σB

1
σ · (2 +

j
B ) + b

Ĝ
(j)
σ,b

f

(b) Frequency domain filter Ĝ(j)
σ,b(f) for the j-th bin.

Figure 12.1: Time and frequency domain filters.

e2πif
∗β,which further implies the target frequency f ∗. The second level is a searching

algorithm that iteratively estimates the target frequency f ∗. In each iteration, it calls

the significant sample generation algorithm and uses the significant sample to narrow

the possible range of the target frequency until reaching the desired accuracy. Based

on the two-level strategy, we design an efficient, high-accuracy frequency estimation

algorithm, improving the time complexity, sample complexity, and the estimation er-

ror of the frequency estimation algorithms in previous works [CKPS16, CP19b]. The

theorem is stated as follows.

Theorem 12.2 (Frequency estimation, Informal version of Theorem 12.61). There

exists an algorithm takes O(k2 log(1/δ) log(FT )) samples, runs in O(k2 log(1/δ) log2(FT ))

time, returns a set L of O(k) frequencies such that with probability 1 − ρ0, for any

“important frequency” f , there exists an f̃ ∈ L satisfying

|f − f̃ | ≲ ∆,

where ∆ = k · |supp(Ĥ)|, where Ĥ is the Fourier transform of H.

710



Signal Estimation In signal estimation, a set of estimated frequencies of y(t) has

been found, and it remains to interpolate the signal under these frequencies. This is

often done via set-query techniques [Pri11]. This step is not the focus of this chapter,

and more discussions can be found in [CKPS16, SSWZ22]. 2

12.2.2 Our techniques for frequency estimation

In the frequency estimation part, there are two central questions that need to

be answered:

1. Which frequencies or hashing bins are worth recovering?

2. How to recover a key frequency in a bin?

Our answer to these questions substantially deviates from previous works, as we

discuss below.

Answer to the first question: For the first question, [CKPS16]’s answer is the

heavy-cluster condition, which is defined as follows:

[f ∗ −∆, f ∗ +∆] is heavy if
∫ f∗+∆

f∗−∆
|Ĥ · x∗(f)|2df ≥ T ·N2/k, (12.1)

where N2 := ∥g∥2T + δ∥x∗∥2T represents the noisy-level of x(t). However, only consid-

ering the energy of the ground-truth signal is not enough3. Indeed, their algorithm

only works for “recoverable" clusters, which are defined as:

[f ∗ −∆, f ∗ +∆] is recoverable if
∫ f∗+∆

f∗−∆
|Ĥ · x(f)|2df ≥ T ·N2/k.

2We stress that this chapter is self-contained and we provide all the technical details of signal
estimation in Section 12.16.

3For example, consider the ground-truth signal x∗(t) = ve2πif
∗t + ve2πi(f

∗+10∆)t and the noise
g(t) = −ve2πif∗t. Even if f∗±∆ is a heavy cluster, it is impossible to recover f∗ from the observation
x(t) = x∗(t) + g(t), since x̂(f) is zero around f∗.
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The gap between heavy clusters and recoverable clusters is a bottleneck for improving

the approximation ratio of the Fourier interpolation algorithms in [CKPS16] to an

arbitrarily small constant. This gap also introduces many other technical difficulties

in designing more efficient frequency estimation algorithms.

t
T0

(y ·H)(t) ∗G(j1)
σ,b (t)

(x ·H)(t) ∗G(j1)
σ,b (t)

(x̂∗ ∗ Ĥ)(f) · Ĝ(j1)
σ,b (f)

(ĝ ∗ Ĥ)(f) · Ĝ(j1)
σ,b (f)

f

(a) Low-noise band recovery: high-accuracy frequency estimation is needed.

t
T0

(y ·H)(t) ∗G(j2)
σ,b (t)

(x ·H)(t) ∗G(j2)
σ,b (t)

(x̂∗ ∗ Ĥ)(f) · Ĝ(j2)
σ,b (f)

(ĝ ∗ Ĥ)(f) · Ĝ(j2)
σ,b (f)

f

(b) High-noise band recovery: any frequency estimation output is acceptable.

Figure 12.2: The high SNR band condition. The red curves are the filters. On the
left, the blue curves are the filtered noisy observation signal in the time domain, and
the green curves are corresponding reconstructed signals. On the right, the light
blue regions are the filtered frequencies of the ground-truth signal x∗, and the orange
regions are the filtered frequencies of the noise g. Figure 12.2a shows a high-SNR
case, where we can recover a good approximation of x∗ in this band. Figure 12.2b
shows an extremely low-SNR case, where g has almost the same energy as x∗, and a
trivial signal (y(t) = constant) suffices for the recovery of this band.

To overcome this gap, we introduce a new criterion for the frequency bands

that need to be non-trivially reconstructed, which we call the high signal-to-noise

ratio (SNR) band condition. Formally, we say a hashing bin j ∈ [B] has a high SNR

if the filtered signal z∗j (t) = (x∗ ·H) ∗G(j)
σ,b satisfies:

∥(g ·H) ∗G(j)
σ,b(t)∥2T ≤ c · ∥z∗j (t)∥2T , (12.2)

where c is a universal small constant. Our frequency estimation algorithm focuses

solely on recovering heavy frequencies in high-SNR bins. The intuition behind this
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condition is as follows: if the noise in a band (i.e., (g ·H)∗G(j)
σ,b(t)) is too large, then we

can simply use an all-zero signal as the reconstruction of the filtered signal. We show

this new condition brings many advantages for designing more efficient frequency

estimation algorithms. In particular, we show that the remaining frequencies in the

low-SNR bins are inconsequential for the reconstruction error, and ignoring them

in the signal estimation can still achieve the approximation guarantee of Fourier

interpolation.4

x̂∗(f) ∗ Ĥ(f)

ĝ(f) ∗ Ĥ(f)

f

Figure 12.3: A case that violates our high SNR band assumption but [CKPS16] tries
to recover. x̂∗(f) ∗ Ĥ(f) (in blue) is the filtered ground-truth signal, and ĝ(f) ∗ Ĥ(f)
(in green) is the filtered noise. This signal does not satisfy the high SNR band
condition since the noise ĝ(f) ∗ Ĥ(f) is too strong. However, the combined signal
(x̂∗(f)+ĝ(f))∗Ĥ(f) still satisfies the recoverable-cluster condition since it has enough
energy in the frequency domain.

Answer to the second question: As we discussed earlier, the key to answering

this question is our novel “significant-samples" generation procedure (which produces

samples α such that |z(α)e2πif∗β − z(α+ β)| is small, where z(t) is the filtered signal

and β is a parameter). This is the content of the following lemma.

4We remark our algorithm never attempts to decide whether a bin satisfies the high-SNR condition
or not, but rather assumes all bins are “good". The low-SNR bins may therefore produce totally
wrong frequency estimates. However, for accurate signal estimation, we only need to guarantee that
all the good frequencies are reconstructed by the frequency estimation algorithm, so even if the
output set contains some wrong frequencies, they can be simply ignored.
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Lemma 12.3 (Significant Sample Generation, Informal version of Lemma 12.55).

There is a Procedure GenerateSignificantSamples in Algorithm 65 such that

for β ≤ O(1/∆), it takes Õ(k2) samples in x(t) and runs in Õ(k2) time. For each

frequency f ∗ with j := hσ,b(f
∗), if the j-th bin has “high SNR”, and f ∗ is “heavy”, then

the output αj satisfies:

|zj(αj + β)− zj(αj)e2πif
∗β|2 ≤ 0.01|zj(αj)|2,

with a high constant probability, where zj(t) := (x ·H) ∗G(j)
σ,b(t).

We first sketch the proof of Theorem 12.2 using Lemma 12.3. Intuitively, if

z(t) is exactly one-sparse, i.e., z(t) = e2πif
∗t, then we have z(t)e2πif∗β − z(t + β) =

0, and z(t+β)
z(t)

gives the exact value of e2πif∗β. More generally, by the guarantee of

the significant sample, that ratio can well-approximate e2πif∗β, which gives a good

estimate of f ∗β mod 1 in a small constant range:

f ∗ ≈ 1

2πβ

(
arg
(z(α + β)

z(α)

)
+ 2πs

)

for some unknown s ∈ Z. To determine s, we use a search technique to narrow down

the potential range of f ∗ from [−F, F ] to [f ∗ − ∆, f ∗ + ∆]. In each iteration, we

divide the region of interest into num = O(1) regions, and repeatedly run the Pro-

cedure GenerateSignificantSamples with several different β and pick up the

heavy-hitter among all possible regions, which can exponentially increase the success

probability of finding the correct interval. Now, we consider the costs of this pro-

cess. The initial frequency range is [−F, F ], and in the last iteration, the frequency

range is [f ∗ − Θ(∆), f ∗ + Θ(∆)]. Thus, we can take the number of iterations to be

O(log(F/∆)) ≤ O(log(FT )). In each iteration, we call Procedure GenerateSig-

nificantSamples for O(log log(F/∆)) ≤ O(log log(FT )) times. Note that each run

of Procedure GenerateSignificantSamples can generate significant samples for

all B bins. Therefore, by Lemma 12.3, the total time and sample complexity for

frequency estimation is Õ(k2) ·O(log(FT )) ·O(log log(FT )) = Õ(k2).

Then, we sketch the proof of Lemma 12.3, which contains three parts:
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Algorithm 64 Frequency Estimation Algorithm, Informal version of Algorithm 66,
67, and 68
1: procedure FrequencyEstimationX(x, (σ, b))
2: for j ← [B] do
3: f̃j ← FrequencyEstimationZ(x,H,G(j)

σ,b) ▷ recover the heavy
frequency of z(j)

4: L← L ∪ {f̃j}
5: end for
6: return L
7: end procedure
8: procedure FrequencyEstimationZ(x,H,G(j)

σ,b)
9: num← O(1) ▷ num-ary search in each iteration

10: D ← O(log(FT
∆
)) ▷ number of iterations

11: left1 ← −F , len1 ← 2F ▷ initial searching interval [left1, left1 + len1]
12: for d ∈ [D] do
13: leftd+1 ← ArySearch(x,H,G(j)

σ,b, leftd, lend, num) ▷ new searching
interval’s left-end

14: lend+1 ← 5 lend
num

▷ new searching interval’s length
15: end for
16: return leftD+1

17: end procedure
18: procedure ArySearch(x,H,G(j)

σ,b, lefti, leni, num)
19: Iq ← [leftd + (q − 1)lend/num, leftd + qlend/num] for q ∈ [num] ▷ candidate

regions
20: vq ← 0 for q ∈ [num] ▷ votes counter
21: R← O(log(log(FT )))
22: for r = 1→ R do
23: Sample β ∼ Uniform([1

2
β̂, β̂]) for β̂ = O(num

lend
) ▷ perturbation

24: z(α + β), z(α)← GenerateSignificantSamples(x,H,G(j)
σ,b) ▷

significant sample
25: S̃ ← 1

2πβ
(arg( z(α+β)

z(α)
) + 2πZ) ▷ all possible frequencies

26: Ĩ ← {q ∈ [num] | Iq ∩ S̃ ̸= ∅} ▷ all possible regions
27: vq ← vq + 1 for q ∈ Ĩ ▷ add votes to these regions
28: end for
29: return leftd + (q − 1)lend/num for any q such that vq + vq+1 + vq+2 ≥ R/2
30: end procedure
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I. A two-level sampling procedure (see Section 12.2.2.1).

II. Energy estimation and Signal Equivalent Method (see Section 12.2.2.2).

III. Time-domain concentration of filtered signals (see Section 12.2.2.3).

12.2.2.1 Two-level sampling for significant samples generation

We may assume that in frequency domain, the energy of ẑ(f) is concentrated

around f ∗: ∫ f∗+∆

f∗−∆
|ẑ(f)|2df ≥ 0.7

∫ +∞

−∞
|ẑ(f)|2df.

This is a very natural and necessary assumption for the frequency estimation problem.
5 Then we can show that:

∥z(t)e2πif∗β − z(t+ β)∥2T < γ∥z(t)∥2T (12.3)

where γ ∈ (0, 0.001) is a small constant. We show how to find an α such that

|z(α)e2πif∗β − z(α+ β)|2 < γ|z(α)|2. For ease of discussion, we scale the time domain

from [0, T ] to [−T, T ].

The main idea is to use a two-level sampling procedure, which is motivated by

[CP19b]. In the first level, we take a set S = {t1, . . . , ts} of O(k log(k)) i.i.d. samples

from the following distribution:

Dz(t) =

{
c · (1− |t/T |)−1T−1 if |t| ≤ T (1− 1/k)

c · kT−1 if |t| ∈ [T (1− 1/k), T ]
∀t ∈ U, (12.4)

where U = {t0 ∈ R | H(t) > 1 − δ1 ∀t ∈ [t0, t0 + β]}. Then, we assign weights

wi := 1/(2T |S|Dz(ti)) for each sample ti ∈ S.

5For the filtered signals that do not satisfy the frequency domain energy concentration assump-
tion, it basically means that they do not contain enough information to recover f∗, and we can just
ignore those “useless” clusters.
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In the second level of the sampling procedure, we sub-sample a ti from the set

S as the output according to the following distribution:

DS(ti) =
wi · |z(ti)|2∑
j∈[s]wj · |z(tj)|2

∀i ∈ [s].

Now, we explain why the two-level sampling procedure works. By the energy

estimation method discussed in Section 12.2.2.2, we know that:

∥z(t)∥2T ≈∥z(t)∥2S,w :=
s∑

i=1

wi · |z(ti)|2, and

∥z(t)e2πif∗t − z(t+ β)∥2T ≈∥z(t)e2πif
∗β − z(t+ β)∥2S,w :=

s∑

i=1

wi · |z(ti)e2πif
∗β − z(ti + β)|2.

The second level of the sampling procedure ensures that

Et∼DS

[ |z(t)e2πif∗β − z(t+ β)|2
|z(t)|2

]
=

∑s
i=1wi|z(ti)e2πif

∗β − z(ti + β)|2∑s
j=1wj|z(tj)|2

=
∥z(t)e2πif∗β − z(t+ β)∥2S,w

∥z(t)∥2S,w
.

Hence, we get that

Et∼DS

[ |z(t)e2πif∗β − z(t+ β)|2
|z(t)|2

]
≈ ∥z(t)e

2πif∗β − z(t+ β)∥2T
∥z(t)∥2T

< γ,

where the last step follows from Eq. (12.3). Then by Markov’s inequality, we get that

the sample α generated by the two-level sampling procedure satisfies |z(α)e2πif∗β −
z(α + β)|2 ≲ γ|z(α)|2 with high probability.

The costs of this two-level sampling procedure are calculated as follows. In

the first level, we takes |S| = Õ(k) samples from z(t), where each sample z(ti) =

((x ·H) ∗ G(j)
σ,b)(ti) can be computed by |supp(G(j)

σ,b(t))| = Õ(k) samples from x(t) in

Õ(k) time. Thus, the total time and sample complexity for the first level sampling

procedure is Õ(k) · Õ(k) = Õ(k2). In the second level, we further select one sample

from the output of the first level, which can be done in Õ(|S|) = Õ(k) times and does

not need any new sample.
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We further discuss how large β we can choose in the sampling procedure since it

controls the estimation accuracy of f ∗.6 We note that the range of β is determined by

Eq. (12.3), which is an underlying assumption of our sampling procedure. To satisfy

this inequality, we need to guarantee that |e2πif∗β − e2πifβ| ≤ γ for any f ∈ f ∗ ±∆,

which implies that β ≤ O(γ/∆). For comparison, the upper bound of β in [CKPS16]

is only O(γ/(∆
√
∆T )) due to a stronger accuracy requirement there.7

12.2.2.2 Energy estimation and Signal Equivalent Method

In this section, we show that the sampling and reweighing method we use in

the significant sample generation procedure can accurately estimate the energy of z(t)

and z(t)e2πif∗t − z(t+ β) with a sample complexity almost reaching the information-

theoretic limit.

Lemma 12.4 (Informal version of Lemma 12.52 and Lemma 12.53). Suppose f ∗ is

a heavy frequency hashed to the j-th bin which satisfies the high SNR condition. Let

z∗(t) = (x∗ · H) ∗ G(j)
σ,b and z(t) = (x · H) ∗ G(j)

σ,b. Let U ⊆ [0, T ] be an interval. Let

S = {t1, . . . , ts} be a set of O(k log(k)) i.i.d. samples from the distribution D defined

by Eq. (12.4) with weights wi = 1/(TsD(ti)). Then, with probability at least 0.8,

∥z(t)∥2S,w ≳ ∥z∗(t)∥2U and ∥z(t)e2πif∗t − z(t+ β)∥2S,w ≲ ∥z∗(t)∥2U ,

where ∥z(t)∥2U = (1/|U |) ·
∫
U
|z(t)|2dt.

To prove Lemma 12.4, we develop a Signal Equivalent Method. Below, we

sketch the proof of the first half of Lemma 12.4 on the energy estimation for z(t).

The second half follows similar ideas.

6By comparing z(t+ β) and z(t), we get an estimate of f∗β within some error ±b, which implies
an estimate of f∗ within an error ±b/β. Hence, larger β gives a higher accuracy of the frequency
estimation.

7[CKPS16] give an ℓ1-norm error guarantee in the frequency domain, i.e.,
∫ f∗+∆

f∗−∆
|e2πif∗β −

e2πifβ |df is small. To obtain an ℓ2-norm guarantee (like Eq. (12.3)), they need to apply Cauchy-
Schwarz inequality, which results in an extra

√
∆T factor in their upper bound of β.
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(x̂ ∗ Ĥ)(f) · Ĝ(j)
σ,b(f)

f

(a) Signal with non-ideal filter Ĝ(j)
σ,b(f).

(x̂ ∗ Ĥ)(f) · Î(f)

f

(b) Signal with ideal filter Î(f).

Figure 12.4: The Signal Equivalent Method. This figure demonstrates that (x̂∗Ĥ)(f)·
Ĝ

(j)
σ,b(f) (left) can be approximated by (x̂ ∗ Ĥ)(f) · Î(f) (right). Î(f) (red curve on

the right) is the ideal filter that approximate Ĝ(j)
σ,b(f) (red curve on the left).

Energy estimation is also used in prior works [CKPS16, CP19a, CP19b, SSWZ22],

where a key component is the following energy bound for the interested function fam-

ily F:

sup
f∈F

sup
t∈[0,T ]

|f(t)|2
∥f(t)∥2T

.

However, this approach is unlikely to work directly for our filtered signal z(t) since

it depends on the randomized hashing function. And under some hashing parameter

(σ, b), there always exists some signal x(t) such that z(t) = (x · H)(t) ∗ G(j)
σ,b(t) is in

ill-condition (e.g., the frequencies are not well-isolated, or large offset events happen).

As a result, bounding |z(t)|2
∥z(t)∥2T

for all z(t) of the form (x ·H)∗G(j)
σ,b(t) by a small number

is not easy. We bypass the issue by proving an energy bound only for those z(t)

under some well-hashed conditions (e.g. frequency is isolated and do not have a large

offset), and showing that such a “refined energy bound” is still sufficient to derive the

sample complexity of our algorithm.

The motivation of the Signal Equivalent Method comes from the special struc-

ture of z(t) = (x ·H)(t) ∗G(j)
σ,b(t) in the frequency domain. Notices that the observed

signal x(t)’s Fourier transform x̂(f) only contains some spikes (assuming small noise).

By convolution with Ĥ(f) (which corresponds to multiplying by H(t) in the time do-

main), (x̂ ∗ Ĥ)(f) fattens the spikes in the frequency domain (and by Parseval’s
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theorem, the area of the signal in frequency domain equals to its energy). Then,

convolution with G(j)
σ,b(t) “zooms-in” to a narrow band around a single frequency. This

construction of z(t) motivates us to build a new signal z(t) = (x ·H)(t) ∗ I(t), where

I(t) is a filter function such that Î(f) = 1 when G
(j)
σ,b(t) > 1/2, and Î(f) = 0 other-

wise. To analyze the equivalent signal z(t), we improve the analysis of the filter H(t)

in [CP19b] and give a tighter bound on its value in a sub-interval of [0, T ]. Then,

we show that the equivalent signal z(t) is almost equivalent to z(t) under some “good

conditions” (i.e., the frequency is isolated and no large offset). We also prove that the

ideal filter has several useful properties that can mush simplify the analysis (e.g., the

function I(t) is randomized, and with high probability, I(t) commutes with H(t)).

By the Signal Equivalent Method, we can first prove an energy bound for the

equivalent signal z(t), which follows from the Fourier-sparse signals’ energy bounds

(see Section 12.5). Then, it remains to show that the equivalent signals’ energy

bound can approximate the original filtered signal z(t)’s energy bound. We find that

the approximation error comes from two sources: the observation noise g(t) and the

approximation error z(t) − z(t). The first part of the error is small due to the high

SNR band condition (Eq. (12.2)). And the second part of the error is mitigated by the

tail-bound for G(j)
σ,b(t) and the heavy-cluster condition (Eq. (12.1)). More specifically,

the HashToBins procedure and the filter G(j)
σ,b(t) can bring some interference noise

from other bins to z(t), which is perfectly eliminated by the ideal filter I(t) in the

equivalent signal z(t). Hence, we need to bound this part of noise when we transfer

back from the equivalent signal to the true filtered signal. The tail bound of G(j)
σ,b(t)

ensures that adding small interference noise with frequencies far away from the center

of the cluster will not drastically affect z(t). However, by this argument, we can only

bound the distance between z(t) and z(t) by ∥x∗(t)∥T , which can be much larger

than ∥z(t)∥T . Hence, we need to use the heavy-cluster assumption to ensure that

∥x∗(t)∥T ≲ ∥z(t)∥T . Using these error-control techniques, we can prove that an

energy bound for z(t) implies an energy bound for z(t).

We give a comparison between ours and previous approaches for proving the
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f

Ĝ
(j)
σ,b(f) Ĝ

(j)
σ,b(f)

(x̂∗ ∗ Ĥ)(f) (x̂∗ ∗ Ĥ)(f)

(ĝ ∗ Ĥ)(f) (ĝ ∗ Ĥ)(f)(ĝ ∗ Ĥ)(f)

Figure 12.5: An illustration of a filtered noisy signal. Ĝ
(j)
σ,b (the red curve) is the

HashToBins filter for the j-th bin. The noise in the filtered signal comes from two
parts: one is ĝ(f)∗ Ĥ(f) (the green signal), and another is the interference by signals
outside the bin (the blue and green signals in the middle).

energy estimation guarantee. [CKPS16] considers z(t) as a generic signal that satisfies

the time and frequency domains concentration properties8. We exploit “finer” struc-

ture of z(t) and obtain a stronger energy bound and reduce the number of samples

required in norm preserving. [CP19b] also proves a similar property (but only for

(x ·H)(t)). However, they assume that all the frequencies of x∗(t) are contained in a

small interval, making the task much easier. Our filtered signal z(t) does not satisfy

this condition due to the interference noise caused by the HashToBins procedure.

12.2.2.3 Time-domain concentration of filtered signals

The proof of Lemma 12.3 relies on an underlying assumption: the most of the

energy of the filtered signal is contained in the observation window [0, T ]. That is,

we need the following lemma:

Lemma 12.5 (Informal version of Lemma 12.29). Let j ∈ [B] be a bin that contains

a heavy frequency. Let z(t) = (x∗ ·H) ∗G(j)
σ,b be the filtered signal. Then, we have

∫ +∞

−∞
|z(t)|2dt ≤ 1.35

∫ T

0

|z(t)|2dt.

A similar concentration property is also proved in [CKPS16], using a very

strict requirement on the H(t) filter that it decays at an exponential rate near the

8It means that most of the energy of z(t) (i.e., ∥z(t)∥2) lies in [0, T ] and most of the energy of
ẑ(f) lies in a poly(k)/T length interval in frequency domain.
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t
T0

· · ·

H(t)

G
(j)
σ,b(t) x∗(t)

Figure 12.6: A bad case that may break the time domain concentration of z(t) = (x ·
H)(t)∗G(j)

σ,b(t) in [0, T ] when the filter decay slowly. x∗(t) (in blue) is a k-Fourier-sparse
signal. G(j)

σ,b (in green dashed) is the filter of frequency domain. H(t) (in red) is the
filter in time domain. On the one hand, since x∗(t) is very small in [T/poly(k), T (1−
/poly(k))], and H(t) is very small in [0, T/poly(k)]∪ [T (1− /poly(k)), T ], the filtered
signal has very small energy within [0, T ]. On the other hand, since the convolution
with G

(j)
σ,b(t) can bring some energy of x∗(t) passing the boundary of [0, T ], and the

signal x∗(t) could be very large outside [0, T ], (x · H)(t) ∗ G(j)
σ,b(t) may contain very

large energy in R\[0, T ]. In this case, ∥z(t)∥2L2
≫ ∥z(t)∥2T .

boundary. More specifically, they require that H(t) is exponentially small not only

outside the time duration [0, T ], but also in the shrinking boundary [0, T/poly(k)] ∪
[T −T/poly(k), T ]. The additional constraint allows them to show that x(t)’s energy

near the boundary cannot “pass” the H filter, and the energy concentration of z(t)

easily follows. However, it also results in a large support ofH in the frequency domain,

which leads to a large error in the frequency estimation, and further causes large

output sparsity and time/sample complexity of their Fourier interpolation algorithm.

We resolve this issue by changing the filter function to the one defined in

[CP19b], which has much smaller support and thus saves time and sample complex-

ities. However, it is exponentially small outside [0, T ], but only polynomially small

near the boundary. To prove Lemma 12.5, we use our Signal Equivalent Method

again. We construct an equivalent signal z(t) = (x∗ ·H) ∗ I(t) = (x∗ ∗ I) ·H(t), where

x∗(t) ∗ I(t) is a Fourier-sparse signal. Then, by some finer analysis on the H(t) filter

(see Lemma 12.24), we can show that most of the energy of x∗(t) ∗ I(t) is preserved
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in [0, T ], i.e.,
∫ +∞

−∞
|z(t)|2dt ≤ 1.1

∫ T

0

|z(t)|2dt.

Finally, by the approximation guarantee of Signal Equivalent Method, we get that

the energy concentration of z(t) implies the energy concentration of z(t).

12.2.3 Our techniques for Fourier interpolation

f∗
f

Ĝ
(j1)
σ1,b1

(f)

(x̂∗ ∗ Ĥ)(f)

(ĝ ∗ Ĥ)(f)

(a) High SNR, where j1 = hσ1,b1(f
∗)

f∗
f

Ĝ
(j2)
σ2,b2

(f)

(x̂∗ ∗ Ĥ)(f)

(ĝ ∗ Ĥ)(f)

(b) Low SNR, where j2 = hσ2,b2(f
∗)

Figure 12.7: The SNR of the same signal changes with different hash functions. In
(a), the noise g ·H is hashed outside the bin and suppressed by G(j1)

σ1,b1
. Thus, this bin

has high SNR. In (b), by a different hash function, the noise is hashed inside the bin
and G

(j2)
σ2,b2

preserves its energy. Thus, the SNR of the bin becomes very low, even if
the signal doesn’t change.

In this section, we discuss how to obtain a Fourier interpolation algorithm

with improved efficiency and output sparsity (Theorem 12.1) based on our frequency

estimation algorithm (Theorem 12.2).

We first remark that simply applying the original framework of Fourier Inter-

polation (e.g., [CKPS16]) and combining with an existing signal estimation algorithm

is still not enough to improve the previous algorithm, since the frequency estimation

algorithm has a low success probability and we cannot apply the success probability

boosting trick in [CKPS16] to increase it to 1 − ρ. More specifically, [CKPS16] first

boosts the success probability of their frequency estimation algorithm by their merge-

stage algorithm (which runs the frequency estimation algorithm for R = log(1/ρ)
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times, sorts all recovered frequencies, and picks every R/2-th entry of the sorted list),

and then runs the signal estimation algorithm. It does not work here because our high

SNR band condition makes frequency estimation and signal estimation “entangled”.

More specifically, whether a frequency is contained in a high SNR bin (which needs

to be recovered) or not depends on the randomized hash function. However, if the

outputs of multiple runs of the frequency estimation algorithm are mixed together,

it is hard to justify which frequencies are necessary, since different runs use different

hash functions, resulting in different high SNR bins. In other words, if we still use

[CKPS16]’s boosting strategy, we cannot guarantee the final output of the frequency

estimation satisfies the requirement of the signal estimation algorithm.

We propose a new Fourier Interpolation framework that boosts the success

probability after the signal estimation step. That is, in each run of the constant

success probability frequency estimation algorithm, we reconstruct the signal imme-

diately. Let y1, . . . , yRp denote the reconstructed signals of Rp runs. Then, we boost

the total success probability by outputting the signal yj∗ :

j∗ = argmin
j∈[Rp]

median
i∈[Rp]

∥yj(t)− yi(t)∥2T .

By Chernoff bound, there are more than a half of yi’s being good approximations of

the ground-truth signal x∗(t). Using the median trick, we can show that yj∗ satisfies

the recovery guarantee with an exponentially small failure probability.

It remains to estimate the distance ∥yj(t) − yi(t)∥2T between different recon-

structed signals. Naively, it takes O(k̃2)-time since y1, y2 are k̃-Fourier sparse, and

it is enough to obtain the time complexity of our Fourier interpolation algorithm in

Theorem 12.1. We further propose an Õ(k̃ ·k)-time approximation algorithm for esti-

mating a Fourier-sparse signal’s energy, which could be of independent interest. The

main idea is to use ∥yi(t)−yj(t)∥2S,w to approximate ∥yi(t)−yj(t)∥2T , where the sample

set S and weights w are defined by the significant sample generation procedure in

Section 12.2.2.1. We show that if we take |S| = Õ(k̃), we can achieve a constant
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approximation ratio in Õ(k̃ · k) time. In addition, we prove that even if we use the

approximated distances, the output signal yj∗ still satisfies the recovery guarantee of

Fourier interpolation.

12.3 Organization

In Section 12.4, we define our notations in this chapter. In Section 12.5, we

review several energy bounds for Fourier-sparse signal. In Section 12.6, we define

and show several properties of the frequency domain filters G(j)
σ,b. In Section 12.7, we

review the HashToBins strategy and prove that bad events only happen with small

probability. In Section 12.8, we define and show some properties of the time domain

filter H(t).

Based on the analysis of the filters, in Section 12.9, we study the ideal filter

and develop the Signal Equivalent Method. In Section 12.10, we show that the filtered

signal satisfies some concentration properties in both time and frequency domains.

Based on the Signal Equivalent Method and the concentration properties, in

Section 12.11, we prove an energy bound for filtered Fourier-sparse signals. In Sec-

tion 12.12, we further extend the energy bound for local-test signals. Then, in Section

12.13, we apply the energy bounds and describe how to use samples to empirically

estimate the energy of filtered signals and local-test signals. In Section 12.14, we

introduce our algorithm for generating significant samples. In Section 12.15, we use

the significant samples to do frequency estimation for Fourier sparse signals. Fi-

nally, in Section 12.16, we combine our frequency estimation algorithm with a signal

estimation procedure and boost the success probability of Fourier Interpolation.

Section 12.17 presents a flowchart of the key theorems/lemmas for our Fourier

interpolation algorithm.
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12.4 Preliminaries

For any positive integer n, we define [n] to be the set {1, 2, · · · , n}. We define

i to be
√
−1. For a complex number z = a+ bi, we define |z| to be the magnitude of

z, i.e., |z| =
√
a2 + b2. For a function f , we use supp(f) to denote the support set of

f . We use f ≲ g to denote that there exists a constant C such that f ≤ C ·g. We use

f ≂ g to denote that f ≲ g ≲ f . For any function f , we use poly(f) to denote fO(1),

and Õ(f) to denote f · poly log(f). For an interval U ⊆ R, we use |U | to denote the

size of the interval, and we use Uniform(U) to denote the uniform distribution over

U .

We use ω to denote the exponent of matrix multiplication, i.e., nω denote the

time of multiplying an n×n matrix with another n×n matrix. Currently ω ≈ 2.373

[Wil12, AW21].

For two functions f and g, we use (f ∗g)(t) =
∫∞
−∞ f(s)g(t−s)ds to denote the

convolution of two functions f and g. And we use f ∗l to denote the l-fold convolution

of f , i.e., f ∗l(t) = f(t) ∗ f(t) ∗ · · · ∗ f(t). For a ∈ R+, we use recta(t) to denote the

box function with support set length a, i.e., recta(t) = 1[−a/2,a/2](t). For a ∈ R, we

use δa(f) to denote δ(f−a), where δ(f) is the Dirichlet function. We use round(x) to

denote rounding x ∈ R to the nearest integer. For x ∈ R, y ∈ R+, we use x (mod y)

to denote the smallest positive z ∈ R+ such that z ∈ x+ yZ.

We say x(t) is k-Fourier-sparse if:

x(t) =
k∑

j=1

vje
2πifjt.

We define x̂(f) to be the Fourier transform of x(t):

x̂(f) =

∫ ∞

−∞
x(t)e−2πiftdt.

We use Fk,F to denote the following family of signals:

Fk,F :=
{
x(t) =

k∑

j=1

vj · e2πifjt
∣∣∣ fj ∈ [−F, F ], vj ∈ C ∀j ∈ [k]

}
.
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Then, we define several norms for signal.

• For any discrete set S ⊆ R, the discrete norm of x with respect to a set S is

defined as

∥x(t)∥2S =
1

|S|
∑

t∈S

|x(t)|2,

and the weighted discrete norm with weights w ∈ RS is defined as

∥x(t)∥2S,w =
∑

t∈S

wt|x(t)|2.

• For any continuous interval U ⊂ R, the continuous U -norm of x is defined as

∥x(t)∥2U =
1

|U |

∫

U

|x(t)|2dt.

• For any T > 0, the continuous T -norm is defined as

∥x(t)∥2T =
1

T

∫ T

0

|x(t)|2dt.

• Let D be a probability distribution over R. The continuous D-norm is defined

as

∥x(t)∥2D =

∫ ∞

−∞
D(t)|x(t)|2dt.

• The L2-norm of x(t) is defined as

∥x(t)∥2L2
=

∫ ∞

−∞
|x(t)|2dt.

Throughout this chapter, we assume that x∗(t) ∈ Fk,F is our ground-truth

signal. And the observation signal is x(t) = x∗(t) + g(t), where g(t) is an arbitrary

noise function. Furthermore, we assume that x(t) can be observed at any point in

[0, T ].
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12.5 Energy Bounds of Fourier Sparse Signals

The energy bound of a function family F is the largest value achieved by a

function f ∈ F normalized by its norm (total energy) ∥f∥T . It connects the extreme

value and the average value of the functions in F, and is very useful in analyzing the

concentration property. In Chapter 11, we have already introduced several energy

bounds for one-dimensional and multi-dimensional signals. For completeness, we

restate some results for one-dimensional Fourier-sparse signals below.

In our setting, we take F = Fk,F to be the set of F -band-limit, k-sparse Fourier

signals. [Kós08] showed an energy bound that only depends on the sparsity k, without

any dependence on the time point t, band-limit F , time duration T , frequency gap

η = mini ̸=j|fi − fj|:

Theorem 12.6 ([Kós08]). For any t ∈ [0, T ],

sup
x∈Fk,F

|x(t)|2
∥x∥2T

≲ k2.

The k2 energy bound can be further improved if we only consider the functions’

value at a fixed time point t:

Theorem 12.7 ([CP19a, BE06]). Let D := Uniform([−1, 1]). For any t ∈ (−1, 1),

sup
x∈Fk,F

|x(t)|2
∥x∥2D

≲
k

1− |t| .

12.6 Filter in Frequency Domain

Filtering is one of the most important techniques in sparse Fourier transform

literature. In this section, we introduce the frequency domain filter function Ĝ(j)
σ,b(f),

which is the key to implement the HashToBins strategy. We first review the the

construction given by [CKPS16] with some different parameter settings and show

some known properties (see Section 12.6.1). Then, we prove a new property of the

filter functions: the frequency domain covering property (see Section 12.6.2).
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12.6.1 Frequency domain filter construction

In this section we review the construction and several basic properties of the

frequency domain filter G(j)
σ,b(t), Ĝ

(j)
σ,b(f).

Definition 12.1 (G-filter’s construction, [CKPS16]). Given B > 1, δ > 0, α > 0.

Let l := Θ(log(k/δ)). Define GB,δ,α(t) and its Fourier transform ĜB,δ,α(f) as follows:

GB,δ,α(t) := b0 · (rect B
(απ)

(t))⋆l · sinc(t π
2B

),

ĜB,δ,α(f) := b0 · (sinc( Bαπf))l ∗ rect π
2B
(f),

where b0 = Θ(B
√
l/α) is the normalization factor such that Ĝ(0) = 1.

Definition 12.2 (Filter for bins). Given B > 1, δ > 0, α > 0, let

Ĝ(f) := ĜB,δ,α(2π(1− α)f)

where GB,δ,α is defined in Definition 12.1. For any σ > 0, b ∈ R and j ∈ [B], define

G
(j)
σ,b(t) :=

1

σ
G(t/σ)e2πit(j/B−σb)/σ,

and its Fourier transformation:

Ĝ
(j)
σ,b(f) =

∑

i∈Z

Ĝ(σf + σb− i− j

B
).

Then, we provide several properties of G and G
(j)
σ,b(t), which is proven by

[CKPS16].

Lemma 12.8 (G-filter’s properties, [CKPS16]). Given B > 1, δ > 0, α > 0, let

G := GB,δ,α(t) be defined in Definition 12.1. Then, G satisfies the following properties:

Property I : Ĝ(f) ∈ [1− δ/k, 1], if |f | ≤ (1− α) 2π
2B

.

Property II : Ĝ(f) ∈ [0, 1], if (1− α) 2π
2B
≤ |f | ≤ 2π

2B
.

Property III : Ĝ(f) ∈ [−δ/k, δ/k], if |f | > 2π

2B
.

Property IV : supp(G(t)) ⊂ [
l

2
· −B
πα

,
l

2
· B
πα

].

Property V : max
t
|G(t)| ≲ poly(B, l).
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Ĝ
(j)
σ,b(f) Ĝ

(j+1)
σ,b (f) Ĝ

(j+2)
σ,b (f)

f

Figure 12.8: Filters with the frequency domain covering property. The red, green, and
blue curves represent the filters Ĝ(j)

σ,b, Ĝ
(j+1)
σ,b , and Ĝ(j+2)

σ,b , respectively. The frequency
domain covering property ensures that for each frequency f ∈ R, there are at least
one but no more than two filters satisfying Ĝ(j)

σ,b(f) ≥ 1− δ.

Lemma 12.9. Let G(j)
σ,b(t) be defined in Definition 12.2. Let offset function

oσ,b(f) = |(σf + σb− j

B
)− 1

2
(mod 1)| − 1

2
.

Then,

Property I : Ĝ
(b)
σ,b(f) ∈ [1− δ/k, 1], if |oσ,b(f)| ≤ (1− α) 2π

2B
.

Property II : Ĝ
(b)
σ,b(f) ∈ [0, 1], if (1− α) 2π

2B
≤ |oσ,b(f)| ≤

2π

2B
.

Property III : Ĝ
(b)
σ,b(f) ∈ [−δ/k, δ/k], if |oσ,b(f)| >

2π

2B
.

Property IV : supp(G
(b)
σ,b(t)) ⊂ [

l

2
· −B
πα

,
l

2
· B
πα

].

Property V : max
t
|G(b)

σ,b(t)| ≲ poly(B, l).

12.6.2 Frequency domain covering

In this section, we show that the filter functions {Ĝ(j)
σ,b}j∈[B] form a proper

cover for the frequency domain. Roughly speaking, for any frequency f ∈ R, we show

that the sum of all filters’ values (squared) at f is very close to one. This property is

very important for our high SNR band assumption.

Lemma 12.10. For any f ∈ R, there exists at least one j ∈ [B] such that

Ĝ
(j)
σ,b(f) ≥ 1− δ

k
.
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Proof. We first prove that the lemma holds for those f ∗ where there exists a j ∈ [B]

such that

f ∗ ∈ [−b+ j

σB
− 1

2σB
,−b+ j

σB
+

1

2σB
] +

1

σ
Z.

For such f ∗, we have

Ĝ
(j)
σ,b(f

∗) =
∑

i∈Z

Ĝ(σf ∗ + σb− i− j

B
)

≥ Ĝ((σf ∗ + σb− j

B
) mod 1)

≥ 1− δ

k
,

where the first step follows from the definition of Ĝ(j)
σ,b(f

∗), the second step is straight

forward, the third step follows from

σf ∗ + σb− j

B
mod

1

σ
∈ [− 1

2B
,
1

2B
]

and Lemma 12.9 Property I and Definition 12.2.

It remains to show that for an arbitrary f ∈ R, the condition still holds. Let

j := round((σf + σb mod 1) ·B).

We have

j ∈ [(σf + σb mod 1) ·B − 1

2
, (σf + σb mod 1) ·B +

1

2
],

which implies that

j ∈ [(σf + σb) ·B − 1

2
, (σf + σb) ·B +

1

2
] +BZ.

Thus,

f ∈ [−b+ j

σB
− 1

2σB
,−b+ j

σB
+

1

2σB
] +

1

σ
Z.

The lemma is then proved.
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Lemma 12.11. For any f ∈ R,

B∑

j=1

|Ĝ(j)
σ,b(f)|2 ≂ 1.

Proof. By Lemma 12.10, we have that for any f ∈ R, there exist at least a j0 ∈ [B]

such that

Ĝ
(j0)
σ,b (f) ≥

1

2
. (12.5)

Moreover, we have that

B
δ

k
= O(δ) ≤ 0.01. (12.6)

where the first step follows from B = O(k), the second step follows from δ = o(1) ≤
0.01.

In the followings, we give lower and upper bounds for
∑B

j=1 |Ĝ
(j)
σ,b(f)|2.

Lower bound:

B∑

j=1

|Ĝ(j)
σ,b(f)|2 ≥ |Ĝ

(j0)
σ,b (f)|2 ≳ 1.

where the first step follows from Lemma 12.9 Property I, II, and III, the second step

follows from Eq. (12.5), the third step follows from Eq. (12.6) and δ/k ≤ 1.

Upper bound:

B∑

j=1

(Ĝ
(j)
σ,b(f))

2 ≤ 2 +B(
δ

k
)2 ≲ 1

where the first step follows from the definition of Ĝ(j)
σ,b(f), the second step follows from

Eq. (12.6) and δ/k ≤ 1.

Combining them together, the lemma follows.
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12.7 Hashing the Frequencies

In this section, we review the HashToBins strategy, which an important

tool for Sparse Fourier Transform [HIKP12a, IKP14, PS15, CKPS16, Kap16, Kap17,

JLS23]. Ideally, the HashToBins procedure randomly splits the frequency domain

into B bins so that each bin contains at most one frequency. Then, the k-sparse

Fourier reconstruction problem is reduced to a much easier one-sparse Fourier recon-

struction problem.

We first describe the hashing strategy(see Section 12.7.1). However, there are

two kinds of bad events such that the HashToBins procedure cannot work as good

as we want: two frequencies are hashed to the same bin, or some frequency lies close

to the boundary of a bin. We show that these bad events only happen with small

probabilities (see Sections 12.7.2 and 12.7.3) .

12.7.1 HashToBins procedure

Here, we introduce the hash function and how to compute the resulting signal

of the HashToBins procedure.

We first give the definition of the hashing function:

Definition 12.3 (Hash function, [CKPS16]). Let πσ,b(f) = σ(f + b) (mod 1) and

hσ,b(f) = round(πσ,b(f) · B) be the hash function that maps frequency f ∈ [−F, F ]
into bins {0, · · · , B − 1}.

Intuitively, the j-th bin corresponding to f such that Ĝ(j)
σ,b(f) ≥ 1 − δ/k. In

general, we set B = Θ(k) and σ ∈ [ 1
B∆
, 2
B∆

] chosen uniformly at random, where

∆ = k · |supp(Ĥ(f))|.

Then, we show how to compute the HashToBins:

Lemma 12.12 (Lemma 6.9 in [CKPS16]). Let zj(t) = x(t) ∗ G(j)
σ,b(t). Let a := t/σ
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Let u ∈ CB and for j ∈ [B],

uj :=
∑

i∈Z

x(σ(a− j − iB))e−2πiσb(j+iB)G(j + iB).

Then, we have that for all j ∈ [B],

ûj = zj(σa).

Note that when we apply Lemma 12.12, we take x(t) = x(t) · H(t), where

the latter x(t) is the observable signal, the H(t) is the filter of time domain (see

Section 12.8).

12.7.2 Frequency isolation

f

Ĝ
(j)
σ,b(f) Ĝ

(j)
σ,b(f)Ĝ

(j)
σ,b(f)

(x̂∗ ∗ Ĥ)(f)

Figure 12.9: An example of the well-isolation event in the frequency domain. Ĝ
(j)
σ,b

(the red curve) is the filter of frequency domain for the j-th bin and H(t) is the filter
of time domain. x̂∗(f) ∗ Ĥ(f) (the blue curve) is the filtered ground-truth signal.
Under the well-isolation event, there is one small interval that contains most of the
energy. In other words, each bin only contains one-cluster of frequencies.

The goal of this section is to define and analyze the Frequency Isolation event.

Frequency Isolation requires that the energy of the hashed signal in each bin is concen-

trated in a small band in the frequency domain. This condition is roughly equivalent

to say that each bin only contains one cluster of frequencies. This condition is very

useful in proving the concentration of the filtered signal in the frequency domain,

which serves as one of the basic assumptions of our significant sample generation

procedure.
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We first restate Claim 12.13, which was proved in [CKPS16]. This claim states

that if two frequencies are not close to each other, with a large probability, they are

also not hashed into the same bin.

Claim 12.13 (Collision probability, [CKPS16]). For any ∆0 > 0, let σ be a sample

uniformly at random from [ 1
4B∆0

, 1
2B∆0

]. Then, we have:

1. If 4∆0 ≤ |f+ − f−| < 2(B − 1)∆0, then Pr[hσ,b(f
+) = hσ,b(f

−)] = 0.

2. If 2(B − 1)∆0 ≤ |f+ − f−|, then Pr[hσ,b(f
+) = hσ,b(f

−)] ≲ 1
B
.

We then recall the formal definition of the well-isolation event:

Definition 12.4 (Well-isolation condition). We say that a frequency f ∗ is well-

isolated under the hashing parameters (σ, b) if, for j = hσ,b(f
∗), the hashed signal

(in frequency domain) ẑ(j)(f) := x̂ ·H(f) · Ĝ(j)
σ,b(f) satisfies

∫

If∗

|ẑ(j)(f)|2df ≲ ε · TN2/k,

over the interval If∗ = (−∞,∞) \ (f ∗ −∆, f ∗ +∆).

The following lemma shows the probability of the Frequency Isolation event

under the randomized hashing functions:

Lemma 12.14 (Lemma 7.19 in [CKPS16]). Let f ∗ be any frequency. Then f ∗ is

well-isolated by hashing parameters (σ, b) with probability ≥ 0.9.

12.7.3 Large offset event

Large offset event is another kind of bad event for the HashToBins procedure,

which happens when a ground-truth frequency is hashed into the changing edge of the

filterG(j)
σ,b. The large offset event breaks the guarantee of our signal equivalent method,

and thus affects the performance of our significant sample generation and frequency

estimation. Fortunately, this bad event only happens with a small probability.
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We first state a tool for analyzing the hashing procedure, which intuitively

says that the modular of a random sampling from a long interval is almost uniformly

distributed:

Lemma 12.15 ([PS15, CKPS16]). For any T̃ , and 0 ≤ ε̃, δ̃ ≤ T̃ , if we sample σ̃

uniformly at random from [A, 2A], then

2ε̃

T̃
− 2ε̃

A
≤ Pr

[
σ̃ (mod T̃ ) ∈ [δ̃ − ε̃, δ̃ + ε̃ ]

]
≤ 2ε̃

T̃
+

4ε̃

A
. (12.7)

Then, we define the large offset event:

Definition 12.5 (Large offset event). Given σ ∈ R+, b ∈ R. Let G(j)
σ,b and δ be defined

as in Definition 12.1. For any k-Fourier-sparse signal x, we say the Large Offset event

happens, if for any f ∈ supp(x̂ ·H) and any j ∈ [B],

Ĝ
(j)
σ,b(f) ∈

[ δ
k
, 1− δ

k

]
.

We analyze the probability of large offset event in the following lemma:

Lemma 12.16. Let ∆0 = O(∆), σ̂ = 1/∆0. Given b = O(max{F, 1/σ̂}), suppose

σ ∼ [0.5σ̂, σ̂] uniformly at random. Then, with probability at least 0.99, the Large

Offset event does not happen.

Furthermore, with probability at least 0.99, for any j ∈ [k], for any f ∈ fj +
supp(Ĥ), it holds that Ĝ(j)

σ,b(f) /∈ [δ/k, 1− δ/k].

Proof. Let α be defined as in Definition 12.1. Let IG := {f ∈ R | Ĝ(j)
σ,b(f) ∈ [δ/k, 1−

δ/k]}. Following from Lemma 12.9 Property II, we have that sG := |IG (mod 1/σ)| ≤
10α∆0/B.

Let δf∗(f) be the Dirichlet function at f ∗. For any fj with j ∈ [k], let Ifj :=

supp(Ĥ ∗ δfj). We also define

I ′fj := {f ∈ R | [f − sG, f + sG] ∩ Ifj ̸= ∅}.
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Since supp(x̂ ·H) = supp(Ĥ ∗ x̂) ⊆ ⋃k
j=1 supp(Ĥ ∗δfj), we know that the Large Offset

event happens if

( k⋃

j=1

Ifj

)
∩ IG ̸= ∅.

Thus, it suffices to bound Pr[(∪kj=1Ifj) ∩ IG ̸= ∅].

First, for any j ∈ [k], we have

|I ′fj | ≤ |Ifj |+ 2sG ≤ ∆/B + 2sG ≤ O(∆/B) (12.8)

where the first step follows from the definition of ∆, the second step follows from

sG ≤ 10α∆0/B and the setting of α.

We have that

Pr
[ 1

2Bσ
+

j

Bσ
− b (mod 1/σ) ∈ I ′fj (mod 1/σ)

]

= Pr
[ 1

2B
+
j

B
(mod 1) ∈ σb+ σI ′fj (mod 1)

]

= Pr
[
σb+ σfj (mod 1) ∈ 1

2B
+
j

B
+ σ[−|I ′fj |/2, |I ′fj |/2] (mod 1)

]

≤ Pr
[
σb+ σfj (mod 1) ∈ 1

2B
+
j

B
+ σ̂[−|I ′fj |/2, |I ′fj |/2] (mod 1)

]

≤ σ̂|I ′fj |+
2σ̂|I ′fj |

0.5σ̂b+ 0.5σ̂fj

≤ 2σ̂|I ′fj |

≤ 2σ̂ ·O(∆/B)

≤ O(1/B) (12.9)

where the first steps are straightforward, the second step follows from the center of

I ′fj is fj, the length of the interval I ′fj is |I ′fj |, and a ∈ [c− b, c+ b]⇒ c ∈ [a− b, a+ b],
the third step follows from σ ≤ σ̂, the forth step follows by applying Lemma 12.15
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with the following parameters setting:

T̃ = 1,

δ̃ =
1

2B
+
j

B
,

ε̃ = σ̂|I ′fj |/2,

A = 0.5σ̂b+ 0.5σ̂fj,

σ̃ = σb+ σfj,

the fifth step follows from 0.5b ≥ F ≥ fj and 0.5bσ̂ ≥ 1, the sixth step follows from

Eq. (12.8), the last step follows from the definition of σ̂.

Similarly, we have that

Pr[− 1

2Bσ
+

j

Bσ
− b (mod 1/σ) ∈ I ′fj (mod 1/σ)] ≤ O(1/B) (12.10)

Note that IG is the edge of filter G(j)
σ,b, under the meaning of module 1/σ,

the center of G(j)
σ,b is j

Bσ
− b, the length of G(j)

σ,b is 1
Bσ

, the length of the edge is sG.

Moreover, Ifj is an interval center at fj and length |supp(Ĥ)|. We can judge whether

two interval have intersect Ifj∩IG ̸= ∅ by moving the length of one interval to another

and judging whether − 1
2Bσ

+ j
Bσ
− b (mod 1/σ), 1

2Bσ
+ j

Bσ
− b (mod 1/σ) (the end

point of IG) contains in I ′fj . By combining Eq. (12.9) and Eq. (12.10), we have that

Pr[Ifj ∩ IG ̸= ∅] ≤ O(1/B) +O(1/B) = O(1/B). (12.11)

Therefore, by a union bound over all j ∈ [k], we get that

Pr[(∪kj=1Ifj) ∩ IG ̸= ∅] ≤
k∑

j=1

Pr[Ifj ∩ IG ̸= ∅] ≤
k∑

j=1

O(1/B) ≤ 0.01,

where the first step is by union bound, the second step follows from Eq. (12.11), and

the last step follows from B = O(k). By the definitions of Ifj and IG, it implies

that with probability at least 0.99, for any j ∈ [k], and any f ∈ fj + supp(Ĥ),

Ĝ
(j)
σ,b(f) /∈ [δ/k, 1− δ/k].

The proof of the lemma is then completed.
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Lemma 12.17. For x∗(t) be a k-Fourier-sparse signal. For frequency f ∗ ∈ supp(x̂∗),

let j = hσ,b(f
∗) be the bin that f ∗ hashed into. If Large Offset event not happens, then

for f ∈ supp(x̂∗ ∗ Ĥ),

Ĝ
(j)
σ,b(f) ∈ [1− δ/k, 1]

Proof. Since Large Offset event not happens, for f ∈ R,

Ĝ
(j)
σ,b(f) ≥ 1− δ/k or Ĝ(j)

σ,b(f) ≤ δ/k.

Since Large Offset event not happens and j = hσ,b(f
∗), we have that for

f ∈ supp(x̂∗ ∗ Ĥ),

Ĝ
(j)
σ,b(f) ≥ 1− δ/k.

By Lemma 12.9 Property I, II, and III, we have that

Ĝ
(j)
σ,b(f) ∈ [1− δ/k, 1].

12.8 Filter in Time Domain

t
T0 a b

H(t)

Figure 12.10: The filter H(t) of time domain. We use decay region to refer [0, a] and
[b, T ]. We use fluctuation region to refer [a, b].

In this section, we discuss the filter H(t) of time domain, which is an analogous

of the ideal filter rectT (t). In the Fourier interpolation problem, we only care about

the time duration [0, T ]. Thus, applying the filter rectT (t) to the observation signal

739



x(t) can cut-off the unobservable part and much simplify the analysis. Since rectT (t)

have an infinite band width, for efficient computation, we need to truncate rectT (t)’s

frequency domain to a poly(k)/T -length interval. However, the frequency truncation

loses the high frequency components of the ideal filter rectT (t), and the resulting

filter H(t) is no longer sharp around the boundary of [0, T ]. More specifically, H(t) is

exponentially close to 1 within [T/poly(k), T (1−1/poly(k))], and exponentially close

to 0 outside [0, T ].

We first provide the construction of H(t) in [CP19b] and review some known

properties (see Section 12.8.1). Then, we discuss the normalization factor of the

filter and provide a polynomial upper bound of it (see Section 12.8.2). This bound

is crucial for our fluctuation bound of the H(t). Next, we bound the fluctuation of

H(t) during a shrinking interval [T/poly(k), T (1−1/poly(k))] and prove that H(t) is

exponentially close to 1 in that range (see Section 12.8.3). Furthermore, we prove that

H(t) preserve the energy of Fourier sparse signal in the duration [0, T ] (see Section

12.8.4).

12.8.1 Time domain filter construction

We first introduce an growth rate bound from [CP19b]. This theorem bound

the growth of Fourier sparse signal outside of the duration [0, T ] by an exponent

function of base t. This bound in this theorem is high related to the size of the

support set of Ĥ(f).

Theorem 12.18 ([CP19b]). There exists S = O(k2 log k) such that for any |t| > T

and g(t) =
∑k

j=1 vj · e2πifjt, |g(t)|2 ≤ poly(k) · E
x∈[−T,T ]

[|g(x)|2] · | t
T
|S.

The definition of the time domain filter H(t) in [CP19b] is given in below.

Intuitively, it uses some powers of sinc(t) to approximate δ0(t) ∗ rect1(t) = rect1(t),

thus one can get finite band-limit and good approximation at the same time.
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Definition 12.6 (Definition 4.1 in [CP19b]). Given an energy bound R satisfying

|x(t)|2 ≲ R∥x(t)∥2T , ∀t ∈ [0, T ] and k-Fourier sparse signal x(t),

the growth rate S a power of two, C ∈ 2Z, and C0 ∈ πZ,we define the filter function:

H1(t) = s0 ·
(
sinc(C0R · t)C logR · sinc

(
C0 · S · t

)C · sinc
(C0 · S

2
· t
)2C · · · sinc

(
C0 · t

)C·S
)
∗ rect1(t),

where s0 ∈ R+ is a parameter to normalize H1(0) = 1. Its Fourier transform is as

follows:

Ĥ1(f) = s0 ·
(
rectC0R(f)

∗C logR ∗ rectC0·S(f)
∗C ∗ rectC0·S

2
(f)∗2C ∗ · · · ∗ rectC0(f)

∗CS
)
· sinc(f/2).

We then state some basic properties of the time domain filter in [CP19b]. The

following lemma bounds the support size of Ĥ1(f):

Lemma 12.19 ([CP19b]). Let C0 = Θ(C). we have that

|supp(Ĥ1(f))| = O(C2R logR + C2S logS).

The following theorem shows some time domain properties of the filter:

Theorem 12.20 (Theorem 4.2 in [CP19b]). Let R, S > 0, let C ∈ 2Z, C0 ∈ πZ,

C0 = Θ(C), and define α = (1
2
+ 1.2

πC0R
). Consider any function x satisfying the

following two conditions:

1. sup
t∈[−1,1]

[
|x(t)|2

]
≤ R · E

t∈[−1,1]

[
|x(t)|2

]
,

2. poly(R) · E
t∈[−1,1]

[
|x(t)|2

]
· |t|S for t /∈ [−1, 1],

Then, we have that the filter function H(t) = H1

(
αt
)

satisfies

• Part 1.
∫ 1

−1 |x(t) ·H
(
t
)
|2dt ≥ 0.9

∫ 1

−1 |x(t)|2dt,

• Part 2.
∫ 1

−1 |x(t) ·H
(
t
)
|2dt ≥ 0.95

∫∞
−∞ |x(t) ·H

(
t
)
|2dt,
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• Part 3. |H(t)| ≤ 1.01 for any t.

Throughout this chapter, we denote H(t) as the following re-scaling of H1(t):

Definition 12.7. Let α = (1
2
+ 1.2

πC0R
). Let H1(t) be defined as in Definition 12.6.

The filter H(t) is defined as:

H(t) := H1(αt).

and setting R = S = O(k2), R = 2s, where s ∈ Z+, C = O(log(1/δ1)), C ∈ 2Z,

C0 = Θ(C) and C0 ∈ πZ.

12.8.2 Normalization factor of the filter

The goal of this section is to prove Lemma 12.21, an upper-bound for the

normalization factor s0. This lemma will be used later to ensure that the scaling

factor will not break the exponential small fluctuation of Section 12.8.3. We note that

the same result has been proved in [CP19b], and we reprove it below for completeness.

Lemma 12.21 (Lemma 7.2 in [CP19b]). It holds that

s0 ≤ O(CR
√
C logR).

Proof. We first have that,

H1(t) = s0 · (sinc(C0R · t)C logR ·
log(S)∏

i=0

sinc
(C0 · S

2i
· t
)2i·C

) ∗ rect1(t)

= s0 ·
∫ ∞

−∞
sinc(C0R · τ)C logR ·

log(S)∏

i=0

sinc
(C0 · S

2i
· τ
)2i·C · rect1(t− τ)dτ

= s0 ·
∫ t+0.5

t−0.5
sinc(C0R · τ)C logR ·

log(S)∏

i=0

sinc
(C0 · S

2i
· τ
)2i·C

dτ,
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where the first step follows from the definition of H1(t), the second step follows from

the definition of the convolution, the third step follows from the definition of rect2(t)

function. Thus,

H1(0) = s0 ·
∫ +0.5

−0.5
sinc(C0R · τ)C logR ·

log(S)∏

i=0

sinc
(C0 · S

2i
· τ
)2i·C

dτ

Let U := (2C0 logR)
−1/2. We have that

∫ +0.5

−0.5
sinc(C0R · τ)C logR ·

log(S)∏

i=0

sinc
(C0 · S

2i
· τ
)2i·C

dτ

≥
∫ + 1

πC0R

− 1
πC0R

sinc(C0R · τ)C logR ·
log(S)∏

i=0

sinc
(C0 · S

2i
· τ
)2i·C

dτ

=
1

πC0R

∫ +1

−1
sinc(

υ

π
)C logR ·

log(S)∏

i=0

sinc
( υ
2iπ

)2i·C
dυ

≥ 1

πC0R

∫ +U

−U
sinc(

υ

π
)C logR ·

log(S)∏

i=0

sinc
( υ
2iπ

)2i·C
dυ

≥ 1

πC0R

∫ +U

−U
(1− υ2

6
)C logR ·

log(S)∏

i=0

(1− υ2

4i6
)2

i·Cdυ

≥ 1

πC0R

∫ +U

−U
(1− C logR · υ

2

6
−

log(S)∑

i=0

C · υ
2

2i6
)dυ

≥ 1

πC0R

∫ +U

−U
(1− C logR · υ

2

3
)dυ

=
1

πC0R
(2U − 2C logR · U

3

9
)

≥ 1

πC0R
√
2C0 logR

, (12.12)

where the first step follows from R = O(k2), C0 = O(log(1/δ1)), 0.5 ≥ 1
πC0R

, second

step follows from changing the variable ν = πCR·τ , the third step follows from U < 1,

the forth step follows from Fact 12.22, the fifth step is follows from (1− a)(1− b) ≥
1− a− b, the sixth step follows from log(R) > 2, the seventh step is straight forward,

the eighth step follows from setting U = (2C0 logR)
−1/2 and C0 = Θ(C).
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As a result, we have that

s0 ≤ H1(0) · πCR
√

2C logR = πCR
√

2C logR

where the first step follows from Eq. (12.12), the second step follows from H1(0) = 1.

Fact 12.22. For any t ∈ R,

1− (πt)2

3!
≤ sinc(t) ≤ 1.

12.8.3 Fluctuation bound

The idea filter rectT (t) has a constant value 1 in the interval [0, T ]. Due to

the frequency domain truncation in H(t), it deviates from rectT (t) with different

magnitudes in different regions. In this section, we prove the Lemma 12.23, which

shows that H(t) is fluctuating near 1 in the “interior” of [0, T ] (i.e., [0 + T
poly(k)

, T −
T

poly(k)
]). It serves as an important tool for analyzing the error in our signal equivalent

method.

Lemma 12.23. For filter H1(t) defined in Definition 12.6 with the parameters C =

log(1/δ1), C0 = Θ(C), R = S, and S = 2s (where s ∈ Z+), C0 ∈ πZ, we have that

H1(t) ∈ [1− δ1, 1],∀|t| < 0.5− π

C0R
.

Moreover, H(t) ∈ [1− δ1, 1] for any t ∈ [T
2
− α−1(1

2
− π

C0R
)T
2
, T
2
+ α−1(1

2
− π

C0R
)T
2
].

Proof. The proof consists of two parts: upper bound and lower bound. For the upper

bound, the idea is to compare the value of H(t) with H(0) by analyzing the gradient

of H(t). And the lower bound follows from directly estimating the integral of the

product of sinc functions.
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Upper bound: We have that H1(0) = 1 by definition. We will show H1(t) ≤ 1 by

proving H1(t) is monotonically decreasing in t.

We have that,

H1(t) = s0 · (sinc(C0R · t)C logR ·
log(S)∏

i=0

sinc
(C0 · S

2i
· t
)2i·C

) ∗ rect1(t)

= s0 ·
∫ ∞

−∞
sinc(C0R · τ)C logR ·

log(S)∏

i=0

sinc
(C0 · S

2i
· τ
)2i·C · rect1(t− τ)dτ

= s0 ·
∫ t+0.5

t−0.5
sinc(C0R · τ)C logR ·

log(S)∏

i=0

sinc
(C0 · S

2i
· τ
)2i·C

dτ, (12.13)

where the first step follows from the definition of H1(t), the second step follows from

the definition of the convolution, the third step follows from the definition of rect1(t)

function.

Since C logR ∈ 2Z, 2i · C ∈ 2Z, we have that

sinc(C0R · τ)C logR ≥ 0,

and

sinc
(C0 · S

2i
· τ
)2i·C ≥ 0.

Moreover, by setting C0 = πZ, we have that

2 mod
2π

C0

= 0. (12.14)

By Eq. (12.14), we have that

sin
(C0 · S

2i
· (t+ 0.5)

)
= sin

(C0 · S
2i
· (t− 0.5)

)
, ∀i ∈ {0, · · · , log(S)}, and

sin(C0R · (t+ 0.5)) = sin(C0R · (t− 0.5)).

Furthermore, for any t > 0,
(C0 · S

2i
· (t+ 0.5)

)−1 ≤
(C0 · S

2i
· (t− 0.5)

)−1
, ∀i ∈ {0, · · · , log(S)}, and

(C0R · (t+ 0.5))−1 ≤ (C0R · (t− 0.5))−1.
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Thus,

| sinc
(C0 · S

2i
· (t+ 0.5)

)
| ≤ | sinc

(C0 · S
2i
· (t− 0.5)

)
|, ∀i ∈ {0, · · · , log(S)}, and

| sinc(C0R · (t+ 0.5))| ≤ | sinc(C0R · (t− 0.5))|. (12.15)

Then, we have that

H ′1(t)

s0
= sinc(C0R · (t+ 0.5))C logR ·

log(S)∏

i=0

sinc
(C0 · S

2i
· (t+ 0.5)

)2i·C

− sinc(C0R · (t− 0.5))C logR ·
log(S)∏

i=0

sinc
(C0 · S

2i
· (t− 0.5)

)2i·C

< 0,

where the first step is straight forward, the second step follows from Eq. (12.15).

Thus, H1(t) < H1(0) = 1 for any t > 0.

Similarly, we also have that H1(t) < H1(0) = 1 for any t ≤ 0 since H1(t) is

symmetric with respect to t.
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Lower bound: We have that, for any |t| < 0.5− π
C0R

,

∫ t−0.5

−∞
sinc(C0R · τ)C logR ·

log(S)∏

i=0

sinc
(C0 · S

2i
· τ
)2i·C

dτ

=

∫ ∞

0.5−t
sinc(C0R · τ)C log(R) ·

log(S)∏

i=0

sinc
(C0 · S

2i
· τ
)2i·C

dτ

≤
∫ ∞

0.5−t
sinc(C0R · τ)C log(R)dτ

≤
∫ ∞

0.5−t
(C0R · τ)−C log(R)dτ

≤
∫ ∞

π
C0R

(C0R · τ)−C log(R)dτ

=
1

C0R

∫ ∞

π

υ−C log(R)dυ

=
1

C0R

1

C log(R)− 1
π−C log(R)+1

≲
1

C2
0R log(R)

δ1, (12.16)

where the first step is straight forward, the second step follows from sinc(x) ≤ 1,

the third step is follows from sinc(x) ≤ 1/x, the forth step follows follows from

0.5− t ≥ π
C0R

, the fifth step follows from υ := CRτ , the sixth step is straight forward,

the seventh step follows from log(R) > 1, C ≥ log(1/δ1).
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Hence, for any t > 0,

H1(t) = s0 ·
∫ t+0.5

t−0.5
sinc(C0R · τ)C logR ·

log(S)∏

i=0

sinc
(C0 · S

2i
· τ
)2i·C

dτ

= H1(0) + s0 ·
∫ t+0.5

1

sinc(C0R · τ)C logR ·
log(S)∏

i=0

sinc
(C0 · S

2i
· τ
)2i·C

dτ

− s0 ·
∫ t−0.5

−1
sinc(C0R · τ)C logR ·

log(S)∏

i=0

sinc
(C0 · S

2i
· τ
)2i·C

dτ

≥ H1(0)− s0 ·
∫ t−0.5

−∞
sinc(C0R · τ)C logR ·

log(S)∏

i=0

sinc
(C0 · S

2i
· τ
)2i·C

dτ

≥ H1(0)− s0O(
1

C2
0R log(R)

)δ1

= 1− s0O(
1

C2
0R log(R)

)δ1

≥ 1−O(δ1),

where the first step follows from Eq. (12.13), the second step is straight forward, the

third step follows from

sinc(C0R · τ)C logR ·
log(S)∏

i=0

sinc
(C0 · S

2i
· τ
)2i·C ≥ 0, ∀τ ∈ R

the forth step follows from Eq. (12.16), the fifth step follows from H1(0) = 1, the

sixth step follows from Lemma 12.21.

By re-scaling δ1, we get that H(t) ≥ 1− δ1 for any |t| < 0.5− π
C0R

.

The lemma then follows from the upper and lower bounds.

12.8.4 Energy preserving of the time domain filter

In this section, we show the properties of H(t) that we use in the rest of the

chapter.
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We first prove Lemma 12.24, which summarizes the results in above sections

and prove the energy preserving property of H(t).

Lemma 12.24. The filter function (H(t), Ĥ(f)) has the following properties:

Property I : |H(t)| ≤ 1.01, ∀t ∈ R

Property II : 1− δ1 ≤ H(t) ≤ 1, ∀|t| < α−1(
1

2
− π

CR
)

Property III : |supp(Ĥ(f))| ≤ O(k2 log2(k) log2(1/δ1))

Property IV :

∫ +∞

−∞

∣∣x∗(t) ·H(t) · (1− rect2(t))
∣∣2dt < 0.1

∫ +∞

−∞
|x∗(t) · rect2(t)|2dt

Property V :

∫ +∞

−∞
|x∗(t) ·H(t) · rect2(t)|2dt ∈ [0.9, 1.1] ·

∫ +∞

−∞
|x∗(t) · rect2(t)|2dt

Proof. We prove each of the five properties in below.

Property I: By Theorem 12.20 Part 3, we have that

|H(t)| ≤ 1.01.

Property II: By Lemma 12.23, we have that

1− δ1 ≤ H(t) ≤ 1, ∀|t| < α−1(
1

2
− π

CR
).

Property III: By the k-Fourier-sparse signals’ energy bound (Theorem 12.6), we

have that

R = O(k2).

By Theorem 12.18, we have that

S = O(k2 log k).

Then, by Lemma 12.19, we have that

|supp(Ĥ(f))| = C2R logR + C2S logS

= O(log(1/δ1))
2 ·O(k2 log k log(k2 log k))

= O(k2 log2 k log2(1/δ1)).
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Property IV: We have that
∫ +∞

−∞

∣∣x∗(t) ·H(t) · (1− rect1(t))
∣∣2dt

=

∫ +∞

−∞

∣∣x∗(t) ·H(t)
∣∣2dt−

∫ 1

−1

∣∣x∗(t) ·H(t)
∣∣2dt

≤ 0.06

∫ +1

−1

∣∣x∗(t) ·H(t)
∣∣2dt

≤ 0.1

∫ +1

−1

∣∣x∗(t)
∣∣2dt

= 0.1

∫ +∞

−∞
|x∗(t) · rect1(t)|2dt,

where the first step is straight forward, the second step follows from Theorem 12.20

Part 2, the third step follows from Theorem 12.20 Part 3, the forth step is straight

forward.

Property V: We first prove the upper bound:
∫ +∞

−∞
|x∗(t) ·H(t) · rect1(t)|2dt

=

∫ +1

−1
|x∗(t) ·H(t)|2dt

≤ 1.1

∫ +1

−1
|x∗(t)|2dt

= 1.1

∫ +∞

−∞
|x∗(t) · rect1(t)|2dt,

where the first step is straight forward, the second step follows from Theorem 12.20

Part 3, the third step is straight forward.
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Then, we prove the lower bound:
∫ +∞

−∞
|x∗(t) ·H(t) · rect1(t)|2dt

=

∫ +1

−1
|x∗(t) ·H(t)|2dt

≥ 0.9 ·
∫ +1

−1
|x∗(t)|2dt

= 0.9 ·
∫ +∞

−∞
|x∗(t) · rect1(t)|2dt

where the first step is straight forward, the second step follows from Theorem 12.20

Part 1, the third step is straight forward.

The following lemma bounds the length of the fluctuation region (where H(t)

is close to 1) in the time domain.

Lemma 12.25. Let ∆ = k|supp(Ĥ(f))|, β = O(1/∆), L = T
2
− α−1(1

2
− π

C0R
)T
2
, R =

T
2
+ α−1(1

2
− π

C0R
)T
2
− β, we have that

T − k2(T + L−R) ≂ T,

and

R− L ≂ T.

Proof. Let U := [L,R]. By Lemma 12.23, we have that for any t0 ∈ U ,

H(t) > 1− δ1,∀t ∈ [t0, t0 + β].

We have that

R− L = |U |

= ((
1

2
+

1.2

πCR
)−1 · (1

2
− π

CR
)− β) · T

≂ T,
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where the first step follows from the definition of L,R, the second step follows from

Lemma 12.24 Property II, the third step follows from ∆, CR≫ 1.

We have that

T + L−R = T − |U |

= (1− (
1

2
+

1.2

πCR
)−1 · (1

2
− π

CR
)) · T + βT

=
2π + 2.4/π

CR + 2.4/π
· T + βT, (12.17)

where the first step follows from the definition of L,R, the second step follows from

Lemma 12.24 Property II, the third step is straight forward.

Then, we have that

T − k2(T + L−R) = T − k2 · ( 2π + 2.4/π

CR + 2.4/π
+ β) · T ≂ T,

where the first step follows from Eq. (12.17), the second step follows from C =

O(log(1/δ1)), R = k2, k2β < 1/k.

12.9 Ideal Filter Approximation

As we discussed in previous sections, the filtered signal z(j)(t) = (x·H)∗G(j)
σ,b(t)

is the signal in the j-th bin by the HashToBins procedure. In this section, we consider

an approximation of the frequency domain filter G(j)
σ,b by the ideal filter I(j)σ,b(t) defined

by its Fourier transform:

Î
(j)
σ,b(f) :=

{
1, Ĝ

(j)
σ,b(f) > 1− δ1

0, otherwise
(12.18)

Intuitively, I(j)σ,b is “denoising” the frequency domain filter Ĝ(j)
σ,b in the sense that it

rounds the heavy Fourier coefficients of Ĝ(j)
σ,b to 1 and rounds the remaining Fourier

coefficients to 0. The main purpose of this section is to show that (x ·H) ∗ I(j)σ,b is a
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good approximation of z(j). For simplicity, we will use I to denote I(j)σ,b when σ, b, j

are clear from context.

We first show a commuting property of the ideal filter (see Section 12.9.1).

Then, we derive the approximation error bound of the ideally filtered signals (see

Section 12.9.2).

12.9.1 Swap the order of filtering

We first prove a good property of the ideal filter that I(j)σ,b “commutes” with the

time domain filter H with high probability over the random hashing function.

Lemma 12.26. Let δ1 be the δ defined in Lemma 12.9.Let H be defined as in Defini-

tion 12.7, G(j)
σ,b be defined as in Definition 12.2. Let the ideal filter I = I

(j)
σ,b be defined

as in Eq. (12.18).

Then, for any x ∈ Fk,F , with probability 0.9 over the choice of (σ, b), for any

j ∈ [B],

(x ·H) ∗ I(t) = (x ∗ I)(t) ·H(t) ∀t ∈ R.

Proof. By Fourier transformation, we have

(x ·H) ∗ I(t) =
∫ ∞

−∞
(x̂ ∗ Ĥ)(f) · Î(f) · exp(2πift)df.

We will show that (x̂ ∗ Ĥ)(f) · Î(f) = ((x̂ · Î) ∗ Ĥ)(f) with high probability.

On the one hand,

(x̂ ∗ Ĥ)(f) · Î(f) =
k∑

j=1

vj · (δfj ∗ Ĥ)(f) · Î(f)

=
k∑

j=1

vj · Ĥ(f − fj) · Î(f)

=
k∑

j=1

vj · Ĥ(f − fj) · 1f∈supp(Î),
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where the first step follows from x̂(f) =
∑k

j=1 vj · δfj(f), the second step follows

from the convolution property of Delta function. By Lemma 12.16, we get that

with probability at least 0.9, for any j ∈ [k] and any f ∈ supp(Ĥ) + fj, either

Ĝ
(j)
σ,b < δ1 or Ĝ(j)

σ,b > 1 − δ1. In other words, either fj + supp(Ĥ) ⊆ supp(Î) or

fj+supp(Ĥ)∩supp(Î) = ∅. Since 0 ∈ supp(Ĥ), we get that for any f ∈ fj+supp(Ĥ),

f ∈ supp(Î) ⇐⇒ fj ∈ supp(Î).

Hence, we have

(x̂ ∗ Ĥ)(f) · Î(f) =
∑

j∈[k]:fj∈supp(Î)

vj · Ĥ(f − fj).

On the other hand,

(x̂ · Î) ∗ Ĥ(f) =
∑

j∈[k]:fj∈supp(Î)

vj · δfj ∗ Ĥ(f)

=
∑

j∈[k]:fj∈supp(Î)

vj · Ĥ(f − fj)

= (x̂ ∗ Ĥ)(f) · Î(f).

Therefore,

(x ·H) ∗ I(t) =
∫ ∞

−∞
(x̂ ∗ Ĥ)(f) · Î(f) · exp(2πift)df

=

∫ ∞

−∞
(x̂ · Î) ∗ Ĥ(f) · exp(2πift)df

= (x ∗ I)(t) ·H(t),

where the last step follows from the definition of Fourier transform.

The lemma is then proved.
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12.9.2 Approximation error bounds

We analyze the approximation error due to replacing Ĝ(j)
σ,b with the ideal filter

I
(j)
σ,b defined by Eq. (12.18). The following lemma gives a point-wise error bound.

Lemma 12.27. Let δ1 be defined as in Lemma 12.9. Let H be defined as in Defini-

tion 12.7, G(j)
σ,b be defined as in Definition 12.2.

For any x ∈ Fk,F , we have that with probability 0.9, for any j ∈ [B],

|(x ·H) ∗G(j)
σ,b(t)− (x ·H) ∗ I(t)| ≲ δ1

√
T |S| · ∥x(t)∥T ∀t ∈ R.

Proof. Let S := supp(x̂ ∗ Ĥ) be defined as the support set of x̂ ∗ Ĥ. Then |S| ≤ ∆.

We have that

|(x ·H) ∗G(j)
σ,b(t)− (x ·H) ∗ I(t)| (12.19)

= |(x ·H) ∗ (G(j)
σ,b − I)(t)|

=
∣∣∣
∫ ∞

−∞
(x̂ ∗ Ĥ)(f) · (Ĝ(j)

σ,b − Î)(f) · e2πiftdf
∣∣∣

≤
∫ ∞

−∞
|(x̂ ∗ Ĥ)(f) · (Ĝ(j)

σ,b − I)(f)|df

=

∫

S

|(x̂ ∗ Ĥ)(f) · (Ĝ(j)
σ,b − I)(f)|df

≤
∫

S

|(x̂ ∗ Ĥ)(f) · δ1|df

≤ δ1
√
|S| ·

√∫ ∞

−∞
|(x̂ ∗ Ĥ)(f)|2df

= δ1
√
|S| ·

√∫ ∞

−∞
|(x ·H)(t)|2dt

≲ δ1
√
T |S| · ∥(x ·H)(t)∥T

≲ δ1
√
T |S| · ∥x(t)∥T (12.20)

where the first step is straight forward, the second step follows from the definition of

Fourier transform, the third step follows from triangle equality, the forth step follows
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from the definition of S. For the fifth step, by Lemma 12.16 that with probability

at least 0.9, the Large Offset event does not happen (i.e., for any f ∈ S, either

Ĝ
(j)
σ,b(f) < δ1 or Ĝ(j)

σ,b(f) > 1 − δ1). Then, by Lemma 12.9, we know that −δ1 ≤
Ĝ

(j)
σ,b(f) ≤ 1. Thus, we get that |(Ĝ(j)

σ,b − Î)(f)| ≤ δ1. The sixth step follows from

Cauchy–Schwarz inequality, the seventh step follows from Parseval’s theorem, the

eighth step follows from Lemma 12.24 Property IV and V, the last step follows from

Lemma 12.24 Property V.

The following lemma gives a T -norm bound for the approximation error.

Lemma 12.28. Let δ1 be defined as in Lemma 12.9. Let H be defined as in Defini-

tion 12.7, G(j)
σ,b be defined as in Definition 12.2.

Then, for any x ∈ Fk,F , with probability 0.9, for any j ∈ [B],
∫ ∞

−∞
|(x ·H) ∗ I(t)− (x ·H) ∗G(j)

σ,b(t)|2dt ≲ δ21T∥x(t)∥2T .

In particular,

∥(x ·H) ∗ I(t)− (x ·H) ∗G(j)
σ,b(t)∥T ≲ δ1∥x(t)∥T .

Proof. Let S := supp(x̂ ∗ Ĥ) be defined as the support set of x̂ ∗ Ĥ.
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We have that

T∥(x ·H) ∗ I(t)− (x ·H) ∗G(j)
σ,b(t)∥2T

=

∫ T

0

|(x ·H) ∗ I(t)− (x ·H) ∗G(j)
σ,b(t)|2dt

≤
∫ ∞

−∞
|(x ·H) ∗ I(t)− (x ·H) ∗G(j)

σ,b(t)|2dt

≤
∫ ∞

−∞
|(x̂ ∗ Ĥ)(f) · (Î(f)− Ĝ(j)

σ,b(f))|2df

=

∫

S

|(x̂ ∗ Ĥ)(f) · (I(f)− Ĝ(j)
σ,b(f))|2df

≤
∫

S

|(x̂ ∗ Ĥ)(f) · δ1|2df

≤
∫ ∞

−∞
|(x̂ ∗ Ĥ)(f) · δ1|2df

= δ21

∫ ∞

−∞
|(x ·H)(t)|2dt

≲ δ21T∥x(t)∥2T

where the first step follows from the definition of the norm, the second step is straight

forward, the third step follows from Parseval’s theorem, the forth step follows from

the definition of S, the fifth step follows from Lemma 12.16 and Lemma 12.9, the

sixth step is straight forward, the seventh step follows from Parseval’s theorem, the

eighth step follows from Lemma 12.24 Property IV and Property V.

12.10 Concentration Property of the Filtered Signal

Recall that a frequency f ∗ is heavy if it satisfies the following condition:
∫ f∗+∆h

f∗−∆h

|x̂∗ ·H(f)|2df ≥ TN2/k.

In this section, we consider the filtered signal in a hashing bin that contains a heavy

frequency; that is, z(t) = (x∗ · H) ∗ Ĝ(j)
σ,b where j = hσ,b(f

∗) is the index of the bin
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containing f ∗. We will prove that z(t) form a one-cluster signal around f ∗, which

means that in the frequency domain most energy are concentrated around f ∗, and in

the time domain, most energy are contained in the observation window [0, T ]. The

formal definition are given as follows:

Definition 12.8 ((ε,∆)-one-cluster signal). We say that a signal z(t) is an (ε,∆)-

one-cluster signal around f0 if and only if z(t) and ẑ(f) satisfy the following two

properties:

Property I :

∫ f0+∆

f0−∆
|ẑ(f)|2df ≥ (1− ε)

∫ +∞

−∞
|ẑ(f)|2df

Property II :

∫ T

0

|z(t)|2dt ≥ (1− ε)
∫ +∞

−∞
|z(t)|2dt.

We first prove the energy preservation in the time domain:

Lemma 12.29 (Time domain energy preservation). Let ∆h = |supp(Ĥ)|. Let f ∗

satisfy
∫ f∗+∆h

f∗−∆h

|x̂∗ ·H(f)|2df ≥ TN2/k

and ẑ = x̂∗ ·H · Ĝ(j)
σ,b where j = hσ,b(f

∗). Suppose the Large Offset event does not

happen. Then, we have that,
∫ +∞

−∞
|z(t)|2dt ≤ 1.35

∫ T

0

|z(t)|2dt.

Proof. Let I(f) be the ideal filter defined by Eq. (12.18).

We first have

∥z(t)∥L2 = ∥(x∗ ·H)(t) ∗G(j)
σ,b(t)∥L2

≤ ∥(x∗ ·H)(t) ∗ I(t)∥L2 + ∥(x∗ ·H)(t) ∗ (I −G(j)
σ,b)(t)∥L2 ,

where the second step follows from triangle inequality.

Then, we bound the two terms separately.
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For the first term, by Lemma 12.26, if the Large Offset event does not happen,

we have that

(x∗ ·H) ∗ I(t) = (x∗ ∗ I)(t) ·H(t). (12.21)

It implies that

∥(x∗ ·H)(t) ∗ I(t)∥L2 = ∥(x∗ ∗ I)(t) ·H(t)∥L2

Let y(t) := (x∗ ∗ I)(t). It’s easy to see that y(y) is k-Fourier-sparse. Then, we have
∫ ∞

−∞
|y(t) ·H(t)|2dt

=

∫ T

0

|y(t) ·H(t)|2dt+
∫

[−∞,∞]\[0,T ]
|y(t) ·H(t)|2dt

≤
∫ T

0

|y(t) ·H(t)|2dt+ 0.1

∫ T

0

|y(t)|2dt

≤ 1.1

∫ T

0

|y(t)|2dt

≤ 1.3

∫ T

0

|y(t) ·H(t)|2dt, (12.22)

where the first step is straight forward, the second step follows from Lemma 12.24

Property IV, the third step follows from Lemma 12.24 Property V, the forth step

follows from Lemma 12.24 Property V. Hence,

∥(x∗ ·H)(t) ∗ I(t)∥L2 = ∥y(t) ·H(t)∥L2 ≤
√
1.3T · ∥(x∗ ∗ I)(t) ·H(t)∥T .

By Eq. (12.21) again, we can swap the order of I and H and obtain:

∥(x∗ ·H)(t) ∗ I(t)∥L2 ≤
√
1.3T · ∥(x∗ ·H)(t) ∗ I(t)∥T .

For the second term, by Lemma 12.28, we have that

∥(x∗ ·H) ∗ I(t)− (x∗ ·H) ∗G(j)
σ,b(t)∥L2 ≲ δ1

√
T∥x∗(t)∥T . (12.23)
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Therefore, we get that

∥z(t)∥L2 ≤
√
1.3T · ∥(x∗ ·H)(t) ∗ I(t)∥T +O(δ1

√
T∥x∗(t)∥T )

≤
√
1.3T · ∥(x∗ ·H) ∗G(j)

σ,b(t)∥T +
√
1.3T · ∥(x∗ ·H) ∗ (I −G(j)

σ,b)(t)∥T +O(δ1
√
T∥x∗(t)∥T )

≤
√
1.3T · ∥z(t)∥T +O(δ1

√
T∥x∗(t)∥T ),

where the second step follows from triangle inequality, and the last step follows from

Lemma 12.28 again.

We claim that the second term can be bounded by o(1) · ∥z(t)∥T . Indeed, we

have
∫ ∞

−∞
|(x∗ ·H) ∗G(j)

σ,b(t)|2dt

=

∫ ∞

−∞
|(x̂∗ ∗ Ĥ) · Ĝ(j)

σ,b(f)|2df

≥
∫ f∗+∆h

f∗−∆h

|(x̂∗ ∗ Ĥ) · Ĝ(j)
σ,b(f)|2df

≳
∫ f∗+∆h

f∗−∆h

|(x̂∗ ∗ Ĥ)(f)|2df

≳
∫ f∗+∆h

f∗−∆h

|(x̂∗ ∗ Ĥ)(f)|2df

≥ Tδ∥x∗∥2T
k

(12.24)

where the first step follows from Parseval’s theorem, the second step is straightfor-

ward, the third step follows from Lemma 12.16 and Lemma 12.9 Property I, the forth

step follows from our assumption that there exists a heavy frequency f ∗ hashing into

the j-th bin, the fifth step follows from f ∗ satisfying
∫ f∗+∆

f∗−∆
|x̂∗ ·H(f)|2df ≥ TN2/k.

Thus, ∥x∗∥T ≤ O(
√
k/(Tδ))∥z(t)∥L2 and we have

O(δ1
√
T∥x∗∥T ) = O

(
δ1

√
k

δ
∥z(t)∥L2

)
≤ O

(√ δ

k

)
∥z(t)∥L2 = o(1) · ∥z(t)∥L2 ,
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where the second step follows from δ1 ≤ δ/k.

Finally, we have

∥z(t)∥L2 ≤
√
1.3T · ∥z(t)∥T + o(1) · ∥z(t)∥L2 ,

which implies that
∫ +∞

−∞
|z(t)|2dt ≤ 1.35

∫ T

0

|z(t)|2dt.

The lemma is then proved.

We next show the frequency domain energy concentration in the following

lemma. Together with Lemma 12.29, we conclude that z(t) is a one-cluster signal.

Lemma 12.30 (Frequency domain energy concentration). Let x∗ be a k-Fourier-

sparse signal. Let f ∗ ∈ [−F, F ] satisfy the following property:
∫ f∗+∆h

f∗−∆h

|x̂∗ ·H(f)|2df ≥ TN2/k. (12.25)

Let σ, b be the parameter of the hashing function. Suppose that Large Offset event not

happened and f ∗ is well-isolated. Let j = hσ,b(f
∗) be the bucket that f ∗ maps to under

the hash such that z = (x∗ ·H) ∗G(j)
σ,b and ẑ = x̂∗ ·H · Ĝ(j)

σ,b. Then, we have
∫ f∗+∆

f∗−∆
|ẑ(f)|2df ≥ 0.7

∫ +∞

−∞
|ẑ(f)|2df.

Furthermore, z(t) is a (0.3,∆)-one-cluster signal around f ∗.

Proof. Define region If∗ = (f ∗−∆, f ∗+∆) with the complement If∗ = (−∞,∞)\If∗ .
We have that

∫

If∗

|ẑ(f)|2df ≥ (1− δ/k)
∫

If∗

|x̂∗ ·H(f)|2df ≥ (1− o(1))TN2/k
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where the first step follows from Lemma 12.17, the second step follows from Eq. (12.25).

On the other hand, f ∗ is well-isolated. Thus, by the definition of well-isolation

(Definition 12.4), we have that
∫

If∗

|ẑ(f)|2df ≲ ε · TN2/k ≤ 0.1TN2/k.

Combining them together, we get that
∫ f0+∆

f0−∆
|ẑ(f)|2df ≥ 0.7

∫ +∞

−∞
|ẑ(f)|2df

For the furthermore part, Lemma 12.29 implies that
∫ T

0

|z(t)|2dt ≥ (1− 0.3)

∫ +∞

−∞
|z(t)|2dt.

Hence, by Definition 12.8, z(t) is a (0.3,∆)-one-cluster.

12.11 Energy Bound for Filtered Fourier Sparse Signals

In this section, we prove an energy bound for the filtered signals (x ·H) ∗G(j)
σ,b,

which upper bounds the magnitude of any such signal at a point t by its energy in the

time duration [0, T ]. We first prove an energy bound for untruncated ideally filtered

signals (see Section 12.11.1). Then, we prove an energy bound for filtered signals (see

Section 12.11.2). In addition, we prove a technical claim (see Section 12.11.3).

12.11.1 Energy bound for untruncated ideally filtered signals

In Section 12.9, we show that the ideally filtered signal (x ·H)∗I(j)σ,b , where I(j)σ,b

defined as Eq. (12.18) is the ideal filter, is close to the true filtered signal. Here, we

further simplify the signal by ignoring the truncation filter H(t), and prove an energy

bound for the signals of the form (x ∗ I(j)σ,b)(t):

Lemma 12.31. Let H be defined as in Definition 12.7, G(j)
σ,b be defined as in Definition

12.2 and the corresponding ideal filter I = I
(b)
σ,b be defined as in Eq. (12.18). Let

D(t) := Uniform([−1, 1]).
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For any x ∈ Fk,F , we have that with probability 0.6, for any t ∈ (−1, 1)

|(x ∗ I)(t)|2 ≲ min
{ k

1− |t| , k
2
}
· ∥(x ∗ I)(t)∥2D

Proof. Since (̂x ∗ I)(f) = x̂ · Î(f) and x is k-Fourier-sparse, we know that (x ∗ Î)(t)
is also a k-Fourier-sparse signal.

On the one hand, by the k-Fourier-sparse signal’s location-dependent energy

bound (Theorem 12.7), we have

|(x ∗ I)(t)|2 ≲ k

1− |t|∥(x ∗ I)(t)∥
2
D (12.26)

On the other hand, by the location-independent energy bound (Theorem 12.6),

we have that

|(x ∗ I)(t)|2 ≲ k2∥(x ∗ I)(t)∥2D (12.27)

Combine Eq. (12.26) and Eq. (12.27) together, we prove the lemma:

|(x ∗ I)(t)|2 ≲ min
{ k

1− |t| , k
2
}
· ∥(x ∗ I)(t)∥2D.

12.11.2 Energy bound for filtered signals

Based on Lemma 12.31, we can relate the magnitude of the filtered signal with

its own energy plus the original Fourier-sparse signal’s energy.

Lemma 12.32. Let H be defined as in Definition 12.7, G(j)
σ,b be defined as in Definition

12.2 and the corresponding ideal filter I = I
(b)
σ,b be defined as in Eq. (12.18).

For any x ∈ Fk,F , j ∈ [B], and (σ, b) such that Large Offset event does not

happen, let z(t) = (x ·H) ∗G(j)
σ,b(t). It holds that:

|z(t)|2 ≲ min
{ k ·H(t)

1− |2t/T − 1| , k
2
}
· ∥z(t)∥2T + δ1∥x(t)∥2T ∀t ∈ (−1, 1).
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Proof. Let S := supp(x̂ ∗ Ĥ) be defined as the support set of x̂ ∗ Ĥ. Then |S| ≤ ∆.

First, by the ideally untruncated filtered signal’s energy bound (Lemma 12.31),

we have

|(x ∗ I)(t) ·H(t)|2 ≲ H2(t) ·min
{ k

1− |2t/T − 1| , k
2
}
· ∥(x ∗ I)(t)∥2T

≲ min
{ k ·H(t)

1− |2t/T − 1| , k
2
}
· ∥(x ∗ I)(t)∥2T , (12.28)

where the second step follows from H(t) ≲ 1 (Lemma 12.24 Property I, II).

Then, we bound the magnitude of the ideal filtered signal as follows:

|(x ·H) ∗ I(t)|2 = |(x ∗ I)(t) ·H(t)|2

≲ min
{ k ·H(t)

1− |2t/T − 1| , k
2
}
· ∥(x ∗ I)(t)∥2T

≲ min
{ k ·H(t)

1− |2t/T − 1| , k
2
}
· (∥(x ·H) ∗G(j)

σ,b(t)∥2T + δ21∥x(t)∥2T )

≲ min
{ k ·H(t)

1− |2t/T − 1| , k
2
}
· ∥(x ·H) ∗G(j)

σ,b(t)∥2T + δ1∥x(t)∥2T
(12.29)

where the first step follows from Lemma 12.26, the second step follows from Eq. (12.28),

the third step follows from Claim 12.35, the forth step follows from k2δ1 ≤ 1.

Next, we consider the difference between the signals filtered by G
(j)
σ,b(t) and

I(t):

|(x ·H) ∗G(j)
σ,b(t)− (x ·H) ∗ I(t)|2 ≤ δ21T |S| · ∥x(t)∥2T

≤ δ1 · ∥x(t)∥2T (12.30)

where the first step follows from Lemma 12.27, the second step follows from δ1T |S| ≤
1.
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Finally, we have that

|(x ·H) ∗G(j)
σ,b(t)|2 ≤ 2|(x ·H) ∗ I(t)|2 + 2|(x ·H) ∗G(j)

σ,b(t)− (x ·H) ∗ I(t)|2

≲ |(x ·H) ∗ I(t)|2 + δ1∥x(t)∥2T
≲ min

{ k ·H(t)

1− |2t/T − 1| , k
2
}
· ∥(x ·H) ∗ Ĝ(j)

σ,b(t)∥2T + δ1∥x(t)∥2T ,

where the first step follows from (a + b)2 ≤ 2a2 + 2b2, the second step follows from

Eq. (12.30), the third step follows from Eq. (12.29).

The lemma is then proved.

The energy bound in Lemma 12.32 not only depends on ∥z(t)∥T , but also on

∥x(t)∥T . The following lemma show that assuming the filtered signal contains a heavy

frequency, ∥x(t)∥T can be upper bounded by ∥z(t)∥T .

Lemma 12.33. Given k ∈ Z+, F ∈ R+. Let H be defined as in Definition 12.7, G(j)
σ,b

be defined as in Definition 12.2. Let x ∈ Fk,F be any k-Fourier sparse signal. For

j ∈ [B] such that there exists a f ∗ satisfying: j = hσ,b(f
∗) and

∫ f∗+∆h

f∗−∆h

|x̂ ·H(f)|2df ≥ TN2/k, (12.31)

where N2 ≥ δ∥x∥2T and ∆h = |supp(Ĥ)|.

For any (σ, b) that Large Offset event does not happen, we have that

∥(x ·H) ∗G(j)
σ,b(t)∥2T ≳

δ∥x∥2T
k

.
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Proof. We have that

T∥(x ·H) ∗G(j)
σ,b(t)∥2T =

∫ T

0

|(x ·H) ∗G(j)
σ,b(t)|2dt

≳
∫ ∞

−∞
|(x ·H) ∗G(j)

σ,b(t)|2dt

=

∫ ∞

−∞
|(x̂ ∗ Ĥ) · Ĝ(j)

σ,b(f)|2df

≥
∫ f∗+∆h

f∗−∆h

|(x̂ ∗ Ĥ) · Ĝ(j)
σ,b(f)|2df

≳
∫ f∗+∆h

f∗−∆h

|(x̂ ∗ Ĥ)(f)|2df

≥ Tδ∥x∥2T
k

where the first step follows from the definition of norm, the second step follows

from Lemma 12.30, the third step follows from Parseval’s theorem, the forth step

is straight forward, the fifth step follows from Lemma 12.17, the sixth step follows

from Eq. (12.31).

Lemma 12.32 and Lemma 12.33 implies the following energy bound:

Corollary 12.34 (Energy bound for filtered signals). Given k ∈ N and F ∈ R+. Let

x ∈ Fk,F . Let H be defined as in Definition 12.7, G(j)
σ,b be defined as in Definition 12.2

with (σ, b) such that Large Offset event does not happen.

For any j ∈ [B], suppose there exists an f ∗ with j = hσ,b(f
∗) satisfying:

∫ f∗+∆

f∗−∆
|x̂ ·H(f)|2df ≥ TN2/k,

where N2 ≥ δ∥x∥2T . Then, for z(t) = (x ·H) ∗G(j)
σ,b(t), it holds that:

|z(t)|2 ≲ min
{ k ·H(t) + δ

1− |2t/T − 1| , k
2
}
· ∥z(t)∥2D ∀t ∈ (0, T ).
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Proof. We have that

|z(t)|2 ≲ min
{ k ·H(t)

1− |2t/T − 1| , k
2
}
· ∥z(t)∥2T + δ1∥x(t)∥2T

≲ min
{ k ·H(t)

1− |2t/T − 1| , k
2
}
· ∥z(t)∥2T + δ2k−1∥x(t)∥2T

≲ min
{ k ·H(t)

1− |2t/T − 1| , k
2
}
· ∥z(t)∥2T + δ∥(x ·H) ∗G(j)

σ,b(t)∥2T

≲ min
{ k ·H(t) + δ

1− |2t/T − 1| , k
2
}
· ∥z(t)∥2T

where the first step follows from Lemma 12.32, the second step follows from δ1 ≤
δ2k−1, the third step follows from Lemma 12.33, the forth step is straight forward.

12.11.3 Technical claim

Claim 12.35. Given k ∈ Z+, F ∈ R+. Let δ1 be defined as the δ of Lemma 12.9.Let

H be defined as in Definition 12.7, G(j)
σ,b be defined as in Definition 12.2, and I = I

(j)
σ,b

be the ideal filter defined by Eq. (12.18).

Then, for any x ∈ Fk,F and j ∈ [B], with probability 0.6 over (σ, b), we have

that

∥(x ∗ I)(t)∥2T ≲ ∥(x ·H) ∗ Ĝ(j)
σ,b(t)∥2T + δ21∥x(t)∥2T .

Proof. We have that

∥(x ∗ I)(t)∥2T ≲ ∥(x ∗ I)(t) ·H∥2T
= ∥(x ·H) ∗ I(t)∥2T
≤ 2∥(x ·H) ∗G(j)

σ,b(t)∥2T + 2∥(x ·H) ∗G(j)
σ,b(t)− (x ·H) ∗ I(t)∥2T

≲ ∥(x ·H) ∗G(j)
σ,b(t)∥2T + δ21∥x(t)∥2T

where the first step follows from (x ∗ I)(t) is a k-Fourier-sparse signal and Lemma

12.24 Property V, the second step follows from Lemma 12.26 conditioning on Large
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Offset event not happening, the third step follows from (a+ b)2 ≤ 2a2+2b2, the forth

step follows from Lemma 12.28.

12.12 Local-Test Signal

Recall that the filtered signal in the j-th bin of the HashToBins procedure

can be written as z(t) = (x ·H) ∗G(j)
σ,b(t). The next step of the frequency estimation

algorithm is to extract a significant frequency from z(t) by considering a so-called

local-test signal :

dz(t) := z(t)e2πf0β − z(t+ β), (12.32)

where f0 ∈ supp(x̂∗), and j = hσ,b(f0), where β ∈ R+ is a parameter such that

β ≤ O(1/∆) with ∆ = O(k · |supp(Ĥ)|).

In this section, we will study some properties of dz(t) and its ideal versions

(see Section 12.12.1 and Section 12.12.2) and derive an energy bound for it (See

Section 12.12.3).

12.12.1 Ideal local-test signal

In previous section, we’ve shown that ideal filter I(j)σ,b can be used to approxi-

mate G(j)
σ,b such that the ideally filtered signal is close to the true filtered signal. We

will show that under the ideal filter approximation, the ideal local-test signal is also

close to the true local-test signal. More formally, we define the ideal filtered signal

and the ideal local-test signal as follows:

zI(t) := (x ·H) ∗ I(t),

dI,z(t) := zI(t)e
2πif0β − zI(t+ β), (12.33)

The following lemma bounds the point-wise distance between dz(t) and dI,z(t).

Lemma 12.36. Let δ1 be defined as in Lemma 12.9. Let H be defined as in Defini-

tion 12.7, G(j)
σ,b be defined as in Definition 12.2 and I = I

(j)
σ,b be the corresponding ideal

filter as in Eq. (12.18).
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For any x ∈ Fk,F and (σ, b) such that Large Offset event does not happen, for

any j ∈ [B], let z(t) = (x · H) ∗ G(j)
σ,b(t), dz(t) be defined as Eq. (12.32), zI(t) and

dz,I(t) be defined as Eq. (12.33).

Then, we have

|dz(t)− dI,z(t)| ≲ δ1
√
T |S| · ∥x(t)∥T ∀t ∈ R.

Proof.

|dz(t)− dI,z(t)| = |z(t)e2πif0β − zI(t)e2πif0β − (z(t+ β)− zI(t+ β))|

≤ |z(t)e2πif0β − zI(t)e2πif0β|+ |z(t+ β)− zI(t+ β)|

= |z(t)− zI(t)|+ |z(t+ β)− zI(t+ β)|

≲ δ1
√
T |S| · ∥x(t)∥T ,

where the first step follows from the definition of dz(t) and dI,z(t), the second step

follows from triangle inequality, the third step follows from |e2πif0β| = 1, the forth

step follows from Lemma 12.27.

The following lemma bounds the L2-distance between dz(t) and dz,I(t).

Lemma 12.37. Let δ1 be defined as in Lemma 12.9. Let H be defined as in Defini-

tion 12.7, G(j)
σ,b be defined as in Definition 12.2 and I = I

(j)
σ,b be the corresponding ideal

filter as in Eq. (12.18).

For any x ∈ Fk,F and (σ, b) such that Large Offset event does not happen, for

any j ∈ [B], let z(t) = (x · H) ∗ G(j)
σ,b(t), dz(t) be defined as Eq. (12.32), zI(t) and

dz,I(t) be defined as Eq. (12.33).Then,
∫ ∞

−∞
|dI,z(t)− dz(t)|2dt ≲ δ21T∥x(t)∥2T
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Proof. We first have that,
∫ ∞

−∞
|zI(t)e2πif0β − z(t)e2πif0β|2dt

=

∫ ∞

−∞
|zI(t)− z(t)|2dt

≤ δ21T∥x(t)∥2T , (12.34)

where the first step follows from |e2πif0β| = 1, the second step follows from Lemma

12.28.

Then, we complete the proof as follows:
∫ ∞

−∞
|dI,z(t)− dz(t)|2dt

=

∫ ∞

−∞
|zI(t)e2πif0β − z(t)e2πif0β − (zI(t+ β)− z(t+ β))|2dt

≤ 2

∫ ∞

−∞
|zI(t)e2πif0β − z(t)e2πif0β|2dt+ 2

∫ ∞

−∞
|zI(t+ β)− z(t+ β)|2dt

≲ δ21T∥x(t)∥2T +

∫ ∞

−∞
|zI(t+ β)− z(t+ β)|2dt

≲ δ21T∥x(t)∥2T

where the first step follows from the definition of dI,z(t) and dz(t), the second step

follows from (a + b)2 ≤ 2a2 + 2b2, the third step follows from Eq. (12.34), the forth

step follows from Lemma 12.28.

12.12.2 Ideal post-truncated local-test signal

It is still difficult to directly study the energy bound for dz,I(t). In this section,

we further simplify the ideally filtered signal by removing the H filter and consider

the untruncted ideally filtered signal (x ∗ I)(t). Then, in the local-test signal, we

perform a post-truncation. More specifically, the untruncated ideally filtered signal
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and the ideal post-truncated local-test signal are defined as follows:

xI(t) := (x ∗ I)(t),

dI,x(t) := xI(t) ·H(t) · e2πif0β − xI(t+ β) ·H(t+ β). (12.35)

Intuitively, dI,x(t) can be viewed as swapping the order of the I and H filters in dI,z(t).

The following lemma shows that dI,z(t) and dI,x(t) are actually the same!

Lemma 12.38. Let δ1 be defined as in Lemma 12.9. Let H be defined as in Defini-

tion 12.7, G(j)
σ,b be defined as in Definition 12.2 and I = I

(j)
σ,b be the corresponding ideal

filter as in Eq. (12.18).

For any x ∈ Fk,F , and (σ, b) such that Large Offset event does not happen, let

zI(t) and dz,I(t) be defined as Eq. (12.33), xI(t) and dx,I(t) be defined as Eq. (12.35).

Then, we have

dI,z(t) = dI,x(t) ∀t ∈ R.

Proof. We have that

dI,z(t) = zI(t) · e2πif0β − zI(t+ β)

= xI(t) ·H(t) · e2πif0β − zI(t+ β)

= xI(t) ·H(t) · e2πif0β − xI(t+ β) ·H(t+ β)

= dI,x(t),

where the first step follows from the definition of dI,z(t), the second step follows from

Lemma 12.26, the third step follows from Lemma 12.26, the last step follows from

the definition of dI,x(t).

The structure of dI,x(t) makes it easy to study its magnitude at any “good

point”:
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Lemma 12.39. Let H be defined as in Definition 12.7, G(j)
σ,b be defined as in Definition

12.2 and I = I
(j)
σ,b be the corresponding ideal filter as in Eq. (12.18). Let U := {t0 ∈

R | H(t) > 1− δ1 ∀t ∈ [t0, t0 + β]}.

For any x ∈ Fk,F , and (σ, b) such that Large Offset event does not happen, let

xI(t), dx,I(t) be defined as Eq. (12.35). Then, we have

|dI,x(t)| ≲
∣∣xI(t) · e2πif0β − xI(t+ β)

∣∣+ δ1k∥xI(t)∥T ∀t ∈ U.

Proof. First, for any t ∈ U ,

|xI(t) ·H(t) · e2πif0β − xI(t) · e2πif0β| = |xI(t) ·H(t)− xI(t)|

= |xI(t)| · |1−H(t)|

≤ δ1|xI(t)|

≲ δ1k∥xI(t)∥T (12.36)

where the first step follows from |e2πif0β| = 1, the second step is straight forward, the

third step follows from H(t) ≤ 1 (Lemma 12.24 Property I, II) and ∀t ∈ U,H(t) >

1− δ1, and the last step follows from Lemma 12.31.

Second, for any t ∈ U ,

|xI(t+ β)− xI(t+ β) ·H(t+ β)| = |xI(t+ β)| · |1−H(t+ β)|

≤ δ1|xI(t+ β)|

≲ δ1k∥xI(t)∥T (12.37)

where the first step is straight forward, the second step follows from H(t) ≤ 1 (Lemma

12.24 Property I, II) and ∀t ∈ U,H(t+β) > 1− δ1, the last step follows from Lemma

12.31.
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Combining them together, we have that for any t ∈ U ,

|dI,x(t)| = |xI(t) ·H(t) · e2πif0β − xI(t+ β) ·H(t+ β)|

≤ |xI(t) ·H(t) · e2πif0β − xI(t) · e2πif0β|+ |xI(t) · e2πif0β − xI(t+ β)|

+ |xI(t+ β)− xI(t+ β) ·H(t+ β)|

≲ |xI(t) · e2πif0β − xI(t+ β)|+ |xI(t+ β)− xI(t+ β) ·H(t+ β)|+ δ1k∥xI(t)∥T
≲ |xI(t) · e2πif0β − xI(t+ β)|+ δ1k∥xI(t)∥T

where the first step follows from the definition of dI,x(t), the second step follows from

triangle inequality, the third step follows Eq. (12.36), the forth step follows from

Eq. (12.37).

Furthermore, we can show that the ideal post-truncated local-test signal is

close to the ideal local-test signal without truncation on most of “good points”.

Lemma 12.40. Let H be defined as in Definition 12.7, G(j)
σ,b be defined as in Definition

12.2 and I = I
(j)
σ,b be the corresponding ideal filter as in Eq. (12.18). Let U := {t0 ∈

R | H(t) > 1 − δ1,∀t ∈ [t0, t0 + β]}. Let DU(t) := Uniform(U) and DU+β(t) :=

Uniform(U + β).

For any x ∈ Fk,F , and (σ, b) such that Large Offset event does not happen, let

xI(t), dx,I(t) be defined as Eq. (12.35). Then, we have

∥dI,x(t)− (xI(t) · e2πif0β − xI(t+ β))∥DU
≲ δ1∥xI(t)∥T .
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Proof. First,

∥xI(t) ·H(t) · e2πif0β − xI(t) · e2πif0β∥DU
= ∥xI(t) ·H(t)− xI(t)∥DU

≤ maxt∈U{|1−H(t)|} · ∥xI(t)∥DU

≤ δ1 · ∥xI(t)∥DU

≲ δ1 ·
√

T

|U |∥xI(t)∥T

≲ δ1 · ∥xI(t)∥T (12.38)

where the first step follows from |e2πif0β| = 1, the second step is straight forward, the

third step follows from H(t) ≤ 1 (Lemma 12.24 Property I, II) and ∀t ∈ U,H(t) >

1− δ1, the forth step follows from the definition of the norm

∥x(t)∥2DU
=

1

|U |

∫

U

|x(t)|2dt ≤ 1

|U |

∫

[0,T ]

|x(t)|2dt = T

|U |∥x(t)∥
2
T ,

and the last step follows from Lemma 12.31.

Second,

∥xI(t+ β)− xI(t+ β) ·H(t+ β)∥DU
≤ maxt∈U{|1−H(t+ β)|} · ∥xI(t+ β)∥DU

≤ δ1 · ∥xI(t)∥DU+β

≲ δ1 ·
1

|U + β|∥xI(t)∥D1

≲ δ1 · ∥xI(t)∥D1 (12.39)

where the first step is straight forward, the second step follows from H(t) ≤ 1 (Lemma

12.24 Property I, II) and ∀t ∈ U,H(t + β) > 1 − δ1, the third step follows from the

definition of the norm, the forth step follows from |U + β| = |U | ≳ 1.
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Then, we have that,

∥dI,x(t)− (xI(t) · e2πif0β − xI(t+ β))∥DU

= ∥xI(t) ·H(t) · e2πif0β − xI(t+ β) ·H(t+ β)− (xI(t) · e2πif0β − xI(t+ β))∥DU

≤ ∥xI(t) ·H(t) · e2πif0β − xI(t) · e2πif0β∥DU
+ ∥xI(t+ β) ·H(t+ β)− xI(t+ β)∥DU

≲ δ1 · ∥xI(t)∥D1 + ∥xI(t+ β) ·H(t+ β)− xI(t+ β)∥DU

≲ δ1 · ∥xI(t)∥D1

where the first step follows from the definition of dI,x(t), the second step follows from

triangle inequality, the third step follows from Eq. (12.38), the forth step follows from

Eq. (12.39).

12.12.3 Energy bound for local-test signals

In this section, we prove the following lemma, which gives an energy bound

for local-test signals.

Lemma 12.41 (Energy bound for local-test signals). Let H be defined as in Def-

inition 12.7, G(j)
σ,b be defined as in Definition 12.2. Let U , DU be defined as in

Lemma 12.40.

For any x ∈ Fk,F , and (σ, b) such that Large Offset event does not happen, let

z(t) = (x ·H) ∗G(j)
σ,b(t) and dz(t) be defined as Eq. (12.32). Then, we have

|dz(t)|2 ≲ min
{ k

1− |2t/T − 1| , k
2
}
· ∥dz(t)∥2DU

+ δ1∥x(t)∥2T ∀t ∈ U.

Proof. Let I = I
(j)
σ,b be the corresponding ideal filter as in Eq. (12.18). Let S :=

supp(x̂ ∗ Ĥ) be the support set of x̂ ∗ Ĥ. We have |S| ≤ ∆.

Let zI(t), dz,I(t) be defined as in Lemma 12.36 and xI(t), dI,x(t) be defined as

in Lemma 12.38.
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Before proving the energy bound for |dz(t)|, we first consider the signal xI(t) ·
e2πif0β − xI(t+ β). By Fourier transformation, we know that its Fourier coefficient of

a frequency f is:

x̂I(f)e
2πif0β − x̂I(f)e2πifβ = x̂(f) · Î(f)e2πif0β − x̂(f) · Î(f)e2πifβ

Thus, xI(t) · e2πif0β − xI(t+ β) is at most k-Fourier-sparse.

Let [L,R] := U . By Fourier-sparse signals’ energy bound (Theorem 12.7 and

Theorem 12.6), we have

|xI(t) · e2πif0β − xI(t+ β)|2 ≲ min
{ k

min{R− t, t− L} , k
2
}
· ∥xI(t) · e2πif0β − xI(t+ β)∥2DU

≲ min{ k

1− |2t/T − 1| , k
2} · ∥xI(t) · e2πif0β − xI(t+ β)∥2DU

(12.40)

where the first step follows from applying Theorem 12.7 with x(t) = x(Tt/2 + T/2)

and applying Theorem 12.6 with T = |U |, x(t) = x(t + L), the second step follows

from [−1 + 0.5/k, 1 − 0.5/k] ⊆ [L,R], which implies that k(min{R − t, t − L})−1 ≲

k(1 − |2t/T − 1|)−1 for any |t| ∈ [L + 1/k,R − 1/k]. Moreover, for any |t| ∈ [L,L +

1/k] ∪ [R− 1/k,R], k2 ≲ k(1− |2t/T − 1|)−1.

The RHS can be upper bounded by:

∥xI(t) · e2πif0β − xI(t+ β)∥2DU
≤ 2∥dI,x(t)∥2DU

+ 2∥dI,x(t)− (xI(t) · e2πif0β − xI(t+ β))∥2DU

≲ ∥dI,x(t)∥2DU
+ δ21∥xI(t)∥2T

= ∥dI,z(t)∥2DU
+ δ21∥xI(t)∥2T

≲ ∥dz(t)∥2DU
+ ∥dI,z(t)− dz(t)∥2DU

+ δ21∥xI(t)∥2T
≲ ∥dz(t)∥2DU

+ ∥dI,z(t)− dz(t)∥2DU
+ δ21∥x(t)∥2T

(12.41)

where the first step follows from (a + b)2 ≤ 2a2 + 2b2, the second step follows from

Lemma 12.40, the third step follows from Lemma 12.38, the forth step follows from
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(a+ b)2 ≤ 2a2 + 2b2, the last step follows from Claim 12.42. For the second term, we

have that

∥dI,z(t)− dz(t)∥2DU

≲
1

|U |

∫

U

|dI,z(t)− dz(t)|2dt

≲
1

|U |

∫ ∞

−∞
|dI,z(t)− dz(t)|2dt

≲
1

|U |δ
2
1∥x(t)∥2T

≲ δ21∥x(t)∥2T

where the first step follows from the definition of the norm, second step is straight

forward, the third step follows from Lemma 12.37 with appropriate scaling, the forth

step follows from |U | ≳ 1. Hence,

∥xI(t) · e2πif0β − xI(t+ β)∥2DU
≲ ∥dz(t)∥2DU

+ δ21∥x(t)∥2T . (12.42)

Therefore, we have that

|dI,z(t)|2 = |dI,x(t)|2

≲ (|xI(t) · e2πif0β − xI(t+ β)|+ δ1k∥xI(t)∥T )2

≲ |xI(t) · e2πif0β − xI(t+ β)|2 + δ21k
2∥xI(t)∥2T

≲ |xI(t) · e2πif0β − xI(t+ β)|2 + δ1∥xI(t)∥2T
≲ min{ k

1− |2t/T − 1| , k
2} · ∥xI(t) · e2πif0β − xI(t+ β)∥2DU

+ δ1∥xI(t)∥2T

≲ min{ k

1− |2t/T − 1| , k
2} · ∥xI(t) · e2πif0β − xI(t+ β)∥2DU

+ δ1∥x(t)∥2T

≲ min{ k

1− |2t/T − 1| , k
2} · (∥dz(t)∥2DU

+ δ21∥x(t)∥2T ) + δ1∥x(t)∥2T

≲ min{ k

1− |2t/T − 1| , k
2} · ∥dz(t)∥2DU

+ δ1∥x(t)∥2T , (12.43)

where the first step follows from Lemma 12.38, the second step follows from Lemma

12.39, the third step follows from (a + b)2 ≤ 2a2 + 2b2, the forth step follows from
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δ1k
2 ≤ 1, the fifth step follows from Eq. (12.40), the six step follows from Claim 12.42,

the seventh step follows from Eq. (12.42), the last step follows from δ1k
2 ≲ 1.

Finally, we have

|dz(t)|2 ≤ 2|dz(t)− dI,z(t)|2 + 2|dI,z(t)|2

≤ 2δ21T |S| · ∥x(t)∥2T + 2|dI,z(t)|2

≤ 2δ1 · ∥x(t)∥2T + 2|dI,z(t)|2

≲ δ1 · ∥x(t)∥2T +min{ k

1− |2t/T − 1| , k
2} · ∥dz(t)∥2DU

where the first step follows from (a + b)2 ≤ 2a2 + 2b2, the second step follows from

Lemma 12.36, the third step follows from δ1T |S| ≤ 1, the forth step follows from

Eq. (12.43).

The lemma is then proved.

Claim 12.42 (Energy Reduction by Ideal Filter). Let H be defined as in Defini-

tion 12.7, G(j)
σ,b be defined as in Definition 12.2 and I = I

(j)
σ,b be the corresponding ideal

filter as in Eq. (12.18).

For any x ∈ Fk,F , for any (σ, b) such that Large Offset event does not happen,

then we have

∥(x ∗ I)(t)∥T ≲ ∥x(t)∥T
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Proof. Let S = supp(x̂ ∗ Ĥ). We have that

T∥(x ∗ I)(t)∥T ≲ T∥(x ∗ I)(t) ·H(t)∥T

=

∫ T

0

|(x ∗ I)(t) ·H(t)|2dt

≤
∫ ∞

−∞
|(x ∗ I)(t) ·H(t)|2dt

=

∫ ∞

−∞
|(x̂ · Î)(f) ∗ Ĥ(f)|2df

=

∫

S

|(x̂ · Î)(f) ∗ Ĥ(f)|2df

=

∫

S

|x̂(f) ∗ Ĥ(f)|2df

≤
∫ ∞

−∞
|x̂(f) ∗ Ĥ(f)|2df

=

∫ ∞

−∞
|x ·H(t)|2dt

≲
∫ T

0

|x(t)|2dt

= T∥x(t)∥2T

where the first step follows from Lemma 12.24 Property V, the second step follows

from the definition of the norm, the third step is straight forward, the forth step

follows from Parseval’s theorem, the fifth and sixth steps follow from Large Offset

event not happening, the seventh step is straight forward, the eighth step follows

from Parseval’s theorem, the ninth step follows from Lemma 12.24 Property IV and

VI, the last step follows from the definition of the norm.

12.13 Empirical Energy Estimation

The goal of this section is to show how to estimate a signal’s energy using

a few samples. We start with a general sampling and reweighing method (see Sec-

tion 12.13.1). Then, combining with the energy bounds derived in previous section,
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t
0 T

x∗(t) ∗ Iσ,b(t)
x∗(t)

f

Îσ,b(f)

x̂∗(f)

Figure 12.11: An illustration of the energy reduction by the ideal filter. Iσ,b is the
ideal filter and x∗(t) is a Fourier sparse signal. The energy of x∗(t) in duration [0, T ]
is reduced by applying the ideal filter, i.e., ∥x∗ ∗ Iσ,b(t)∥T ≲ ∥x∗(t)∥T .

we obtain sample-efficient energy estimation methods for Fourier-sparse signals and

filtered signals (see Section 12.13.2). We further extend our methods to estimate

the energy of filtered signals and local-test signals within a sub-interval in the time

duration (see Section 12.13.3). Finally, we prove several technical lemmas (see Sec-

tion 12.13.4).

Throughout this section, for the convenience, we use a slightly different nota-

tion for the T -norm:

∥z∥2T :=
1

2T

∫ T

−T
|z(t)|2dt.

This results of using this T -norm is equivalent with the result of the norm taking on

[0, T ], since we can always re-scaling the signal and transform the result into the new

T -norm result.

12.13.1 Sampling and reweighing

In this section, we provide a generic sample-efficient method for estimating

the energy of any function using discrete samples with proper weights.

Lemma 12.43. Let k ∈ N+ and D be a probability distribution such that
∫ T
−T D(t)dt =

1. For any ε, ρ ∈ (0, 1) and function z : R → C, let SD = {t1, · · · , ts} be a set of
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i.i.d. samples from D of size

s ≥
(
maxt∈[−T,T ]

|z(t)|2
D(t)

)
·O
( log(1/ρ)

ε2T∥z(t)∥2T

)
.

Let the weight vector w ∈ Rs be defined by wi := 1/(2TsD(ti)) for i ∈ [s].

Then with probability at least 1− ρ, we have

(1− ε)∥z(t)∥2T ≤ ∥z(t)∥2SD,w
≤ (1 + ε)∥z(t)∥2T ,

where ∥z∥2T := 1
2T

∫ T
−T |z(t)|2dt.

Proof. Let M := maxt∈[−T,T ]
|z(t)|2
D(t)

. Let zD(t) := 1
M
|z(t)|2
D(t)

. By applying Chernoff bound

(Lemma A.2) for the random variables zD(t1), . . . , zD(ts), we get that,

Pr
ti∼D

[∣∣∣
s∑

i=1

zD(ti)− µ
∣∣∣ ≤ εµ

]
≥ 1− 2 exp(−ε2µ/3), (12.44)

where µ :=
∑s

i=1 Eti∼D[zD(ti)] = s · Et∼D[zD(t)].

We first consider the expectation:

Et∼D[zD(t)] =
∫ T

−T
D(t) · 1

M

|z(t)|2
D(t)

dt

=
1

M

∫ T

−T
|z(t)|2dt

=
2T

M
∥z(t)∥2T

where the first step follows from the definition of expectation, the second step is

straightforward, the third step follows from the definition of the norm. Thus,

µ = s · Et∼D[zD(t)] =
2Ts

M
∥z(t)∥2T . (12.45)

Then, we consider the sum of samples:
s∑

i=1

zD(ti) =
s∑

i=1

1

M

|z(ti)|2
D(ti)

=
s∑

i=1

2wiTs

M
|z(ti)|2

=
2Ts

M
∥z(t)∥2SD,w

(12.46)
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where the first step follows from the definition of zD, the second step follows from the

definition of wi, the last step follows from the definition of the norm.

Putting Eqs. (12.44) - (12.46) together, we get that with probability at least

1− 2 exp(−ε2µ/3),
∣∣∣2Ts
M
∥z(t)∥2SD,w

− 2Ts

M
∥z(t)∥2T

∣∣∣ ≤ ε · 2Ts
M
∥z(t)∥2T ,

which can be simplified at follows:

|∥z(t)∥2SD,w
− ∥z(t)∥2T | ≤ ε · ∥z(t)∥2T .

Finally, we need the success probability to be at least 1 − ρ, which requires

that:

1− 2 exp
(
− ε2

3

2Ts

M
∥z(t)∥2T

)
= 1− 2 exp

(
− ε2

3

2Ts

·maxt∈[−T,T ]{|z(t)|2/D(t)}∥z(t)∥
2
T

)

≥ 1− ρ.

Hence, we need the sample complexity s to be at least

s ≥
(
maxt∈[−T,T ]

|z(t)|2
D(t)

)
·O
( log(1/ρ)

ε2T∥z(t)∥2T

)
.

12.13.2 Energy estimation for Fourier-sparse signals and filtered signals

The goal of this section is to apply Lemma 12.43 for Fourier-sparse signals and

filtered signals.

The following lemma defines the sampling distribution:

Lemma 12.44. For k ∈ N+, define a probability distribution D as follows:

D(t) :=

{
c · (1− |t/T |)−1T−1, for |t| ≤ T (1− 1/k)

c · kT−1, for |t| ∈ [T (1− 1/k), T ]
(12.47)

where c = Θ(log(k)−1) is a normalization factor such that
∫ T
−T D(t)dt = 1. Then, D

is well-defined.
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Proof. We justify that D can be normalized with c = Θ(log(k)−1)). By the condition
∫ T
−T D(t)dt = 1, we have

2

∫ T (1−1/k)

0

c

(1− |t/T |)T dt+ 2

∫ T

T (1−1/k)
c · k
T
dt = 1,

which implies that

c−1 = 2

∫ T (1−1/k)

0

1

(1− |t/T |)T dt+ 2

∫ T

T (1−1/k)

k

T
dt

≂ log(k) + 1

= Θ(log(k)).

Thus, we get that c = Θ(log(k)−1).

The following lemma gives the sampling complexity for estimating the energy

of a Fourier-sparse signal. The main idea is to apply the energy bounds in Section 12.5.

Lemma 12.45 (Energy estimation for Fourier-sparse signals). Let D be the probability

distribution defined as Eq. (12.47). Let x ∈ Fk,F . For any ε, ρ ∈ (0, 1), let SD =

{t1, · · · , ts} be a set of i.i.d. samples from D(t) of size s ≥ O(ε−2k log(k) log(1/ρ)).

Let the weight vector w ∈ Rs be defined by wi := 1/(2TsD(ti)) for i ∈ [s].

Then with probability at least 1− ρ, we have

(1− ε)∥x(t)∥2T ≤ ∥x(t)∥2SD,w
≤ (1 + ε)∥x(t)∥2T .

Proof. By applying Lemma 12.43, we have that the desired result satisfy when

s ≥
(
maxt∈[−T,T ]

|x(t)|2
D(t)

)
·O
( log(1/ρ)

ε2T∥x(t)∥2T

)
.

By Fourier-sparse signals’ energy bound (Theorem 12.6 and Theorem 12.7 with

x(t) = x(T · t)), we have that

|x(t)|2 ≲ min
{ k

1− |t/T | , k
2
}
· ∥x(t)∥2T ∀t ∈ [−T, T ]. (12.48)
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Thus,

maxt∈[−T,T ]
|x(t)|2
D(t)

≲ maxt∈[−T,T ] min
{ k

1− |t/T | , k
2
}
· ∥x(t)∥

2
T

D(t)

≲ maxt∈[−T,T ] min
{ k

1− |t/T |
T (1− |t/T |)

c
, k2

T

ck

}
· ∥x(t)∥2T

= kT∥x(t)∥2T/c

≃ k log(k)T∥x(t)∥2T , (12.49)

where the first step follows from Eq. (12.48), the second step follows from the def-

inition of D(t), the third step is straight forward, the forth step follows from c =

Θ(log(k)−1).

Hence, we get that

s ≥ O(k log(k)T∥x(t)∥2T ) ·O
( log(1/ρ)

ε2T∥x(t)∥2T

)
= O(ε−2k log(k) log(1/ρ)).

The lemma is then proved.

Using the energy bound for filtered signals, we immediately get the following

lemma.

Lemma 12.46 (Energy estimation for filtered signals). Let D be the probability dis-

tribution defined as Eq. (12.47). Let x ∈ Fk,F . Let H be defined as in Definition 12.7.

Let G(j)
σ,b be defined as in Definition 12.2. Let j ∈ [B] satisfying that there exists an

f ∗ with hσ,b(f ∗) = j such that:
∫ f∗+∆h

f∗−∆h

|x̂ ·H(f)|2df ≥ TN2/k,

where N2 ≥ δ∥x∥2T . Let z(t) := (x ·H) ∗G(j)
σ,b(t) be the filtered signal.
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For any ε, ρ ∈ (0, 1), let SD = {t1, · · · , ts} be a set of i.i.d. samples from

D(t) of size s ≥ O(ε−2k log(k) log(1/ρ)). Let the weight vector w ∈ Rs be defined by

wi := 1/(2TsD(ti)) for i ∈ [s].

Then when Large Offset event not happens, with probability at least 1− ρ, we

have

(1− ε)∥z(t)∥2T ≤ ∥z(t)∥2SD,w
≤ (1 + ε)∥z(t)∥2T .

Proof. By applying Lemma 12.43, we have that the desired result requires that

s ≥
(
maxt∈[−T,T ]

|z(t)|2
D(t)

)
·O
( log(1/ρ)

ε2T∥z(t)∥2T

)
.

By the filtered signals’ energy bound (Corollary 12.34), we have that

|z(t)|2 ≲ min
{k ·H(t) + δ

1− |t/T | , k
2
}
· ∥z(t)∥2T

≲ min
{ k

1− |t/T | , k
2
}
· ∥z(t)∥2T . (12.50)

where the second step follows from H(t) ≲ 1 (Lemma 12.24 Property I, II). Then, we

get that

maxt∈[−T,T ]
|z(t)|2
D(t)

≲ maxt∈[−T,T ] min
{ k

1− |t/T | , k
2
}
· ∥z(t)∥2T

≲ maxt∈[−T,T ] min
{ k

1− |t/T |
T (1− |t/T |)

c
, k2

T

ck

}
· ∥z(t)∥2T

= kT∥z(t)∥2T/c

≃ k log(k)T∥z(t)∥2T , (12.51)

where the first step follows from Eq. (12.50), the second step follows from the def-

inition of D(t), the third step is straight forward, the forth step follows from c =

Θ(log(k)−1).

As a result,

s ≥ O(k log(k)T∥z(t)∥2T ) ·O
( log(1/ρ)

ε2T∥z(t)∥2T

)
= O(ε−2k log(k) log(1/ρ)).
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The lemma is then proved.

12.13.3 Partial energy estimation for filtered signals and local-test signals

In this section, we consider a variant version of energy estimation problem,

which we are given a sub-interval U ⊆ [−T, T ] and we only want to estimate the

energy within this interval.

The following lemma gives the sampling distribution with respect to U .

Lemma 12.47. Let U = [L,R] such that [−T (1− 1/k), T (1− 1/k)] ⊆ U ⊆ [−T, T ].
For k ∈ N+, define a probability distribution DU as follows:

DU(t) :=

{
c · (1− |t/T |)−1T−1, for |t| ≤ T (1− 1/k) ∧ t ∈ U
c · kT−1, for |t| ∈ [T (1− 1/k), T ] ∧ t ∈ U (12.52)

where c = Θ(log(k)−1) is a normalization factor such that
∫ T
−T DU(t)dt = 1. Then,

DU is well-defined.

Proof. We compute the normalization factor of DU in below. The condition that
∫ T
−T DU(t)dt = 1 requires that

2

∫ T (1−1/k)

0

c

(1− |t/T |)T dt+

∫ R

T (1−1/k)
c · k
T
dt+

∫ −T (1−1/k)

L

c · k
T
dt = 1,

which implies that

c−1 = 2

∫ T (1−1/k)

0

1

(1− |t/T |)T dt+

∫ R

T (1−1/k)

k

T
dt+

∫ −T (1−1/k)

L

k

T
dt

≂ log(k) + 1

= Θ(log(k)).

where the second step follows from R ≤ T and L ≥ −T .

Thus, we get that c = Θ(log(k)−1).
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Similar to Lemma 12.46, we have a sample-efficient approach for estimating

the partial energy of a filtered signal.

Lemma 12.48 (Partial energy estimation for filtered signals). Let U = [L,R] be such

that [−T (1−1/k), T (1−1/k)] ⊆ U . For k ∈ N+, let DU be the probability distribution

defined as Eq. (12.52).

Let x ∈ Fk,F . Let H be defined as in Definition 12.7, G(j)
σ,b be defined as in

Definition 12.2 with (σ, b) such that Large Offset event does not happen. For any

j ∈ [B], suppose there exists an f ∗ with j = hσ,b(f
∗) satisfying:

∫ f∗+∆h

f∗−∆h

|x̂ ·H(f)|2df ≥ TN2/k,

where N2 ≥ δ∥x∥2T . Let z(t) = (x ·H) ∗G(j)
σ,b(t) be the filtered signal.

For any ε, ρ ∈ (0, 1), let SDU
= {t1, · · · , ts} be a set of i.i.d. samples from

DU of size s ≥ O(ε−2k log(k) log(1/ρ)). Let the weight vector w ∈ Rs be defined by

wi := 2/(TsDU(ti)) for i ∈ [s].

Then when Large Offset event not happens, with probability at least 1− ρ, we

have

(1− ε)∥z∥2U ≤ ∥z∥2SDU
,w ≤ (1 + ε)∥z∥2U ,

where ∥z∥2U := 1
R−L ·

∫ R
L
|z(t)|2dt.

Proof. By applying Lemma 12.43, we have that the desired result requires that

s ≥
(
maxt∈U

|z(t)|2
DU(t)

)
·O
( log(1/ρ)

ε2T∥z(t)∥2T

)
.
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The first term can be upper bounded as follows:

maxt∈U
|z(t)|2
DU(t)

≲ maxt∈U min
{ k

1− |t/T | , k
2
}
· ∥z(t)∥

2
T

DU(t)

≲ maxt∈U min
{ k

1− |t/T |
T (1− |t/T |)

c
, k2

T

ck

}
· ∥z(t)∥2T

= kT∥z(t)∥2T/c

≲ k log(k)T∥z(t)∥2T
≲ k log(k)

R− L
2T − k2(2T + L−R) · T∥z(t)∥

2
U

≤ k log(k) · T∥z(t)∥2U , (12.53)

where the first step follows from Eq. (12.50), the second step follows from the def-

inition of DU(t), the third step is straight forward, the forth step follows from

c = Θ(log(k)−1), the fifth step follows from Lemma 12.51, the sixth step follows

from R− L ≤ 2T − k2(2T + L−R).

Therefore, the sample complexity s should be at least:

s ≥ O(k log(k) · T∥z(t)∥2U) ·O
( log(1/ρ)

ε2T∥z(t)∥2T

)
= O(ε−2k log(k) log(1/ρ)).

The proof of the lemma is then completed.

Recall that in Section 12.12, we study the local-test signal dz(t) = z(t)e2πif0β−
z(t + β). The following lemma gives a way to estimate the partial energy of a local-

test signal. It can be proved by the same strategy with the energy bound in Lemma

12.41.

Lemma 12.49 (Partial energy estimation for local-test signals). Let x ∈ Fk,F . Let

H be defined as in Definition 12.7, G(j)
σ,b be defined as in Definition 12.2 with (σ, b)

such that Large Offset event does not happen. Let z(t) = (x ·H)∗G(j)
σ,b(t) be the filtered

signal. Let U := {t0 ∈ R | H(t) > 1− δ1,∀t ∈ [t0, t0 + β]}. Let DU be the probability

distribution defined as Eq. (12.52). Let DH(t) := Uniform({t ∈ R | H(t) > 1− δ1}).
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For any ε, ρ ∈ (0, 1), let SDU
= {t1, · · · , ts} be a set of i.i.d. samples from

DU of size s ≥ O(k log(k) log(1/ρ)). Let the weight vector w ∈ Rs be defined by

wi := 2/(TsDU(ti)) for i ∈ [s].

Let dz(t) = z(t)e2πif0β− z(t+β) be the local-test signal. Then, with probability

at least 1− ρ, we have

∥dz(t)∥2SDU
,w ≤ 2∥dz(t)∥2U +

√
δ1∥x(t)∥T · ∥dz(t)∥U .

Proof. By Lemma 12.43, we have that when

s ≥
(
maxt∈U

|dz(t)|2
DU(t)

)
·O
( log(1/ρ)

ξ2|U | · ∥dz(t)∥2U

)
,

the following result holds with probability at least 1− ρ,

∥dz(t)∥2SDU
,w ∈ (1± ξ)∥dz(t)∥2U , (12.54)

where ξ is a parameter to be chosen later.

By the energy bound for local-test signals (Lemma 12.41), we have that for

any t ∈ U ,

|dz(t)|2 ≲ min
{ k

1− |t/T | , k
2
}
· ∥dz(t)∥2U + δ1∥x(t)∥2T . (12.55)

Then, we get that

maxt∈U
|dz(t)|2
DU(t)

≲ maxt∈U min
{ k

1− |t/T | , k
2
}
· ∥dz(t)∥

2
U + δ1∥x(t)∥2T
DU(t)

≲ maxt∈U min
{ k

1− |t/T |
T (1− |t/T |)

c
, k2

T

ck

}
· (∥dz(t)∥2U + δ1∥x(t)∥2T )

= kTc−1 · (∥dz(t)∥2U + δ1∥x(t)∥2T )

≃ k log(k)T · (∥dz(t)∥2DU
+ δ1∥x(t)∥2D1

), (12.56)

where the first step follows from Eq. (12.55), the second step follows from the def-

inition of DU(t), the third step is straight forward, the forth step follows from

c = Θ(log(k)−1).
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As a result, the sample complexity is

s ≥ k log(k)T · (∥dz(t)∥2DU
+ δ1∥x(t)∥2D1

) ·O
( log(1/ρ)

ξ2|U | · ∥dz(t)∥2U

)

≃ ξ−2 · k log(k) · (1 + δ1∥x(t)∥2T
∥dz(t)∥2U

) · log(1/ρ)

= k log(k) · log(1/ρ),

where the first step follows from Eq. (12.56), the second step follows from |U | ≳ T ,

the third step follows by taking ξ to be such that

ξ−2(1 +
δ1∥x(t)∥2T
∥dz(t)∥2U

) ≃ 1.

It remains to bound the estimation error. We have that

∥dz(t)∥2SD,w
≤ (1 + ξ)∥dz(t)∥2U

≃
(
1 +

√
1 +

δ1∥x(t)∥2D1

∥dz(t)∥2U

)
∥dz(t)∥2U

≤
(
2 +

√
δ1∥x(t)∥T
∥dz(t)∥U

)
∥dz(t)∥2U

≤ 2∥dz(t)∥2U +
√
δ1∥x(t)∥T · ∥dz(t)∥U

where the first step follows from Eq. (12.54), the second step follows from the setting

of ε, the third step follows from
√
a+ b ≤ √a+

√
b, the forth step is straight forward.

The lemma is then proved.

12.13.4 Technical lemmas

We prove two technical lemmas in this section.

The following lemma bounds the energy of a Fourier-sparse signal within time

duration [L,R] ⊆ [−T, T ] by its total energy.

Lemma 12.50 (Partial energy of Fourier-sparse signal). Given k ∈ Z+, F ∈ R+. For

any x ∈ Fk,F , [L,R] ⊆ [−T (1−O( 1
k2
)), T (1−O( 1

k2
))], we have that,

2T − k2(2T + L−R)
R− L ∥x(t)∥2T ≲

1

R− L

∫ R

L

|x(t)|2dt ≤ 2T

R− L∥x(t)∥
2
T .

790



Proof. For the upper bound, we have that

1

R− L

∫ R

L

|x(t)|2dt ≤ 1

R− L

∫ T

−T
|x(t)|2dt ≤ 2T

R− L∥x(t)∥
2
T ,

where the first step is straight forward, the second step follows from the definition of

the norm.

For the lower bound, we have that
∫ R

L

|x(t)|2dt =
∫ T

−T
|x(t)|2dt−

∫ L

−T
|x(t)|2dt−

∫ T

R

|x(t)|2dt

≥ 2T∥x(t)∥2T − (L+ T ) ·maxt∈[−T,L]|x(t)|2 − (T −R) ·maxt∈[R,T ]|x(t)|2

≳ 2T∥x(t)∥2T − (L+ T ) · k2∥x(t)∥2T − (T −R) · k2∥x(t)∥2T
= (2T − k2(2T + L−R))∥x(t)∥2T ,

where the first step is straight forward, the second step follows from the definition of

the norm, the third step follows from Theorem 12.6, the forth step is straight forward.

By replacing the energy bound for Fourier-sparse signals with the energy bound

for filtered signals (Corollary 12.34), we obtain the following lemma:

Lemma 12.51 (Partial energy of filtered signal). Given k ∈ N and F ∈ R+. Let

x ∈ Fk,F . Let H be defined as in Definition 12.7, G(j)
σ,b be defined as in Definition 12.2

with (σ, b) such that Large Offset event does not happen.

For any j ∈ [B], suppose there exists an f ∗ with j = hσ,b(f
∗) satisfying:

∫ f∗+∆h

f∗−∆h

|x̂ ·H(f)|2df ≥ TN2/k,

where N2 ≥ δ∥x∥2T . Then, for z(t) = (x ·H) ∗G(j)
σ,b(t), we have that

2T − k2(2T + L−R)
R− L ∥z(t)∥2T ≲

1

R− L

∫ R

L

|z(t)|2dt ≤ 2T

R− L∥z(t)∥
2
T .
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Proof. For the upper bound, we have that

1

R− L

∫ R

L

|z(t)|2dt ≤ 1

R− L

∫ T

−T
|z(t)|2dt ≤ 2T

R− L∥z(t)∥
2
T ,

where the first step is straight forward, the second step follows from the definition of

the norm.

For the lower bound, we have that
∫ R

L

|z(t)|2dt =
∫ T

−T
|z(t)|2dt−

∫ L

−T
|z(t)|2dt−

∫ T

R

|z(t)|2dt

≥ T∥z(t)∥2T − (L+ T ) ·maxt∈[0,L]|z(t)|2 − (T −R) ·maxt∈[R,T ]|z(t)|2

≳ T∥z(t)∥2T − (L+ T ) · k2∥z(t)∥2T − (T −R)k2∥z(t)∥2T
= (2T − k2(2T + L−R))∥z(t)∥2T

where the first step is straight forward, the second step follows from the definition

of the norm, the third step follows from Corollary 12.34, the forth step is straight

forward.
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12.14 Generate Significant Samples

In this section, we show our significant sample generation procedure for noisy

signals. Recall that we use x∗(t) to denote the ground-truth k-Fourier-sparse signal

and x(t) = x∗(t) + g(t) to denote the observation signal. We first generalize the en-

ergy estimation method in previous section to the noisy signals (see Section 12.14.1).

Then, we give our significant sample generation algorithm for a single bin (see Sec-

tion 12.14.2). Next, we show how to adapt our significant sample generation algorithm

for multiple bins (see Section 12.14.3). In addition, we provide some technical claims

(see Section 12.14.4).

12.14.1 Energy estimation for noisy signals

In this section, we generalize our methods in Section 12.13 to estimate the

(partial) energy of the true observing signals, which contains some noise.

In the following lemma, we show that the energy of the filtered signal z(t) can

be estimated with a few samples, assuming it contains a small fraction of noise.

Lemma 12.52. Let x∗ ∈ Fk,F be the ground-truth signal and x(t) = x∗(t) + g(t) be

the noisy observation signal. Let H be defined as in Definition 12.7, G(j)
σ,b be defined

as in Definition 12.2 with (σ, b) such that Large Offset event does not happen. For

any j ∈ [B], suppose there exists an f0 with j = hσ,b(f0) satisfying:
∫ f0+∆h

f0−∆h

|x̂∗ ·H(f)|2df ≥ TN2/k,

where N2 ≥ δ∥x∗∥2T . Let z∗(t) := (x∗ · H) ∗ G(j)
σ,b(t) and z(t) = (x · H) ∗ G(j)

σ,b(t). Let

gz(t) := z(t)− z∗(t). Let U = {t0 ∈ R | H(t) > 1− δ1 ∀t ∈ [t0, t0 + β]}. Suppose that

∥gz(t)∥2T ≤ c∥z∗(t)∥2U , where c ∈ (0, 0.001) is a small universal constant.

For s ≥ O(k log(k) log(1/ρ)), let SDU
= {t1, . . . , ts} be a set of i.i.d. samples

from the distribution DU defined as Eq. (12.52). Let the weights wi = 1/(TsDU(ti))

for i ∈ [s].
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Then, with probability at least 0.85,

∥z(t)∥2SDU
,w ≥ (0.2− 20c) · ∥z∗(t)∥2U

Proof. We consider the expectation of ∥gz(t)∥2SU ,w
first.

E
[ s∑

j=1

wi|gz(tj)|2
]
=

s∑

j=1

Etj∼DU
[wi|gz(tj)|2]

=
s∑

j=1

Etj∼DU

[ 1

TsDU(ti)
|gz(tj)|2

]

≤ Et∼DU

[ 1

TDU(t)
|gz(t)|2

]

≤
∫

U

1

T
|gz(t)|2dt

≤ 1

T

∫ T

0

|gz(t)|2dt

≤ ∥gz(t)∥2T (12.57)

where the first step is straight forward, the second step follows from the definition

of wi, the third step is straight forward, the forth step follows from the definition of

expectation, the fifth step follows from U ⊆ [0, T ], the sixth step follows from the

definition of the norm.

By Eq. (12.57) and Markov inequality, we have that with probability at least

0.9,
s∑

j=1

wi|gz(tj)|2 ≤ 20∥gz(t)∥2T . (12.58)

Then, we have that
s∑

j=1

wi|z(tj)|2 ≥ 0.5
s∑

j=1

wi|z∗(tj)|2 −
s∑

j=1

wi|gz(tj)|2

≥ 0.5
s∑

j=1

wi|z∗(tj)|2 − 20∥gz(t)∥2T

≥ 0.2∥z∗(t)∥2U − 20∥gz(t)∥2T
≥ (0.2− 20c) · ∥z∗(t)∥2U
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where the first step follows from (a + b)2 ≥ 0.5a2 − b2, the second step follows from

Eq. (12.58), the third step follows from Lemma 12.48, the forth step follows from

∥gz(t)∥2T ≤ c∥z∗(t)∥2U .

The total success probability follows from a union bound: 0.9− ρ > 0.85.

The lemma is then proved.

The following lemma shows how to estimate the energy of a noisy local-test

signal.

Lemma 12.53. Let x∗ ∈ Fk,F be the ground-truth signal and x(t) = x∗(t) + g(t) be

the noisy observation signal. Let H be defined as in Definition 12.7, G(j)
σ,b be defined

as in Definition 12.2 with (σ, b) such that Large Offset event does not happen. For

any j ∈ [B], suppose there exists an f0 with j = hσ,b(f0) satisfying:
∫ f0+∆h

f0−∆h

|x̂∗ ·H(f)|2df ≥ TN2/k,

where N2 ≥ δ∥x∗∥2T . Let z∗(t) := (x∗ · H) ∗ G(j)
σ,b(t) and z(t) = (x · H) ∗ G(j)

σ,b(t). Let

gz(t) := z(t)− z∗(t). Let U = {t0 ∈ R | H(t) > 1− δ1 ∀t ∈ [t0, t0 + β]}. Suppose that

∥gz(t)∥2T ≤ c∥z∗(t)∥2U , where c ∈ (0, 0.001) is a small universal constant.

For s ≥ O(k log(k) log(1/ρ)), let SDU
= {t1, . . . , ts} be a set of i.i.d. samples

from the distribution DU defined as Eq. (12.52). Let wi = 1/(TsDU(ti)) for i ∈ [s].

Then, with probability at least 0.85,

∥dz(t)∥2SDU
,w ≲ (c+

√
γ2 + δ1) · ∥z∗(t)∥2U ,

Proof. We first consider the expectation of ∥gz(t)e2πif0β − gz(t + β)∥2SDU
,w. We have
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that

E
[ s∑

i=1

wi|gz(ti)e2πif0β − gz(ti + β)|2
]

=
s∑

i=1

Eti∼DU
[wi|gz(ti)e2πif0β − gz(ti + β)|2]

=
s∑

i=1

Eti∼DU

[ 1

TsDU(ti)
|gz(ti)e2πif0β − gz(ti + β)|2

]

= Et∼DU

[ 1

TDU(t)
|gz(t)e2πif0β − gz(t+ β)|2

]

=

∫

U

1

T
|gz(t)e2πif0β − gz(t+ β)|2dt

≤ 4

T

∫

U

(|gz(t)|2 + |gz(t+ β)|2)dt

≤ 8

T

∫ T

0

|gz(t)|2dt

≤ 10∥gz(t)∥2T , (12.59)

where the first step is straight forward, the second step follows from the definition

of wi, the third step is straight forward, the forth step follows from the definition of

expectation, the fifth step follows from (a + b)2 ≤ 2a2 + 2b2, the sixth step follows

from U ⊆ [0, T ] and U + β ⊆ [0, T ], the seventh step follows from the definition of

the norm.

By Eq. (12.59) and Markov inequality, we have that with probability at least

0.9,

s∑

i=1

wi|gz(ti)e2πif0β − gz(ti + β)|2 ≤ 100∥gz(t)∥2T . (12.60)
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We have that
s∑

i=1

wi|z(ti)e2πif0β − z(ti + β)|2

≤
s∑

i=1

(2wi|z∗(ti)e2πif0β − z∗(ti + β)|2 + 2wi|gz(ti)e2πif0β − gz(ti + β)|2)

≤ 200∥gz(t)∥2T +
s∑

i=1

2wi|z∗(ti)e2πif0β − z∗(ti + β)|2

≤ 200∥gz(t)∥2T + 4∥z∗(t+ β)− e2πif0β · z∗(t)∥2U + 2
√
δ1∥x(t)∥T∥z∗(t+ β)− e2πif0β · z∗(t)∥U

≲ (200c+ 4γ2 + 4δ1)∥z∗(t)∥2U + 2
√
δ1(γ2 + δ1)∥x∗(t)∥T∥z∗(t)∥U

≲ (c+ γ2 + δ1)∥z∗(t)∥2U +

√
δ1(γ2 + δ1)

k

δ
∥z∗(t)∥T∥z∗(t)∥U

≲ ((c+ γ2 + δ1) +

√
δ1(γ2 + δ1)

k

δ

R− L
T − k2(T + L−R))∥z

∗(t)∥2U

≲ (c+
√
γ2 + δ1) · ∥z∗(t)∥2U

where the first step follows from (a + b)2 ≤ 2a2 + 2b2, the second step follows from

Eq. (12.60), the third step follows from the partial energy estimation for local-test

signal (Lemma 12.49) which holds with probability 1− ρ, the forth step follows from

the ∥gz(t)∥2T ≤ c∥z∗(t)∥2U and Claim 12.59, the fifth step follows from Lemma 12.33,

the sixth step follows from [L,R] := U and Lemma 12.51, the seventh step follows

form R− L ≲ T − k2(T + L−R), δ1δ−1k ≲ 1.

The total success probability follows from a union bound 0.9− ρ > 0.85.

The lemma is then proved.

12.14.2 Significant sample generation for a single bin

Recall that we define a sample t ∈ [0, T ] is significant if the magnitude of the

local-test signal at t is small, i.e., |dz(t)| ≤ O(|z(t)|). The following lemma shows

that a significant sample can be efficiently generated, provided that the filtered noisy

signal does not contain too much noise.
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Lemma 12.54 (Generate Significant samples for filtered noisy signals). Let x∗ ∈ Fk,F

be the ground-truth signal and x(t) = x∗(t)+ g(t) be the noisy observation signal. Let

H be defined as in Definition 12.7, G(j)
σ,b be defined as in Definition 12.2 with (σ, b)

such that Large Offset event does not happen. For any j ∈ [B], suppose there exists

an f0 with j = hσ,b(f0) satisfying:
∫ f0+∆h

f0−∆h

|x̂∗ ·H(f)|2df ≥ TN2/k,

where N2 ≥ δ∥x∗∥2T . Let z∗(t) := (x∗ · H) ∗ G(j)
σ,b(t) and z(t) = (x · H) ∗ G(j)

σ,b(t). Let

gz(t) := z(t)− z∗(t). Let U = {t0 ∈ R | H(t) > 1− δ1 ∀t ∈ [t0, t0 + β]}. Suppose that

∥gz(t)∥2T ≤ c∥z∗(t)∥2U , where c ∈ (0, 0.001) is a small universal constant.

Then, there is an algorithm that takes O(k log(k)) samples in z, runs in

O(k log(k)) time, and output an α ∈ U such that with probability at least 0.6,

|z(α + β)− z(α)e2πif0β|2 ≤ O(c+
√
γ2 + δ1)|z(α)|2 ≤ 0.01|z(α)|2.

Proof. The output α is sample in two steps:

1. For s ≥ O(k log(k)), generate s i.i.d. samples SDU
= {t1, . . . , ts} bfrom the

distribution DU defined as Eq. (12.52). Let wi = 1/(TsDU(ti)) for i ∈ [s] be

the weights.

2. Define a probability distribution DS such that

DS(ti) :=
wi|z(ti)|2∑
i∈[s]wi|z(ti)|2

∀i ∈ [s]. (12.61)

And sample α according to DS.

The sample and time complexities of this procedure are straightforward. It remains

to prove that α satisfies the significance requirement stated in the lemma.

By Lemma 12.52, we have that with probability at least 0.85,
s∑

j=1

wi|z(tj)|2 ≥ (0.2− 20c) · ∥z∗(t)∥2U (12.62)
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By Lemma 12.53, we have that with probability at least 0.85,
s∑

i=1

wi|z(ti)e2πif0β − z(ti + β)|2 ≲ (c+
√
γ2 + δ1) · ∥z∗(t)∥2U (12.63)

Thus, with probability at least 0.7,
∑s

i=1wi|z(ti)e2πif0β − z(ti + β)|2∑s
j=1wi|z(tj)|2

≤ O(c+
√
γ2 + δ1) · ∥z∗(t)∥2U∑s
j=1wi|z(tj)|2

≤ O(c+
√
γ2 + δ1) · ∥z∗(t)∥2U

(0.2− 20c) · ∥z∗(t)∥2U
= O(c+

√
γ2 + δ1) (12.64)

where the first step follows from Eq. (12.63), the second step follows from Eq. (12.62),

the third step is straight forward.

For a random sample α ∼ DS, we bound the following expectation:

Eα∼DS

[ |z(α)e2πif0β − z(α + β)|2
|z(α)|2

]

=
s∑

i=1

wi|z(ti)|2∑s
j=1wj|z(tj)|2

· |z(ti)e
2πif0β − z(ti + β)|2
|z(ti)|2

=

∑s
i=1wi|z(ti)e2πif0β − z(ti + β)|2∑s

j=1wj|z(tj)|2

≤ O(c+
√
γ2 + δ1),

where the first step follows from the definition of Dm, the second step is straightfor-

ward, the third step follows from Eq. (12.64).

Thus by Markov inequality, with probability 0.9,

|z(α)e2πif0β − z(α + β)|2
|z(α)|2 ≤ O(c+

√
γ2 + δ1)

0.1
= O(c+

√
γ2 + δ1).

The success probability follows from a union bound. And the second inequality

follows from the range of the parameters c, γ, δ1.
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12.14.3 Significant sample generation for multiple bins

In this section, we present our significant sample generation procedure that

simultaneously works for all “good bins”.

Algorithm 65 Generate Significant Samples
1: procedure GenerateSignificantSamples(z)
2: B ← O(k)
3: U ← {t0 ∈ R|H(t) > 1− δ1,∀t ∈ [t0, t0 + β]}

4: Dz ←
{
c · (1− |t/T |)−1T−1, for |t| ≤ T (1− 1/k) ∧ t ∈ U
c · kT−1, for |t| ∈ [T (1− 1/k), T ] ∧ t ∈ U

5: S ← O(k log(k)) i.i.d. samples from Dz

6: for ti ∈ S do
7: for j ∈ [B] do
8: a← ti/σ
9: uj ←

∑
i∈Z x ·H(σ(a− j − iB))e−2πiσb(j+iB)G(j + iB) ▷ u ∈ RB

10: uβj ←
∑

i∈Z x ·H(σ(a+ β − j − iB))e−2πiσb(j+iB)G(j + iB) ▷ uβ ∈ RB

11: end for
12: û = FFT(u)
13: ûβ = FFT(uβ)
14: for j ∈ [B] do
15: zj(ti)← ûj
16: zj(ti + β)← ûβj
17: end for
18: end for
19: wi ← Dz(ti),∀ti ∈ S
20: W ←∑

ti∈S wi|zj(ti)|2
21: Zj,1 ← 0, Zj,2 ← 0 ▷ Z ∈ CB×2

22: for j ∈ [B] do
23: DS(ti)← wi|zj(ti)|2/W,∀ti ∈ S
24: Sample ti ∼ DS ▷ α ∈ RB

25: Zj,1 ← zj(ti), Zj,2 ← zj(ti + β)
26: end for
27: return Z
28: end procedure

We first prove the correctness of Algorithm 65.

Lemma 12.55 (Generate significant samples for different bins simultaneously). Let
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x∗ ∈ Fk,F be the ground-truth signal and x(t) = x∗(t) + g(t) be the noisy observation

signal. Let H be defined as in Definition 12.7, G(j)
σ,b be defined as in Definition 12.2

with (σ, b) such that Large Offset event does not happen. Let U = {t0 ∈ R | H(t) >

1− δ1 ∀t ∈ [t0, t0 + β]}.

For j ∈ [B], let z∗j (t) := (x∗ · H) ∗ G(j)
σ,b(t) and zj(t) = (x · H) ∗ G(j)

σ,b(t). Let

gj(t) := zj(t)− z∗j (t). Let

Sg1 :=
{
j ∈ [B] | ∥gj(t)∥2T ≤ c∥z∗j (t)∥2U

}
,

where c ∈ (0, 0.001) is a small universal constant. Let

Sg2 :=

{
j ∈ [B]

∣∣∣∣∣ ∃f0, hσ,b(f0) = j and
∫ f0+∆h

f0−∆h

|x̂∗ ·H(f)|2df ≥ TN2/k

}
,

where N2 ≥ δ∥x∗∥2T . Let Sg = Sg1 ∩ Sg2.

There is a Procedure GenerateSignificantSamples (Algorithm 65) that

takes O(k2 log2(k/δ1)) samples in x, runs in O(k2 log3(k/δ1)) time, and for each j ∈
Sg, output αj such that with probability at least 0.6,

|zj(αj + β)− zj(αj)e2πif0β|2 ≤ 0.01|zj(αj)|2 ∀j ∈ Sg.

Proof. For k ∈ N+, define a probability distribution D(t) as follows:

D(t) :=

{
c · (1− |t/T |)−1T−1, for |t| ≤ T (1− 1/k) ∧ t ∈ U
c · kT−1, for |t| ∈ [T (1− 1/k), T ] ∧ t ∈ U

where c = Θ(log(k)−1) is a normalization factor such that
∫ T
−T D(t)dt = 1. For any

ε, ρ ∈ (0, 1), let SD = {t1, · · · , ts} be a set of i.i.d. samples from D(t) of size s ≥
O(k log(k) log(1/ρ)). Let the weight vector w ∈ Rs be defined by wi := 1/(TsD(ti))

for i ∈ [s].

Suppose all the bins can access the same set of time points SD. Then, by

Lemma 12.54, for any j ∈ Sg with probability 0.6, we have that,

|zj(α + β)− zj(α)e2πif0β|2 ≤ 0.01|zj(α)|2.
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Then, we show that the value of zj(t), j = 1, · · · , B of same set of time points

SD can be compute by accessing a same set of time points in x(t). By Lemma 12.12

with setting a = α/σ, we have that

zj(α) = ûj,

which is computed by the algorithm.

As a result, for each j ∈ Sg,

|zj(αj + β)− zj(αj)e2πif0β|2 ≤ 0.01|zj(αj)|2 ∀j ∈ Sg,

holds with probably 0.6.

We compute the time and sample complexities of Algorithm 65 in the following

two lemmas.

Lemma 12.56 (Running time of Procedure GenerateSignificantSamples in

Algorithm 65). Procedure GenerateSignificantSamples in Algorithm 65 runs

in O(k2 log(k) log(k/δ1)) times.

Proof. In each call of Procedure GenerateSignificantSamples in Algorithm 65,

• In line 5, taking |S| samples runs O(|S|) times.

• In line 6, the for loop repeats |S| times,

– In line 7, the for loops repeats B times and j iterate from 1 to B, in each

loop line 9 and line 10, computing the summation runs in |{j + iB|i ∈
Z ∧ j + iB ∈ supp(G)}| times.

– In line 12 and 13, running Fast Fourier Transform algorithm takesO(B log(B))

time, where B is the length of the vector u and uβ.

– In line 14, the for loop repeats B times, each loop runs in O(1) times.
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• In line 19, assigning wi runs in |S| times.

• In line 20, computing
∑

ti∈S wi|zj(ti)|2 runs in |S| times.

• In line 22, the for loop repeats B times, each loop runs in O(1) times.

Notice that

∑

j∈[B]

|{j + iB|i ∈ Z ∧ j + iB ∈ supp(G)}| ≤ |supp(G)|.

In the algorithm, we set the parameters:

B = O(k), and |S| = k log(k). (12.65)

Thus,

|supp(G)| = O(lB/α) = k log(k/δ1), (12.66)

where the first step follows from Lemma 12.9 Property IV, the second step follows

from α ≂ 1 and l = Θ(log(k/δ1)).

Therefore, the time complexity in total is

O(O(|S|) + |S| · (|supp(G)|+O(B log(B)) +B ·O(1)) + |S|+ |S|+B ·O(1))

≤ O(|S| · (|supp(G)|+B log(B)))

≤ O(k log(k) · (|supp(G)|+ k log(k)))

≤ O(k log(k) · (k log(k/δ1) + k log(k)))

≤ O(k2 log(k) log(k/δ1)),

where the first step is straightforward, the second step follows from Eq. (12.65), the

third step follows from Eq. (12.66), the forth step is straight forward.

Lemma 12.57 (Sample complexity of Procedure GenerateSignificantSamples

in Algorithm 65). Procedure GenerateSignificantSamples in Algorithm 65 takes

O(k2 log(k) log(k/δ1)) samples.
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Proof. In each call of Procedure GenerateSignificantSamples in Algorithm 65,

• In line 6, the for loop repeats |S| times,

• In line 7, the for loops repeats B times and j iterate from 1 to B, in each

loop line 9 and line 10, computing the summation takes O(|{σ(a− j − iB)|i ∈
Z ∧ j + iB ∈ supp(G)}|) samples.

Following from the setting in the algorithm, we have that

|S| = k log(k). (12.67)

Thus,

|supp(G)| = O(lB/α) = k log(k/δ1). (12.68)

where the first step follows from Lemma 12.9 Property IV, the second step follows

from α ≂ 1 and l = Θ(log(k/δ1)).

So, the samples complexity of Procedure GenerateSignificantSamples in

Algorithm 65 is

|S| ·
∑

j∈[B]

O(|{σ(a− j − iB) | i ∈ Z ∧ j + iB ∈ supp(G)}|)

≤ O(|S| · |supp(G)|)

≤ O(|S| · k log(k/δ1))

≤ O(k log(k) · k log(k/δ1))

= O(k2 log(k) log(k/δ1))

where the first step is straight forward, the second step follows from Eq. (12.68), the

third step follows from Eq. (12.67), the forth step is straight forward.
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12.14.4 Technical claims

We prove two technical claims in below about the local-test signals’ energy

reduction.

Claim 12.58 (Energy decay of local-test signals). Let x∗ ∈ Fk,F . For any (σ, b) such

that Large Offset event does not happen and any j ∈ [B], suppose there exists an f0

with j = hσ,b(f0) satisfying: well-isolation conditions and
∫ f0+∆h

f0−∆h

|x̂∗ ·H(f)|2df ≥ TN2/k,

where N2 ≥ δ∥x∗∥2T . Let z(t) = (x∗ ·H) ∗G(j)
σ,b(t) be the filtered signal.

For β ≤ γ/∆0 with ∆0 = O(∆), let dz(t) = z(t)e2πif0β − z(t + β) be the

local-test signal. We have that

∥dz(t)∥2T ≲ (γ2 + δ1) · ∥z(t)∥2T .

Proof. Let S := supp(x̂∗ ∗ Ĥ) be the support set of x̂∗ ∗ Ĥ. Let

V := {f ∈ R | Ĝ(j)
σ,b(f) ≥ 1− δ1}.

Note that ∥dz(t)∥2T can be expressed as follows (ignoring the 1
T

factor):

∫ T

0

|z(t+ β)− e2πif0β · z(t)|2dt

≤
∫ ∞

−∞
|z(t+ β)− e2πif0β · z(t)|2dt

=

∫ ∞

−∞
|ẑ(f)e2πifβ − e2πif0β · ẑ(f)|2df

=

∫ ∞

−∞
|ẑ(f)|2 · |e2πifβ − e2πif0β|2df

=

∫

S

|ẑ(f)|2 · |e2πifβ − e2πif0β|2df

=

∫

S∩V
|ẑ(f)|2 · |e2πifβ − e2πif0β|2df +

∫

S\V
|ẑ(f)|2 · |e2πifβ − e2πif0β|2df,
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where the first step is straight forward, the second step follows from Parseval’s the-

orem, the third step is straight forward, the forth step follows from the assumption

that Large Offset event does not happen, the fifth step is straight forward.

Then, for the first term, we have that
∫

S∩V
|ẑ(f)|2 · |e2πifβ − e2πif0β|2df ≤

∫ f0+∆0

f0−∆0

|ẑ(f)|2 · |e2πifβ − e2πif0β|2df

≲
∫ f0+∆0

f0−∆0

|ẑ(f)|2 · γ2df

≤ γ2 ·
∫ ∞

−∞
|ẑ(f)|2df

≤ γ2 ·
∫ ∞

−∞
|z(t)|2dt

≤ γ2 ·
∫ T

0

|z(t)|2dt (12.69)

where the first step follows from S∩V ⊂ [f0−∆0, f0+∆0] by Claim 12.13, the second

step follows from

|e2πifβ − e2πif0β| ≤ 4πβ|f − f0| ≤ 4πβ∆h0 ≲ γ,

the third step is straight forward, the forth step follows from Parseval’s theorem, the

fifth step follows from Lemma 12.30.

For the second term, we have that
∫

S\V
|ẑ(f)|2 · |e2πifβ − e2πif0β|2df =

∫

S\V
|(x̂∗ ∗ Ĥ)(f)|2 · |Ĝ(j)

σ,b(f)|2 · |e2πifβ − e2πif0β|2df

≤
∫

S\V
|(x̂∗ ∗ Ĥ)(f)|2 · δ21 · |e2πifβ − e2πif0β|2df

≲
∫

S\V
|(x̂∗ ∗ Ĥ)(f)|2 · δ21df

≤
∫ ∞

−∞
|(x̂∗ ∗ Ĥ)(f)|2 · δ21df

= δ21 ·
∫ ∞

−∞
|(x∗ ·H)(t)|2dt

≲ δ21 ·
∫ T

0

|x∗(t)|2dt (12.70)
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where the first step follows from the definition of z, the second step follows from the

definition of V , the third step follows from |e2πifβ − e2πif0β|2 ≲ 1, the forth step is

straight forward, the fifth step follows from Parseval’s theorem, the sixth step follows

from Lemma 12.24 Property IV and V.

Putting them together, we get that
∫ T

0

|z(t+ β)− e2πif0β · z(t)|2dt ≲ γ2 ·
∫ T

0

|z(t)|2dt+ δ21 ·
∫ T

0

|x(t)|2dt

≲ (γ2 + δ21δ
−1k) ·

∫ T

0

|z(t)|2dt

≲ (γ2 + δ1) ·
∫ T

0

|z(t)|2dt,

where the first step follows from Eq. (12.69) and Eq. (12.70), the second step follows

from Lemma 12.33, the last step follows from δ1δ
−1k ≲ 1.

The proof of the lemma is then completed.

Similar result also holds for the partial energy:

Claim 12.59 (Partial energy decay of local-test signals). Let x∗(t) be a k-Fourier-

sparse signal. Let z(t) := (x∗ · H) ∗ G(j)
σ,b(t) and dz(t) = z(t + β) − e2πif0β · z(t).

Let U = {t0 ∈ R | H(t) > 1 − δ1 ∀t ∈ [t0, t0 + β]} =: [L,R]. For β ≤ γ/∆0 with

∆0 = O(∆), we have that
∫ R

L

|dz(t)|2dt ≲ (γ2 + δ1) ·
∫ R

L

|z(t)|2dt.

Proof. We have that
∫ R

L

|z(t+ β)− e2πif0β · z(t)|2dt ≤
∫ T

0

|z(t+ β)− e2πif0β · z(t)|2dt

≤ (γ2 + δ1)

∫ T

0

|z(t)|2dt

≤ (γ2 + δ1)
T

T − k2(T + L−R)

∫ R

L

|z(t)|2dt

≲ (γ2 + δ1)

∫ R

L

|z(t)|2dt,
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where the first step is straight forward, the second step follows from Claim 12.58, the

third follows from Lemma 12.51 with time duration changed from [−T, T ] to [0, T ],

the forth step follows from T − k2(T + L−R) ≳ T .

12.15 Frequency Estimation

We introduce our improved frequency estimation algorithm in this section.

We first show that given significant samples, we are able to estimate a specific target

frequency (see Section 12.15.1). Then, we show to generalize it to simultaneously

estimate frequencies for multiple bins and give our main frequency estimation algo-

rithm (see Section 12.15.2). Next, we prove several technical claims on the votes

distribution in the ArySearch procedure (see Section 12.15.3).

12.15.1 Frequency estimation via significant samples

In this section, we show an algorithm such that for a target frequency f0, it

can use several significant samples to estimate it with high accuracy. The main idea

is as follows: for a significant sample α, since |z(α + β) − z(α)e2πif0β| is very small,

the angle of z(α+β)
z(α)

will be close to 2πf0β. That is,

arg
(z(α + β)

z(α)

)
≊ 2πf0β (mod 2π).

Solving the congruence equation gives that

f0 ≈
1

2πβ

(
arg
(z(α + β)

z(α)

)
+ 2πs

)

for some unknown s ∈ Z.

To find the unknown s, we use the same strategy as in [PS15]: perform a

D-round searching procedure to narrow the possible range of f0. More specifically, at

the beginning, the possible range of f0 (frequency interval) is [−F, F ]. And after D

rounds, f0 is located in a frequency interval of length O(∆), resulting in an estimate

with ∆ accuracy.
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For d ∈ [D], consider the d-th round of searching, where the frequency interval

is:

[leftd, leftd + lend].

We equally partition the frequency interval into num parts and do a num-ary search.

We generate R significant samples, and for each sample α, we enumerate all possible

s and compute

1

2πβ

(
arg
(z(α + β)

z(α)

)
+ 2πs

)
.

Then, we find which part this quantity falls in and add a vote to that part. For

robustness, we also add votes to that part’s left and right neighbors. In the end, the

frequency interval for the next round is the part with more than R/2 votes. It is easy

to see that at most 5 parts can be selected in the new frequency interval. Hence, we

have

lend+1 ≤
lend

num/5
, (12.71)

i.e., the length of the possible range of f0 decays at a constant rate.

More formally, we have the following lemma:

Lemma 12.60 (significant sample to frequency estimation). Suppose that there is an

algorithm GetSignificantSample that

• takes z(t), β as input where β ≤ O(1/∆),

• takes S samples in z(t),

• runs in T time,

• outputs an α such that with probability 0.9,

|z(α + β)− z(α)e2πif0β|2 ≤ 0.0001|z(α)|2.
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Then, there is an Procedure FrequencyEstimationZ in Algorithm 66 that

• takes O(log(FT ) log(log(FT )) log(1/ρ1)S) samples,

• runs in O(log(FT ) log(log(FT )) log(1/ρ1)T) times,

• and outputs f̃0 such that with probability at least 1− ρ1,

|f̃0 − f0| ≲ ∆.

Proof. We prove the correctness, time/sample complexity of Algorithm 66 in below.

Correctness: We first compute the value of D, the number of rounds needed for

the searching procedure. Note that the GetSignificantSample procedure requires

that β ≤ O(1/∆). In our algorithm, we take βd = O(num/lend) for the d-th round.

Hence, for the last round d = D, we have that,

O(num/lenD) = O(1/∆) =⇒ lenD ≥ num∆.

Then, by Eq. (12.71) and len1 = F , we get that

D = lognum(
FT

num(T∆)
) ≲ log(FT )/ log(num). (12.72)

Then, we calculate the success probability. For d ∈ [D], by Claim 12.67, with

probability at least 1−O(c+ ρ)R/6, the true part containing f0 and its left and right

neighbor will get R votes in total, and the other far away parts will get at most R/2

votes. In this case, the new frequency interval will contain the true part, and we

consider this round being success. Since the search procedure takes D rounds, by a

union bound, all rounds will succeed with probability at least

1−D ·O(c+ ρ)R/6 ≥ 1− log(FT )

log(num)
·O(c+ ρ)R/6 ≥ 1− ρ1

where the first step follows from Eq. (12.72), the second step follows from

R ≥ O
( log(log(FT )/ρ1)

log(1/(c+ ρ))

)
≥ O

( log(log(FT )/(ρ1 log(num)))

log(1/(c+ ρ))

)
.
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Therefore, with probability at least 1−ρ, the final frequency interval of length

O(∆) will contain the target frequency f0, which means that the output f̃0 satisfies

|f̃0 − f0| ≲ ∆. And the correctness of the algorithm is proved.

Time complexity: We show that Procedure FrequencyEstimationZ in Algo-

rithm 66 runs in O(log(FT ) · log(log(FT )/ρ1)) times.

In each call of the Procedure FrequencyEstimationZ in Algorithm 66,

• The for-loop repeats D times.

• In each loop, line 6 call Procedure ArySearch.

Then, in the d-th call of the Procedure ArySearch,

• In line 12, the for-loop repeats R times.

• In line 13, the Procedure GetSignificantSample is called.

• In line 14, the for-loop repeats βdlend +O(1) times.

• In line 16, the for-loop repeats num times.

Thus, the total time complexity is dominated by:

D ·R · (βdlend +O(1)) · num+D ·R · T.

By the parameter settings in Algorithm 66, we have that

num = O(1),

D = O(log(
FT

∆
)/ log(num)),

R = O(log(
log(FT )

ρ1 log(num)
)),

βd = O(
num

lend
),
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In particular, we have

D = O(log(
FT

∆
)/ log(num)) ≤ O(log(

FT

∆
)) ≤ O(log(FT )),

where the first step follows from the setting of D, the second step follows from num =

O(1), the third step follows from ∆ = poly(k).

Hence, the total time complexity of Algorithm 66 is

O(D ·R · (βdlend +O(1)) · num) +D ·R · T

= O(D ·R · (O(num) +O(1)) · num) +D ·R · T

= O(D ·R · T)

= O(log(FT ) · log(log(FT )/ρ1) · T),

where the first step follows from βd = O(num
lend

), the second step follows from num =

O(1), the third step follows from the choices of D and R.

Sample complexity: Each call of the Procedure GetSignificantSample takes

S samples, and it is called DR times. Thus, the total sample complexity of Algorithm

66 is

DR · S = O(log(FT ) · log(log(FT )/ρ1) · S).

The proof of the lemma is completed.

12.15.2 Simultaneously estimate frequencies for different bins

Combining the significant sample generation procedure discussed in Section 12.14

with Algorithm 66, we obtain the frequency estimation algorithm that improves the

algorithms in [PS15] and [CKPS16].
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Algorithm 66 Frequency Estimation of the Filtered Signal

1: procedure FrequencyEstimationZ(x,H,G(j)
σ,b)

2: num← O(1), D ← O(log(FT
∆
)/ log(num)), R← O(log( log(FT )

ρ1 log(num)
))

3: left1 ← −F , len1 ← 2F
4: for d ∈ [D] do
5: lend ← 5 lend−1

num

6: leftd+1 ← ArySearch(x,H,G(j)
σ,b, F, T,∆, leftd, lend, num)

7: end for
8: return leftD
9: end procedure

10: procedure ArySearch(x,H,G(j)
σ,b, F, T,∆, lefti, leni, num)

11: Let v ∈ Znum
+ and vq ← 0 for q ∈ [num]

12: for r = 1→ R do
13: z(α + β), z(α)← GetSignificantSample(x,H,G(j)

σ,b, r, d)
14: for s ∈ [βleftd − 10, β(leftd + lend) + 10] ∩ Z do
15: f̃ = 1

2πβ
(arg( z(α+β)

z(α)
) + 2πs)

16: for q ∈ [num] do
17: if f̃ ∈ [leftd + (q − 1)lend/num, leftd + qlend/num] then
18: vq ← vq + 1
19: end if
20: end for
21: end for
22: end for
23: for q ∈ [num] do
24: if vq + vq+1 + vq+2 ≥ R/2 then
25: leftd+1 ← leftd + (q − 1)lend/num
26: return leftd+1

27: end if
28: end for
29: return ∅
30: end procedure

Theorem 12.61 (Better frequency estimation algorithm). Let x∗(t) =
k∑
j=1

vje
2πifjt

and x(t) = x∗(t) + g(t) be the observation signal where g(t) is arbitrary noise. Let

∆h := O(|supp(Ĥ)|), ∆ := O(k ·∆h) and N2 := ∥g(t)∥2T+δ∥x∗(t)∥2T . Let H be defined

as in Definition 12.7, G(j)
σ,b be defined as in Definition 12.2 with (σ, b) such that Large
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Algorithm 67 Pre-computation of the Significant Samples

1: procedure SamplingSignificantSample(x,H,G(j)
σ,b, F, T,∆, num, D,R)

2: len1 ← 2F , L ∈ CD×R×B×2

3: for d ∈ [D] do
4: lend = 5 lend−1

num

5: β̂ ← O(num
lend

)

6: for r ∈ [R] do
7: Sample β ∈ Uniform([1

2
β̂, β̂])

8: Z ← GenerateSignificantSamples(x,H,G) ▷ Z ∈ CB×2, see
Algorithm 65

9: for j ∈ [B] do
10: Ld,r,j,1 ← Zj,1 ▷ Zj,1 = z(j)(α + β)
11: Ld,r,j,2 ← Zj,2 ▷ Zj,2 = z(j)(α)
12: end for
13: end for
14: end for
15: return L

16: end procedure
17: procedure GetSignificantSample(L, d, r, j)
18: return (Ld,r,j,1,Ld,r,j,2)
19: end procedure
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Algorithm 68 Frequency Estimation
1: procedure FrequencyEstimationX(x)
2: L← SamplingSignificantSample(x)
3: for j ← 1, · · · , B do
4: f̃j ← FrequencyEstimationZ(x,H,G(j)

σ,b) ▷ z(j) = (x ·H) ∗G(j)
σ,b(t)

5: end for
6: L← {f̃1, · · · , f̃B}
7: return L
8: end procedure

Offset event does not happen. Let U = {t0 ∈ R | H(t) > 1− δ1 ∀t ∈ [t0, t0 + β]}.

For j ∈ [B], let z∗j (t) := (x∗ · H) ∗ G(j)
σ,b(t) and zj(t) = (x · H) ∗ G(j)

σ,b(t). Let

gj(t) := zj(t)− z∗j (t). Let

Sg1 = {j ∈ [B] | ∥gj(t)∥2T ≤ c∥z∗j (t)∥2U},

where c ∈ (0, 0.001) is a small universal constant. Let

Sg2 =
{
j ∈ [B]

∣∣∣ ∃f0, hσ,b(f0) = j and
∫ f0+∆h

f0−∆h

|x̂∗ ·H(f)|2df ≥ TN2/k
}
.

Let Sg = Sg1 ∩ Sg2. Let Sf = {fi | ∃j ∈ Sg : hσ,b(fi) = j ∀i ∈ [k]}.

There is a Procedure FrequencyEstimationX in Algorithm 68 such that:

• takes k2 log(1/δ) log(FT ) samples,

• runs in k2 log(1/δ) log2(FT ) time,

• returns a set L of O(k) frequencies such that with probability 1 − ρ0, for any

f ∈ Sf , there exists an f̃ ∈ L satisfying

|f − f̃ | ≲ ∆.

Proof. We prove the correctness, time complexity, and sample complexity of Algo-

rithm 68 in below.
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Correctness: By Lemma 12.55, we know that the Procedure GenerateSignif-

icantSamples in Algorithm 65 takes S = O(k2 log2(k/δ1)) samples in x, runs in

T = O(k2 log3(k/δ1)) time, and for each j ∈ Sg, and outputs αj such that for each

j ∈ Sg with probability 0.6,

|zj(αj + β)− zj(αj)e2πif0β|2 ≤ 0.01|zj(αj)|2,

where f0 satisfies ∫ f0+∆

f0−∆
|x̂∗ ·H(f)|2df ≥ TN2/k, (12.73)

and j = hσ,b(f0).

In the line 4, we call the algorithm FrequencyEstimationZ(x,H,G(j)
σ,b). By

Lemma 12.60, FrequencyEstimationZ(x,H,G(j)
σ,b) output f̃ for each fj ∈ Sf such

that with probability at least 1− ρ1

|f̃ − fj| ≲ ∆.

As a result, for all the f ∈ Sf , there is a f̃ ∈ L such that

|f̃ − f | ≲ ∆

holds with probability at least

1−Bρ1 ≥ 1− ρ0.

Time complexity: We show that the Procedure FrequencyEstimationX in

Algorithm 68 runs in

O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1))

time.

In each call of the Procedure FrequencyEstimationX in Algorithm 68,
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• Line 2 call Procedure SamplingSignificantSample, which runs in

O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1))

time by Lemma 12.62.

• The for-loop repeats B times:

– In each loop, line 4 call Procedure FrequencyEstimationZ, which runs

in

O(log(FT ) · log(log(FT )/ρ1))

time by Lemma 12.60.

Thus, the total time complexity is

O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1)) +B ·O(log(FT ) · log(log(FT )/ρ1))

≤ O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1)) +O(k) ·O(log(FT ) · log(log(FT )/ρ1))

≤ O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1)),

where the first step follows from B = O(k), the second step is straight forward.

Sample complexity: We show that the Procedure FrequencyEstimationX in

Algorithm 68 takes

O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1))

samples.

In each call of the Procedure FrequencyEstimationX in Algorithm 68, Line

2 call Procedure SamplingSignificantSample, which takesO(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1))

samples by Lemma 12.63.

So, the sample complexity of Procedure FrequencyEstimationX in Algo-

rithm 68 is

O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1)).
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The following two lemmas shows the time complexity and sample complexity

of the significant sample generation procedure in Algorithm 67.

Lemma 12.62 (Running time of Procedure SamplingSignificantSample in Al-

gorithm 67). Procedure SamplingSignificantSample in Algorithm 67 runs in

O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1))

times.

Proof. In each call of Procedure SamplingSignificantSample in Algorithm 67, in

line 3, the for loop repeats D times, in line 6, the for loops repeats R times,

• In line 8, by Lemma 12.56, each call of Procedure GenerateSignificantSam-

ples takes O(k2 log(k) log(k/δ1)) times.

• In line 9, the for loop repeats B times, each iteration runs in O(1) times.

Following from the setting in the algorithm, we have that

num = O(1),

D = O(log(
FT

∆
)/ log(num)),

R = O(log(
log(FT )

ρ1 log(num)
)),

B = O(k). (12.74)

We have that

D = O(log(
FT

∆
)/ log(num)) ≤ O(log(

FT

∆
)) ≤ O(log(FT )), (12.75)

where the first step follows from the setting of D, the second step follows from num =

O(1), the third step follows from ∆ = poly(k).
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We also have that

R = O(log(
log(FT )

ρ1 log(num)
)) ≤ O(log(log(FT )/ρ1)), (12.76)

where the first step follows from the setting of R, the second step follows from num =

O(1).

So, the time complexity of Procedure SamplingSignificantSample in Al-

gorithm 67 is

D ·R · (O(k2 log(k) log(k/δ1)) +B ·O(1))

≤ O(log(FT )) ·R · (O(k2 log(k) log(k/δ1)) +B ·O(1))

≤ O(log(FT )) ·O(log(log(FT )/ρ1)) · (O(k2 log(k) log(k/δ1)) +B ·O(1))

≤ O(log(FT )) ·O(log(log(FT )/ρ1)) · (O(k2 log(k) log(k/δ1)) +O(k) ·O(1))

= O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1)),

where the first step follows from Eq. (12.75), the second step follows from Eq. (12.76),

the third step follows from Eq. (12.74), the forth step is straightforward.

Lemma 12.63 (Sample complexity of Procedure SamplingSignificantSample in

Algorithm 67). Procedure SamplingSignificantSample in Algorithm 67 takes

O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1))

samples.

Proof. In each call of Procedure SamplingSignificantSample in Algorithm 67,

In line 3, the for loop repeats D times, in line 6, the for loops repeats R times,

• In line 8, by Lemma 12.56, each call of Procedure GenerateSignificantSam-

ples takes O(k2 log(k) log(k/δ1)) samples.
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Following from the setting in the algorithm, we have that

num = O(1),

D = O(log(
FT

∆
)/ log(num)),

R = O(log(
log(FT )

ρ1 log(num)
)).

We have that

D = O(log(
FT

∆
)/ log(num)) ≤ O(log(

FT

∆
)) ≤ O(log(FT )), (12.77)

where the first step follows from the setting of D, the second step follows from num =

O(1), the third step follows from ∆ = poly(k).

We also have that

R = O(log(
log(FT )

ρ1 log(num)
)) ≤ O(log(log(FT )/ρ1)), (12.78)

where the first step follows from the setting of R, the second step follows from num =

O(1).

So, the sample complexity of Procedure SamplingSignificantSample in

Algorithm 67 is

D ·R ·O(k2 log(k) log(k/δ1))

≤ O(log(FT )) ·R ·O(k2 log(k) log(k/δ1))

≤ O(log(FT )) ·O(log(log(FT )/ρ1)) ·O(k2 log(k) log(k/δ1))

= O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1)),

where the first step follows from Eq. (12.77), the second step follows from Eq. (12.78),

the third step is straightforward.
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12.15.3 Vote distributions in ArySearch

In this section, we prove several claims on the distributions of votes when we

perform the num-ary search on the frequency interval.

We first consider a single voter, i.e., one significant sample. The following

claim shows that, if f0 is in the q-th part, then this part or its left neighbor or its

right neighbor will get at least one vote.

Claim 12.64. For len ∈ R+, num ∈ Z+, q ∈ [1, num], let f0 ∈ [left+ (q − 1) len
num

, left+

q len
num

]. For any β ∈ [ c
2
· num

len
, c · num

len
] with constant c ∈ (0, 0.01), for any constant

ε ∈ (0, 0.01 · c2), let α ∈ R such that

|z(α + β)− z(α)e2πif0β|2 ≤ ε|z(α)|2.

Let

Θ =
{ 1

2πβ
(arg(

z(α + β)

z(α)
) + 2πs)

∣∣∣ s ∈ [βleft− 10, β(left+ len) + 10] ∩ Z
}
.

Then, we have that
∣∣∣∣Θ ∩

[
left+ (q − 2)

len

num
, left+ (q + 1)

len

num

)∣∣∣∣ = 1.

Proof. We have that
∣∣∣z(α + β)

z(α)
− e2πif0β

∣∣∣ ≤
√
ε.

Since |e2πif0β| = 1 and sin(x) ≈ x for small x, it indicates that
∥∥∥ arg(z(α + β)

z(α)
)− 2πf0β

∥∥∥
⃝

≲
√
ε, (12.79)

where ∥a∥⃝ = min
x∈Z
|a+ 2πx|. Thus, Eq. (12.79) can be rewritten as:

min
x∈Z

∣∣∣ arg(z(α + β)

z(α)
)− 2πf0β + 2πx

∣∣∣ ≲
√
ε. (12.80)
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Let s0 be defined as

s0 := argmin
x∈Z

arg(
z(α + β)

z(α)
)− 2πf0β + 2πx.

We first show that s0 falls in interval in the definition of Θ. We have that

|2πs0 − 2πf0β| ≤
∣∣∣ arg(z(α + β)

z(α)
)− 2πf0β + 2πs0

∣∣∣+
∣∣∣ arg(z(α + β)

z(α)
)
∣∣∣

≤
∣∣∣ arg(z(α + β)

z(α)
)− 2πf0β + 2πs0

∣∣∣+ 2π

≤ 2π +O(
√
ε) (12.81)

where the first step follows from the triangle inequality, the second step follows from

| arg( z(α+β)
z(α)

)| ≤ 2π, the third step follows from Eq. (12.80).

As a result, s0 has the following upper bound:

s0 ≤ f0β + 1 +O(
√
ε)

≤ β(left+ len) + 1 +O(
√
ε)

≤ β(left+ len) + 2

where the first step follows from Eq. (12.81), the second step follows from f0 ∈
[left+ (q− 1) len

num
, left+ q len

num
] ⊆ [left, left+ len], the third step follows from the setting

of ε.

Also, s0 has the following lower bound:

s0 ≥ f0β − 1−O(√ε)

≥ βleft− 1−O(√ε)

≥ βleft− 2

where the first step follows from Eq. (12.81), the second step follows from f0 ∈
[left, left+ len], the third step follows from the setting of ε.
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Combining the lower and upper bounds of s0 together, and by the definition

of the set Θ, we know that

1

2πβ

(
arg(

z(α + β)

z(α)
) + 2πs0

)
∈ Θ.

Then, we show that

left+ (q − 2)
len

num
≤ 1

2πβ

(
arg(

z(α + β)

z(α)
) + 2πs0

)
< left+ (q + 1)

len

num
.

Eq. (12.80) also implies that

∣∣∣ 1

2πβ
(arg(

z(α + β)

z(α)
) + 2πs0)− f0

∣∣∣ ≤ O(

√
ε

β
). (12.82)

Then, we have the following upper bound:

1

2πβ
(arg(

z(α + β)

z(α)
) + 2πs0) ≤ f0 +O(

√
ε

β
)

≤ left+ q
len

num
+O(

√
ε

β
)

≤ left+ q
len

num
+O(

2
√
ε

c

len

num
)

≤ left+ (q + 1)
len

num
,

where the first step follows from Eq. (12.82), the second step follows from f0 ∈
[left + (q − 1)len/num, left + qlen/num], the third step follows from β ∈ [cnum

2len
, cnum

len
],

the forth step follows from O(
√
ε/c) ≤ 1.

We also have the following lower bound:

1

2πβ
(arg(

z(α + β)

z(α)
) + 2πs0) ≥ f0 −O(

√
ε

β
)

≥ left+ (q − 1)
len

num
−O(

√
ε

β
)

≥ left+ (q − 1)
len

num
−O(

√
ε

c

len

num
)

> left+ (q − 2)
len

num
,
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where the first step follows from Eq. (12.82), the second step follows from f0 ∈
[left + (q − 1)len/num, left + qlen/num], the third step follows from β ∈ [cnum

2len
, cnum

len
],

the forth step follows from O(
√
ε/c) < 1.

Moreover, since

1

β
≥ len

num
,

we have that there is at most 1 element in the intersection
∣∣∣∣Θ ∩

[
left+ (q − 2)

len

num
, left+ (q + 1)

len

num

)∣∣∣∣ ≤ 1.

The lemma then follows.

The following claim shows that for those parts far away from the true part

containing f0, they will get no vote.

Claim 12.65. For len ∈ R+, num ∈ Z+, q ∈ [1, num], let f0 ∈ [left+ (q − 1) len
num

, left+

q len
num

]. Let β ∼ Uniform([ c
2
· num

len
, c · num

len
]) with constant c ∈ (0, 0.01). For any constant

ε ∈ (0, 0.01 · c2), let α ∈ R such that

|z(α + β)− z(α)e2πif0β|2 ≤ ε|z(α)|2.

Let

Θ =
{ 1

2πβ
(arg(

z(α + β)

z(α)
) + 2πs)

∣∣∣ s ∈ [βleft− 10, β(left+ len) + 10] ∩ Z
}
.

Then, we have that for any q′ ∈ [0, num − 1] such that |q − q′| > 1, with

probability at least 1−O(c),

Θ ∩
[
left+ (q′ − 1)

len

num
, left+ q′

len

num

]
= ∅.

Proof. Let s0 be defined as

s0 := argmin
x∈Z

arg(
z(α + β)

z(α)
)− 2πf0β + 2πx.
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By Claim 12.64, we have that

1

2πβ
(arg(

z(α + β)

z(α)
) + 2πs0) ∈

[
left+ (q − 2)

len

num
, left+ (q + 1)

len

num

)
. (12.83)

Then, we discuss two cases based on the range of q′.

Case 1: 1 < |q − q′| < 1/(4c).

For the ease of discussion, suppose 1 < q′ − q < 1/(4c). We have that

left+ (q′ − 1)
len

num
≥ left+ (q + 1)

len

num

>
1

2πβ
(arg(

z(α + β)

z(α)
) + 2πs0),

where the first step follows from q, q′ ∈ Z, and the second step follows from Eq. (12.83).

Moreover, we also have that

left+ q′
len

num
≤ left+ (q +

1

4c
− 1)

len

num

≤ 1

2πβ
(arg(

z(α + β)

z(α)
) + 2πs0) + (

1

4c
+ 1)

len

num

<
1

2πβ
(arg(

z(α + β)

z(α)
) + 2πs0) +

1

β

≤ 1

2πβ
(arg(

z(α + β)

z(α)
) + 2π(s0 + 1)),

where the second step follows from Eq. (12.83), the third step follows from ( 1
4c

+

1)len/num < 1/β.

Hence, we get that
[
left+(q′−1) len

num
, left+ q′ len

num

]
is contained in the following

interval:
( 1

2πβ
(arg(

z(α + β)

z(α)
) + 2πs0),

1

2πβ
(arg(

z(α + β)

z(α)
) + 2π(s0 + 1))

)
.

Since s0 and s0 + 1 are two consecutive integers, by the definition of Θ, there is no

element of Θ in this open interval. Hence, we know that in this case,

Θ ∩
[
left+ (q′ − 1)

len

num
, left+ q′

len

num

]
= ∅.
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Case 2: |q − q′| ≥ 1/(4c).

For the ease of discussion, suppose that q′ − q ≥ 1/(4c). We have that,

c(q′ − q) ≥ 1

4
. (12.84)

Moreover, we have that

arg(
z(α + β)

z(α)
)− 2πβ

(
left+ (q − 1

2
)
len

num

)
(mod 2π) ∈

[
− 3πβlen

num
,
3πβlen

num

]
,

(12.85)

which follows from Eq. (12.83).

We also have that,

β
len

num
≤ c. (12.86)

Then, we have that,

Pr
[
2πβ(left+ (q′ − 1

2
)
len

num
)− arg(

z(α + β)

z(α)
) (mod 2π) ∈ [−πβlen

num
,
πβlen

num
]
]

≤ Pr
[
2πβ(q′ − q) len

num
(mod 2π) ∈ [−4πβlen

num
,
4πβlen

num
]
]

≤ Pr
[
2πβ(q′ − q) len

num
(mod 2π) ∈ [−4πc,+4πc]

]

≤ 4c+
16

q′ − q
≤ 100c (12.87)

where the first step follows from Eq. (12.85), the second step follows from Eq. (12.86),

the third step follows from Lemma 12.15 with the following parameters:

T̃ = 2π,

σ̃ = 2πβ(q′ − q) len

num
,

ε̃ = 4πc,

δ̃ = 0,

A = πc(q′ − q),
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the forth step follows from Eq. (12.84).

By Eq. (12.87), we have that

Pr
[
∃s0 ∈ Z,

1

2πβ
(arg(

z(α + β)

z(α)
) + 2πs0) ∈

[
left+ (q′ − 1)

len

num
, left+ q′

len

num

]]
≤ 100c

As a result, we know that in this case, with probability at least 1−O(c),

Θ ∩
[
left+ (q′ − 1)

len

num
, left+ q′

len

num

]
= ∅.

Then, we consider R independent voters, i.e., R significant samples α1, . . . , αR.

The following claim shows that the true part and its left and right neighbors will get

at least R votes. Meanwhile, those parts far away from the true part will get at most

R/2 votes with high probability.

Claim 12.66. For For len ∈ R+, num ∈ Z+, q ∈ [1, num], let f0 ∈ [left + (q −
1) len

num
, left+ q len

num
]. Let β ∼ Uniform([ c

2
· num

len
, c · num

len
]) with constant c ∈ (0, 0.01). For

any constant ε ∈ (0, 0.01 · c2), Let α1, · · · , αR ∈ R such that for any i ∈ [R],

|z(αi + β)− z(αi)e2πif0β|2 ≤ ε|z(αi)|2.

For any i ∈ [R], let

Θi =
{ 1

2πβ
(arg(

z(αi + β)

z(αi)
) + 2πs)

∣∣∣ s ∈ [βleft− 10, β(left+ len) + 10] ∩ Z
}
.

Then, it holds that:

1.
R∑

i=1

∣∣∣Θi ∩
[
left+ (q − 2)

len

num
, left+ (q + 1)

len

num

]∣∣∣ ≥ R.

2. For any |q′ − q| ≥ 3, with probability at least 1−O(c)R/6,
R∑

i=1

∣∣∣Θi ∩
[
left+ (q′ − 2)

len

num
, left+ (q′ + 1)

len

num

]∣∣∣ ≤ R

2
.
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Proof. Part 1.

By applying Claim 12.64, we have that,
∣∣∣Θi ∩

[
left+ (q − 2)

len

num
, left+ (q + 1)

len

num

]∣∣∣ ≥ 1,

which implies that
R∑

i=1

∣∣∣Θi ∩
[
left+ (q − 2)

len

num
, left+ (q + 1)

len

num

]∣∣∣ ≥ R.

Part 2. By applying Claim 12.65, we have that, for any |q − q′| > 1, with

probability at most O(c),
∣∣∣Θi ∩

[
left+ (q′ − 1)

len

num
, left+ q′

len

num

]∣∣∣ ≥ 1.

By the setting of our parameter 1
β
≥ len

num
, thus

∣∣∣Θi ∩
[
left+ (q′ − 1)

len

num
, left+ q′

len

num

]∣∣∣ = 1.

Then, for any |q−q′| ≥ 3, by a union bound over q′−1, q′, and q′+1, with probability

at most O(c),

3 ≥
∣∣∣Θi ∩

[
left+ (q′ − 2)

len

num
, left+ (q′ + 1)

len

num

]∣∣∣ ≥ 1.

Then, we have that

Pr
[ R∑

i=1

∣∣∣Θi ∩
[
left+ (q′ − 2)

len

num
, left+ (q′ + 1)

len

num

]∣∣∣ ≥ R

2

]

≤
(
R

R/6

)
O(c)R/6

≤ (
eR

R/6
)R/6O(c)R/6

≤ O(c)R/6

where the first step follows from there should be at least 0.5R/3 = R/6 different

i ∈ [R] satisfying |Θi ∩ [left+ (q′ − 2)len/num, left+ (q′ + 1)len/num]| ≥ 1,the second

step follows from
(
n
k

)
≤ ( en

k
)k, the third step is straight forward.

The lemma is then proved.
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Finally, we consider probabilistic voters, that is, for each sample αi, with

probability 1 − ρ, it is significant. The following claim shows the votes distribution

in this case.

Claim 12.67. For len ∈ R+, num ∈ Z+, q ∈ [1, num], let f0 ∈ [left+ (q − 1) len
num

, left+

q len
num

]. Let β ∼ Uniform([ c
2
· num

len
, c · num

len
]) with c = Θ(1) ∈ (0, 0.01), ε = Θ(1) ∈

(0, 0.01 · c2), let α1, · · · , αR ∈ R such that for any i ∈ [R] with probability at least

1− ρ,

|z(αi + β)− z(αi)e2πif0β|2 ≤ ε|z(αi)|2.

For any i ∈ [R], let

Θi =
{ 1

2πβ
(arg(

z(αi + β)

z(αi)
) + 2πs)

∣∣∣ s ∈ [βleft− 10, β(left+ len) + 10] ∩ Z
}
.

Then, it holds that

1. With probability at least 1−O(ρ)R/3,
R∑

i=1

∣∣∣Θi ∩
[
left+ (q − 2)

len

num
, left+ (q + 1)

len

num

]∣∣∣ ≥ 2R

3
.

2. For any |q′ − q| ≥ 3, with probability at least 1−O(c+ ρ)R/6,

R∑

i=1

∣∣∣Θi ∩
[
left+ (q′ − 2)

len

num
, left+ (q′ + 1)

len

num

]∣∣∣ ≤ R

2
.

Proof. Part 1.

By applying Claim 12.64, we have that with probability at most ρ,
∣∣∣Θi ∩

[
left+ (q − 2)

len

num
, left+ (q + 1)

len

num

]∣∣∣ = 0,
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then we have that,

Pr
[ R∑

i=1

∣∣∣Θi ∩ [left+ (q − 2)
len

num
, left+ (q + 1)

len

num
]
∣∣∣ ≤ R

3

]

≤
(
R

R/3

)
O(ρ)R/3

≤ O(
eR

R/3
)R/3O(ρ)R/3

≤ O(ρ)R/3

where the first step follows from |Θi∩ [left+(q−2)len/num, left+(q+1)len/num]| = 0

or 1 by our parameter setting 1/β > 3len/num and there should be at least R/3

different i ∈ [R] satisfying |Θi ∩ [left+ (q− 2)len/num, left+ (q+1)len/num]| = 0, the

second step follows from
(
n
k

)
≤ ( en

k
)k, the third step is straight forward.

Part 2.

By applying Claim 12.65, we have that, for any |q − q′| > 1, with probability

at most O(c) + ρ,
∣∣∣Θi ∩

[
left+ (q′ − 1)

len

num
, left+ q′

len

num

]∣∣∣ = 1,

where the probability follows from a union bound over the success of Claim 12.65 and

αi being significant.

Thus, for any |q − q′| ≥ 3, by a union bound, with probability at most 3((1−
ρ)O(c) + ρ) = O(c+ ρ),

3 ≥
∣∣∣Θi ∩

[
left+ (q′ − 2)

len

num
, left+ (q′ + 1)

len

num

]∣∣∣ ≥ 1.
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Then, we have that

Pr
[ R∑

i=1

∣∣∣Θi ∩ [left+ (q′ − 2)len/num, left+ (q′ + 1)len/num]
∣∣∣ ≥ R

2

]

≤
(
R

R/6

)
O(c+ ρ)R/6

≤ (
eR

R/6
)R/6O(c+ ρ)R/6

≤ O(c+ ρ)R/6

where the first step follows from there should be at least 0.5R/3 = R/6 different

i ∈ [R] satisfying |Θi ∩ [left+ (q′ − 2)len/num, left+ (q′ + 1)len/num]| ≥ 1, the second

step follows from
(
n
k

)
≤ ( en

k
)k, the third step is straight forward.

12.16 Signal Reconstruction

In this section, we wrap up all technical tools developed in previous sections

and present our main result: a Fourier interpolation algorithm with improved time

complexity, sample complexity, and output sparsity.

This section consists of two parts. The first part is devoted to the signal

estimation. We first provide some tools that are useful for signal estimation (see

Section 12.16.1). Then, we formally define the heavy clusters and show their approx-

imation property (see Section 12.16.2). Next, we give a Fourier set query algorithm,

which is a component in signal estimation (see Section 12.16.3). We further show

that it suffices to only reconstruct the signals in the bins satisfying the high SNR

band condition (see Section 12.16.4).

The second part focuses on the Fourier interpolation algorithm. Combin-

ing the frequency estimation algorithm in Section 12.15 with the signal estimation

method we just developed, we obtain a Fourier interpolation algorithm with a con-

stant success probability (see Section 12.16.5). Then, we introduce the min-of-median
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signal estimator used to boost the success probability (see Section 12.16.6). Finally,

we prove our main theorem that gives a Fourier interpolation algorithm with high

success probability (see Section 12.16.7).

12.16.1 Preliminary

We provide some technical tools in this section.

The following two lemma shows that Fourier-polynomial mixed signals and

Fourier-sparse signals can approximate each other.

Lemma 12.68 ([CKPS16]). For any ∆ > 0, δ > 0, for any n1, . . . , nk ∈ Z≥0 with
∑

j∈[k] nj = k, let

x∗(t) =
∑

j∈[k]

e2πifjt
nj∑

i=1

vj,ie
2πif ′j,it,

where |f ′j,i| ≤ ∆ for each j ∈ [k], i ∈ [nj]. There exist k polynomials Pj(t) for j ∈ [k]

of degree at most

d = O(T∆+ k3 log k + k log(1/δ))

such that
∥∥∥
∑

j∈[k]

e2πifjtPj(t)− x∗(t)
∥∥∥
2

T
≤ δ∥x∗(t)∥2T .

Lemma 12.69 ([CKPS16, Lemma 8.8]). For any degree-d polynomial Q(t) =
d∑
j=0

cjt
j,

any T > 0 and any ε > 0, there always exist γ > 0 and

x∗(t) =
d+1∑

j=1

αje
2πi(γj)t

such that

|x∗(t)−Q(t)| ≤ ε ∀t ∈ [0, T ].

832



Algorithm 69 Multipoint evaluation of a polynomial
1: procedure PolynomialEvaluation(P, t) ▷ Fact 12.70
2: return (P (t1), P (t2), · · · , P (td)) ▷ t ∈ Cd

3: end procedure
4: procedure MixedPolynomialEvaluation(

∑k
j=1 Pj(t) exp(2πifjt), t)

5: for j ∈ [k] do
6: vj ← (Pj(t1), Pj(t2), · · · , Pj(td)) ▷ t ∈ Cd

7: end for
8: return (

∑k
j=1 vj,1 exp(2πifjt1),

∑k
j=1 vj,2 exp(2πifjt2), · · · ,

∑k
j=1 vj,3 exp(2πifjt3))

9: end procedure

The following fact shows an efficient method multi-point evaluation of a poly-

nomial.

Fact 12.70 ([VZGG99, Chapter 10]). Given a degree-d polynomial P (t), and a set of

d locations {t1, t2, · · · , td}. There exists an algorithm that takes O(d log2 d log log d)

time to output the evaluations {P (t1), P (t2), · · · , P (td)}.

The following lemma shows the time complexity of evaluating a mixed poly-

nomial.

Lemma 12.71 (Time complexity of Algorithm 69). Procedure MixedPolynomial-

Evaluation in Algorithm 69 runs

O
( k∑

j=1

max{d, deg(Pj)} log3(max{d, deg(Pj)})
)

time.

Proof. Procedure MixedPolynomialEvaluation in Algorithm 69 consists of the

following steps:

• In line 5, the for loop repeats k times.

• In line 6, multipoint evaluation of a polynomial takes dj logc(dj) times by Fact

12.70, where dj = max{d, deg(Pj)}.
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Hence, the total time complexity is

k∑

j=1

O(dj log
3(dj)) = O

( k∑

j=1

max{d, deg(Pj)} log3(max{d, deg(Pj)})
)
.

12.16.2 Heavy cluster

In this section, we formally define the heavy clusters and show that using

“heavy frequencies” only yields a good approximation of the ground-truth signal.

Definition 12.9 (Heavy cluster). Let x∗(t) =
k∑
j=1

vje
2πifjt and N > 0. Let the filter H

be defined as in Lemma 12.24. Let ∆h = |supp(Ĥ)|. We say a frequency f ∗ belongs

to an N-heavy cluster if and only if
∫ f∗+∆h

f∗−∆h

|Ĥ · x∗(f)|2df ≥ T ·N2/k.

Claim 12.72. Given x∗(t) =
k∑
j=1

vje
2πifjt and any N > 0. For the set of heavy

frequencies:

S∗ =

{
j ∈ [k]

∣∣∣∣
∫ fj+∆h

fj−∆h

|Ĥ · x∗(f)|2df ≥ T ·N2/k

}
,

and the signal xS∗(t) =
∑
j∈S∗

vje
2πifjt, it holds that

∥xS∗ − x∗∥2T ≲ N2.

Proof. Let xS∗(t) =
∑

j∈[k]\S∗
vje

2πifjt. Then ∥x∗ − xS∗∥2T = ∥xS∗∥2T .
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Then, we have that

T∥xS∗(t)∥2T =

∫ T

0

|xS∗(t)|2dt

≲
∫ T

0

|xS∗(t) ·H(t)|2dt

≤
∫ ∞

−∞
|xS∗(t) ·H(t)|2dt

=

∫ ∞

−∞
|x̂S∗(f) ∗ Ĥ(f)|2df

≤
∑

j∈[k]\S∗

∫ fj+∆h

fj−∆h

|x̂S∗(f) ∗ Ĥ(f)|2df

≤
∑

j∈[k]\S∗

TN2/k

≤ TN2,

where the first step follows from the definition of the norm, the second step follows

from Lemma 12.24 Property V, the third step is straight forward, the forth step

follows from Parseval’s theorem, the fifth step follows from the definition of xS∗(t),

the sixth step follows from the definition of heavy frequency, the seventh step is

straightforward.

12.16.3 Fourier set query

In this section, we present a Fourier set query algorithm such that for a Fourier-

polynomial mixed signal, given all of its frequencies, the algorithm can reconstruct

the signal very efficiently.

Lemma 12.73. For j ∈ [k], given a dj-degree polynomial Pj(t) and a frequency

fj. Let xS(t) =
∑k

j=1 Pj(t) exp(2πifjt). Given observations of the form x(t) :=

xS(t) + g(t) for arbitrary noise g(t) in time duration t ∈ [0, T ]. Let D :=
∑k

j=1 dj.

Then, there is an algorithm (Procedure SignalEstimation in Algorithm 70)

such that
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• takes O(D log(D)) samples from x(t),

• runs O(Dω log(D)) time,

• outputs y(t) =
∑k

j=1 P
′
j(t) exp(2πifjt) with d-degree polynomial P ′j(t), such that

with probability at least 0.99, we have

∥y − xS∥2T ≲ ∥g∥2T .

Proof. By Lemma 12.69, we have that, for all t ∈ [0, T ], there exist D-Fourier-sparse

signals y1(t) and xS,1(t)

|y(t)− y1(t)| ≤ ε1, (12.88)

and

|xS(t)− xS,1(t)| ≤ ε1. (12.89)

Then, we have that

∥y(t)− xS(t)∥2T ≲ ∥y(t)− y1(t)∥2T + ∥xS(t)− xS,1(t)∥2T + ∥y1(t)− xS,1(t)∥2T
≲ 2ε1 + ∥y1(t)− xS,1(t)∥2T
≲ ∥y1(t)− xS,1(t)∥2T (12.90)

where the first step follows from (a + b)2 ≤ 2a2 + 2b2, the second step follows from

Eq. (12.88) and Eq. (12.89), the third step follows from ε1 ≲ ∥y1(t)− xS,1(t)∥2T .

We also have that

∥y1(t)− xS,1(t)∥2S,w ≲ ∥y1(t)− y(t)∥2S,w + ∥xS,1(t)− xS(t)∥2S,w + ∥y(t)− xS(t)∥2S,w
≲ 2ε1 + ∥y(t)− xS(t)∥2S,w
≲ ∥y(t)− xS(t)∥2S,w (12.91)

where the first step follows from (a + b)2 ≤ 2a2 + 2b2, the second step follows from

Eq. (12.88) and Eq. (12.89), the third step follows from ε1 ≲ ∥y(t)− xS(t)∥2S,w.
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By the definition of y(t) in line 17 in Procedure SignalEstimation of Algo-

rithm 70, we have that

∥y(t)− x(t)∥2S,w ≤ ∥xS(t)− x(t)∥2S,w (12.92)

We have that

E[∥x− xS∥2S,w] = E
[ ∑

i∈[|S|]

wi|x(ti)− xS(ti)|2
]

= E
[ ∑

i∈[|S|]

1

2T |S|D(t)
|x(ti)− xS(ti)|2

]

=
∑

i∈[|S|]

Eti∼D(t)

[ 1

2T |S|D(t)
|x(ti)− xS(ti)|2

]

= |S| ·
∫ T

−T
D(t)

1

2T |S|D(t)
|x(t)− xS(t)|2dt

=

∫ T

−T

1

2T
|x(t)− xS(t)|2dt

= ∥x(t)− xS(t)∥2T (12.93)

where the first step follows from the definition of the norm, the second step follows

from the definition of wi, the third step is straightforward, the forth follows from the

definition of expectation, the fifth step follows from the definition of the norm.

We have that

∥y − xS∥2T ≲ ∥y1 − xS,1∥2T
≲ ∥y1 − xS,1∥2S,w
≲ ∥y − xS∥2S,w
≲ ∥y − x∥2S,w + ∥x− xS∥2S,w
≲ ∥x− xS∥2S,w
≲ ∥x− xS∥2T ,

where the first step follows from Eq. (12.90), the second step follows from Lemma

12.45, the third step follows from Eq. (12.91), the forth step follows from (a+ b)2 ≤

837



2a2+2b2, the fifth step follows from Eq. (12.92), the sixth step follows from Eq. (12.93)

by Markov inequality with probability at least 0.99.

12.16.4 High signal-to-noise ratio band approximation

The goal of this section is to prove the following lemma, which roughly states

that for the heavy frequencies, it suffices to only reconstruct those in the bins with

high SNRs.

Lemma 12.74. Let x∗(t) =
∑k

j=1 vje
2πifjt be the ground-truth signal and x(t) =

x∗(t) + g(t) be the noisy observation signal. Let H be defined as in Definition 12.7,

G
(j)
σ,b be defined as in Definition 12.2 with (σ, b) such that Large Offset event does not

happen. Let U := {t0 ∈ R | H(t) > 1− δ1 ∀t ∈ [t0, t0 + β]}. Let

S :=
{
j ∈ [k]

∣∣∣
∫ fj+∆

fj−∆
|Ĥ · x∗(f)|2df ≥ TN2/k

}
,

and xS(t) =
∑

j∈S vje
2πifjt.

For j ∈ [B], let z∗j (t) := (x∗ · H) ∗ G(j)
σ,b(t) and zj(t) = (x · H) ∗ G(j)

σ,b(t). Let

gj(t) := zj(t)− z∗j (t). Let

Sg1 :=
{
j ∈ [B] | ∥gj(t)∥2T ≤ c∥z∗j (t)∥2U

}
, (12.94)

where c ∈ (0, 0.001) is a small universal constant. Let

Sg2 :=

{
j ∈ [B]

∣∣∣∣∣ ∃f0 ∈ {f1, . . . , fk}, and hσ,b(f0) = j, and
∫ f0+∆

f0−∆
|x̂∗ ·H(f)|2df ≥ TN2/k

}
.

Let Sg = Sg1 ∩ Sg2. Let Sf := {j ∈ [k] | hσ,b(fj) ∈ Sg} ∩ S and xSf
(t) :=

∑
j∈Sf

vje
2πifjt.

Then, we have

∥xSf
(t)− xS(t)∥2T ≲ ∥g(t)∥2T .
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Proof. By the definition of S and Sf , we have that

Sf ⊆ S.

Let [L,R] := U . We have that for any f ∈ S\Sf , j = hσ,b(f),

∥(g(t) ·H(t)) ∗G(j)
σ,b(t)∥2T ≥ c∥(x∗(t) ·H(t)) ∗G(j)

σ,b(t)∥2U

≥ c
T − k2(T + L−R)

R− L ∥(x∗(t) ·H(t)) ∗G(j)
σ,b(t)∥2T

≥ O(c) · ∥(x∗(t) ·H(t)) ∗G(j)
σ,b(t)∥2T , (12.95)

where the first step follows from Eq. (12.94), the second step follows from Lemma

12.51, the third step follows from the Lemma 12.25.

Let T = S\Sf . And for j ∈ [B], let

Tj :=

{
{i ∈ S | hσ,b(fi) = j} , ∀j ∈ [B]\Sg,
∅, otherwise.

It is easy to see that

T =
B⋃

i=1

Ti.

Moreover, by Lemma 12.9 Property I and III, the definition of Tj and Ĝ
(j)
σ,b(f), and

the Large Offset event not happening, we have that for any f ∈ supp(x̂Tj ∗ Ĥ),

Ĝ
(j)
σ,b(f) ≥ 1− δ

k
, (12.96)

where xTj =
∑

i∈Tj vie
2πifit and x̂Tj is its Fourier transform.
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Then, we have that

T∥(x∗(t) ·H(t)) ∗G(j)
σ,b(t)∥2T

=

∫ T

0

|(x∗(t) ·H(t)) ∗G(j)
σ,b(t)|2dt

≳
∫ ∞

−∞
|(x∗(t) ·H(t)) ∗G(j)

σ,b(t)|2dt

=

∫ ∞

−∞
|(x̂∗(f) ∗ Ĥ(f)) · Ĝ(j)

σ,b(f)|2df

=

∫ ∞

−∞
|(x̂Tj(f) ∗ Ĥ(f)) · Ĝ(j)

σ,b(f)|2df +

∫ ∞

−∞
|(x̂[k]\Tj(f) ∗ Ĥ(f)) · Ĝ(j)

σ,b(f)|2df

≥
∫ ∞

−∞
|(x̂Tj(f) ∗ Ĥ(f)) · Ĝ(j)

σ,b(f)|2df

≳
∫ ∞

−∞
|x̂Tj(f) ∗ Ĥ(f)|2df (12.97)

where the first step follows from the definition of the norm, the second step follows

from Lemma 12.30, third step follows from Parseval’s theorem, the forth step follows

from the Large Offset event not happening and the definition of Tj, the fifth step is

straight forward, the sixth step follows from Eq. (12.96).

840



Thus, we have that

T∥xSf
(t)− xS(t)∥2T

= T∥xT(t)∥2T
≲ T∥xT(t) ·H(t)∥2T

=

∫ T

0

|xT(t) ·H(t)|2dt

≤
∫ ∞

−∞
|xT(t) ·H(t)|2dt

=

∫ ∞

−∞
|x̂T(f) ∗ Ĥ(f)|2df

=
B∑

j=1

∫ ∞

−∞
|x̂Tj(f) ∗ Ĥ(f)|2df

≲
∑

j∈[B]\Sg

T∥(x∗(t) ·H(t)) ∗G(j)
σ,b(t)∥2T

≲
∑

j∈[B]\Sg

T∥(g(t) ·H(t)) ∗G(j)
σ,b(t)∥2T (12.98)

where the first step follows from the definition of T, the second step follows from xT

is a k-Fourier-sparse signal and Lemma 12.24 Property V, the third step follows from

the definition of the norm, the forth step is straight forward, the fifth step follows

from Parseval’s theorem, the sixth step follows from the definition of Tj and the Large

Offset event not happened, the seventh step follows from Eq. (12.97), the eighth step

follows from Eq. (12.95).

Eq. (12.98) can be upper bounded by the summation over all bins, which can
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be further upper bounded as follows:

∑

j∈[B]

T · ∥(g(t) ·H(t)) ∗G(j)
σ,b(t)∥2T

=
∑

j∈[B]

∫ T

0

|(g(t) ·H(t)) ∗G(j)
σ,b(t)|2dt

≤
∑

j∈[B]

∫ ∞

−∞
|(g(t) ·H(t)) ∗G(j)

σ,b(t)|2dt

≤
∑

j∈[B]

∫ ∞

−∞
|(ĝ(f) ∗ Ĥ(f)) · Ĝ(j)

σ,b(f)|2df

=

∫ ∞

−∞
|(ĝ(f) ∗ Ĥ(f))|2 ·

∑

j∈[B]

|Ĝ(j)
σ,b(f)|2df

≲
∫ ∞

−∞
|(ĝ(f) ∗ Ĥ(f))|2df

=

∫ ∞

−∞
|(g(t) ·H(t))|2dt

=

∫ T

0

|(g(t) ·H(t))|2dt

≲
∫ T

0

|g(t)|2dt

= T∥g(t)∥2T (12.99)

where the first step follows from the definition of the norm, the second step is straight-

forward, the third step follows from Parseval’s theorem, the forth step is straightfor-

ward, the fifth step follows from Lemma 12.11, the sixth step follows from Parseval’s

theorem, the seventh step follows from g(t) = 0,∀t ∈ R\[0, T ], the eighth step follows

from Lemma 12.24 Property I, II, the ninth step follows from the definition of the

norm.
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Therefore, we get that

T∥xSf
(t)− xS(t)∥2T

≲
∑

j∈[B]\Sg

T∥(g(t) ·H(t)) ∗G(j)
σ,b(t)∥2T

≤
∑

j∈[B]

T∥(g(t) ·H(t)) ∗G(j)
σ,b(t)∥2T

≲ T∥g(t)∥2T ,

where the first step follows from Eq. (12.98), the second step is straight forward, the

third step follows from Eq. (12.99).

The lemma is then proved.

12.16.5 Fourier interpolation with constant success probability

In this section, we give an algorithm for Fourier interpolation by combining

our frequency estimation algorithm with a signal estimation algorithm. However, it

only succeeds with a constant probability.

Theorem 12.75. Let x(t) = x∗(t) + g(t), where x∗(t) ∈ Fk,F and g(t) is arbitrary

noise. Given samples of x over [0, T ], there is an algorithm (Procedure Constant-

ProbFourierInterpolation in Algorithm 71) that uses

O(k4 log3(k) log2(1/δ1) log(log(1/δ1)) log(FT ) log(log(FT )))

samples, runs in

O(k4ω log2ω+1(k) log2ω(1/δ1) log(log(1/δ1)) log(FT ) log(log(FT )))

time, and outputs an O(k4 log4(k/δ))-Fourier-sparse signal y(t) such that with prob-

ability at least 0.6,

∥y − x∗∥T ≲ ∥g∥T + δ∥x∗∥T .

Proof. Let N2 := ∥g(t)∥2T + δ∥x∗(t)∥2T be the noisy level of the observation signal.
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Heavy-clusters approximation. Let S be the set of heavy frequencies:

S =
{
j ∈ [k]

∣∣∣∣
∫ fj+∆h

fj−∆h

|Ĥ · x∗(f)|2df ≥ T ·N2/k
}
,

where ∆h = |supp(Ĥ)|, and let xS(t) =
∑

j∈S vje
2πifjt. By Claim 12.72, we have

∥xS − x∗∥T ≲ N, (12.100)

which implies that it suffices to reconstruct xS, instead of x∗.

Frequency estimation. Conditioning on Large Offset event not happening, which

holds with probability at least 0.6 by Lemma 12.16, let Sf ⊆ S be defined as in

Lemma 12.74 and xSf
(t) =

∑
j∈Sf

vje
2πifjt. By Lemma 12.74, we have

∥xSf
(t)− xS(t)∥2T ≲ ∥g(t)∥2T . (12.101)

Furthermore, by Theorem 12.61, there is an algorithm that outputs a set of frequencies

L ⊂ R of size B such that with probability at least 1− 2−Ω(k), for any j ∈ Sf , there

exists an f̃ ∈ L such that,

|fj − f̃ | ≲ ∆.

Fourier-polynomial mixed signal approximation. We define a map p : R→ L

as follows:

p(f) := argmin
f̃∈L
|f − f̃ | ∀f ∈ R.

Then, xSf
(t) can be expressed as

xSf
(t) =

∑

j∈Sf

vje
2πifjt

=
∑

j∈Sf

vje
2πi·p(fj)t · e2πi·(fj−p(fj))t

=
∑

f̃∈L

e2πif̃ t ·
∑

j∈Sf : p(fj)=f̃

vje
2πi(fj−f̃)t,
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where the first step follows from the definition of xSf
, the last step follows from

interchanging the summations.

For each f̃i ∈ L, by Lemma 12.68 with x∗ = xSf
, there exists a degree d =

O(T∆+ k3 log k + k log 1/δ) polynomial Pi(t) such that,
∥∥∥xSf

(t)−
∑

f̃i∈L

e2πif̃itPi(t)
∥∥∥
T
≤
√
δ∥xSf

(t)∥T (12.102)

Reconstructing the polynomials. Define the following function family:

F := span
{
e2πif̃ t · tj | f̃ ∈ L, j ∈ {0, 1, . . . , d}

}
.

Note that
∑

f̃i∈L e
2πif̃itPi(t) ∈ F.

Let D := d · |L|. By Lemma 12.73, there is an algorithm that runs in

O(ε−1Dω log3(D) log(1/ρ))-time using O(ε−1D log3(D) log(1/ρ)) samples, and out-

puts y′(t) ∈ F such that, with probability 1− ρ,
∥∥∥y′(t)−

∑

f̃i∈L

e2πif̃itPi(t)
∥∥∥
T
≤ (1 + ε)

∥∥∥x(t)−
∑

f̃i∈L

e2πif̃itPi(t)
∥∥∥
T

(12.103)

Thus, we have that
∥∥∥y′(t)−

∑

f̃i∈L

e2πif̃itPi(t)
∥∥∥
T
≲
∥∥∥
∑

f̃i∈L

e2πif̃itPi(t)− x∗(t)
∥∥∥
T
+ ∥x(t)− x∗(t)∥T

=
∥∥∥
∑

f̃i∈L

e2πif̃itPi(t)− x∗(t)
∥∥∥
T
+ ∥g(t)∥T , (12.104)

where the first step follows from triangle inequality, the second step follows from the

definition of g(t).
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For the first term, we have that
∥∥∥
∑

f̃i∈L

e2πif̃itPi(t)− x∗(t)
∥∥∥
T
≲
∥∥∥
∑

f̃i∈L

e2πif̃itPi(t)− xSf
(t)
∥∥∥
T
+ ∥xSf

(t)− x∗(t)∥T

≲
√
δ∥xSf

(t)∥T + ∥xSf
(t)− x∗(t)∥T

≤
√
δ(∥xSf

(t)− x∗(t)∥T + ∥x∗(t)∥T ) + ∥xSf
(t)− x∗(t)∥T

≲ ∥xSf
(t)− x∗(t)∥T +

√
δ∥x∗(t)∥T

≤ ∥xSf
(t)− xS(t)∥T + ∥xS(t)− x∗(t)∥T +

√
δ∥x∗(t)∥T

≲ ∥xSf
(t)− xS(t)∥T +N +

√
δ∥x∗(t)∥T

≲ ∥g(t)∥T +N +
√
δ∥x∗(t)∥T , (12.105)

where the first step follows from triangle inequality, the second step follows from

Eq. (12.102), the third step follows from triangle inequality, the forth step follows is

straightforward, the fifth step follows from triangle inequality, the sixth step follows

from Eq. (12.100), and the last step follows from Eq. (12.101).

Hence, we get that
∥∥∥y′(t)−

∑

f̃i∈L

e2πif̃itPi(t)
∥∥∥
T
≤
∥∥∥
∑

f̃i∈L

e2πif̃itPi(t)− x∗(t)
∥∥∥
T
+ ∥g(t)∥T

≲ ∥g(t)∥T +N +
√
δ∥x∗(t)∥T (12.106)

where the first step follows from Eq. (12.104), the second step follows from Eq. (12.105).

Transforming back to Fourier-sparse signal. By Lemma 12.69, we have that

there is a O(kd)-Fourier-sparse signal y(t), such that

∥y(t)− y′(t)∥T ≤ δ′ (12.107)

where δ′ > 0 is any positive real number. Thus, y(t) can be arbitrarily close to y′(t).

Moreover, the sparsity of y(t) is

O(kd) = O(k · (T∆+ k3 log k + k log 1/δ)) = O(k4 log4(k/δ)),
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which follows from Lemma 12.24 Property III:

∆ = k∆h = k|supp(Ĥ)| = O(k3 log2(k) log2(1/δ1)/T ).

Moreover, we take

N =
√
∥g∥2T + δ∥x∗∥2T ≤ ∥g∥T +

√
δ∥x∗∥T . (12.108)

Therefore, the total approximation error can be bounded as follows:

∥y(t)− x∗(t)∥T
≤ ∥y(t)− y′(t)∥T +

∥∥∥y′(t)−
∑

f̃i∈L

e2πif̃itPi(t)
∥∥∥
T
+
∥∥∥
∑

f̃i∈L

e2πif̃itPi(t)− x∗(t)
∥∥∥
T

≲
∥∥∥y′(t)−

∑

f̃i∈L

e2πif̃itPi(t)
∥∥∥
T
+
∥∥∥
∑

f̃i∈L

e2πif̃itPi(t)− x∗(t)
∥∥∥
T

≲
∥∥∥y′(t)−

∑

f̃i∈L

e2πif̃itPi(t)
∥∥∥
T
+N + ∥g(t)∥T +

√
δ∥x∗(t)∥T

≲ N + ∥g(t)∥T +
√
δ∥x∗(t)∥T

≲ ∥g(t)∥T +
√
δ∥x∗(t)∥T , (12.109)

where the first step follows from triangle inequality, the second step follows from

Eq. (12.107), the third step follows from Eq. (12.105), the forth step follows from

Eq. (12.106), the fifth step follows from N =
√
∥g∥2T + δ∥x∗∥2T ≤ ∥g∥T +

√
δ∥x∗∥T .

The correctness then follows by re-scaling δ.

The running time of the algorithm follows from Lemma 12.76, and the sample

complexity follows from Lemma 12.77.

The theorem is then proved.

Lemma 12.76 (Running time of Algorithm 71). Procedure ConstantProbFouri-

erInterpolation in Algorithm 71 runs in

O(k4ω log2ω+1(k) log2ω(1/δ1) log(log(1/δ1)) log(FT ) log(log(FT )))
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times.

Proof. Procedure ConstantProbFourierInterpolation in Algorithm 71 con-

sists of the following two steps:

• Line 2 calls Procedure FrequencyEstimationX. By Theorem 12.61, it runs

in

O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )))

time.

• Line 3 calls Procedure SignalEstimation. By Lemma 12.73, it runs in

O(ε−1Dω log(D) log(1/ρ))

time, where ε, ρ are set to be universal constants and D = B · d.

Following from the setting in the algorithm, we have that

B = O(k),

d = O(∆T + k3 log k + k log 1/δ).

By Lemma 12.24 Property III, we have that

∆ = k∆h = k|supp(Ĥ(f))| = O(k3 log2(k) log2(1/δ1)/T ).

As a result, we have that

D = B · d = O(k4 log2(k) log2(1/δ1)) (12.110)

Thus, the time complexity of Procedure ConstantProbFourierInterpo-

lation in Algorithm 71 is

O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1)) +O(ε−1Dω log(D) log(1/ρ))

≤ O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1))

+O(ε−1(k4 log2(k) log2(1/δ1))
ω log(k4 log2(k) log2(1/δ1)) log(1/ρ))

≤ O(k4ω log2ω+1(k) log2ω(1/δ1) log(log(1/δ1)) log(FT ) log(log(FT )))
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where the first step follows from Eq. (12.110), the second step follows from ε =

O(1), ρ = O(1), ρ1 = O(1).

Lemma 12.77 (Sample complexity of Algorithm 71). Procedure ConstantProb-

FourierInterpolation in Algorithm 71 takes

O(k4 log3(k) log2(1/δ1) log(log(1/δ1)) log(FT ) log(log(FT )))

samples.

Proof. The sample complexity of each steps of Procedure ConstantProbFouri-

erInterpolation in Algorithm 71 is as follows:

• Line 2 calls Procedure FrequencyEstimationX. By Theorem 12.61, it takes

O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )))

samples.

• Line 3 calls Procedure SignalEstimation. By Lemma 12.73, it takes in

O(ε−1D log(D) log(1/ρ))

samples, where ε, ρ are set to be a universal constant and D = B · d.

By Eq. (12.110), we have

D = O(k4 log2(k) log2(1/δ1)).

Thus, the sample complexity of Procedure ConstantProbFourierInter-

polation in Algorithm 71 is

O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1)) +O(ε−1D log(D) log(1/ρ))

≤ O(k2 log(k) log(k/δ1) log(FT ) log(log(FT )/ρ1))

+O(ε−1(k4 log2(k) log2(1/δ1)) log(k
4 log2(k) log2(1/δ1)) log(1/ρ))

≤ O(k4 log3(k) log2(1/δ1) log(log(1/δ1)) log(FT ) log(log(FT )))
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where the first step follows from Eq. (12.110), the second step follows from ε =

O(1), ρ = O(1), ρ1 = O(1).

12.16.6 Min-of-medians signal estimator

In this section, we propose a “min-of-medians” estimator for signals that can

exponentially boost the success probability.

Lemma 12.78. Let Rp ∈ N. For each i ∈ [Rp], let yi(t) be a signal independently

sampled from some distribution such that with probability at least 0.9,

∥yi(t)− x∗(t)∥2T ≲ ∥g(t)∥2T .

Let y(t) := yj∗(t) where

j∗ := argmin
j∈[Rp]

median
i∈[Rp]

∥yj(t)− yi(t)∥2T .

Then, with probability at least 1− 2−Ω(Rp),

∥y(t)− x∗(t)∥2T ≲ ∥g(t)∥2T .

Proof. Let S = {i | ∥yi(t) − x∗(t)∥2T ≲ ∥g(t)∥2T}. By the Chernoff bound, we have

that

Pr[|S| ≥ 3/4Rp] ≥ 1− 2−Ω(Rp).

For the ease of discussion, we suppose |S| ≥ 3/4Rp holds in the following

proof.

Fix any j ∈ S. Then, for any q ∈ S, we have that

∥yj(t)− yq(t)∥T ≤ ∥yj(t)− x∗(t)∥T + ∥x∗(t)− yq(t)∥T ≲ ∥g(t)∥2T , (12.111)
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where the first step follows from triangle inequality, the second step follows from the

definition of S.

In other words, there are at least |S| ≥ (3/4)Rp elements such that Eq. (12.111)

holds. By the definition of median, we get that

median
i∈[Rp]

∥yj(t)− yi(t)∥2T ≲ ∥g(t)∥2T . (12.112)

By definition of y(t), we have that,

median
i∈[Rp]

∥y(t)− yi(t)∥2T ≤ median
i∈[Rp]

∥yj(t)− yi(t)∥2T ≲ ∥g(t)∥2T , (12.113)

where the first step follows from the definition of y(t), the second step follows from

Eq. (12.112).

By the definition of median, we know that there are Rp/2 elements r ∈ [Rp]

such that

∥y(t)− yr(t)∥2T ≤ median
i∈[Rp]

∥y(t)− yi(t)∥2T ≲ ∥g(t)∥2T , (12.114)

where the last step follows from Eq. (12.113). Since |S| ≥ (3/4)Rp > (1/2)Rp, there

must exists an r ∈ S such that Eq. (12.114) holds.

As a result, we have that

∥y(t)− x∗(t)∥2T ≤ ∥y(t)− yr(t)∥2T + ∥yr(t)− x∗(t)∥2T
≲ ∥g(t)∥2T + ∥yr(t)− x∗(t)∥2T
≲ ∥g(t)∥2T ,

where the first step follows from triangle inequality, the second step follows from

Eq. (12.113), the third step follows from the definition of S.

The lemma is then proved.

One potential issue in applying the min-of-median signal estimator is that, we

may not be able to compute the distances ∥yi(t) − yj(t)∥2T exactly, but we can only
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estimate then with high accuracy. Therefore, we show that our estimator is robust

with respect to approximated distances.

We first show a fact about the approximation of min and median.

Fact 12.79. Let x1, · · · , xn ∈ R+, and y1, · · · , yn ∈ R+ such that for any i ∈ [n],

yi ∈ [α · xi, β · xi]. Then, we have:

• min
i∈[n]

yi ∈
[
α ·min

i∈[n]
xi, β ·min

i∈[n]
xi

]
.

• median
i∈[n]

yi ∈
[
α ·median

i∈[n]
xi, β ·median

i∈[n]
xi

]
.

Proof. Part 1: Let i∗ = argmin
i∈[n]

yi. We have that

yi∗ ≥ α · xi∗ ≥ α ·min
i∈[n]

xi.

Let j∗ = argmin
j∈[n]

xj. We have that

min
j∈[n]

yj ≤ yj∗ ≤ β · xj∗ = β ·min
j∈[n]

xj,

Hence,

min
i∈[n]

yi ∈
[
α ·min

i∈[n]
xi, β ·min

i∈[n]
xi

]
.

Part 2: For any xj ≤ median
i∈[n]

xi, we have that

yj ≤ β · xj ≤ β ·median
i∈[n]

xi.

Thus,

|{j ∈ [n] | yj ≤ β ·median
i∈[n]

xi}| ≥ n/2,

which implies that

median
i∈[n]

yi ≤ β ·median
i∈[n]

xi.
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For any xj ≥ median
i∈[n]

xi, we have that

yj ≥ α · xj ≥ α ·median
i∈[n]

xi.

Thus,

|{j ∈ [n] | yj ≥ α ·median
i∈[n]

xi}| ≥ n/2,

which implies that

median
i∈[n]

yi ≥ α ·median
i∈[n]

xi.

As a result,

median
i∈[n]

yi ∈
[
α ·median

i∈[n]
xi, β ·median

i∈[n]
xi

]
.

The following lemma shows that our min-and-median estimator can still ex-

ponentially boost the success probability given access to approximated distances.

Lemma 12.80 (Robust min-of-median signal estimator). Let Rp ∈ N. For each

i ∈ [Rp], let yi(t) be a signal independently sampled from some distribution such that

with probability at least 0.9,

∥yi(t)− x∗(t)∥2T ≲ ∥g(t)∥2T .

Given d ∈ RRp×Rp

+ such that for any i, j ∈ [Rp],

di,j ∈
[
α · ∥yi(t)− yj(t)∥2T , β · ∥yi(t)− yj(t)∥2T

]
.

Let y(t) := yj∗(t) where

j∗ := argmin
j∈[Rp]

median
i∈[Rp]

dj,i.

Then, we have that, with probability at least 1− 2−Ω(Rp),

∥y(t)− x∗(t)∥2T ≲
β

α
∥g(t)∥2T .
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Proof. Let S = {i | ∥yi(t) − x∗(t)∥2T ≲ ∥g(t)∥2T}. By the Chernoff bound, we have

that

Pr[|S| ≥ 3/4Rp] ≥ 1− 2−Ω(Rp).

For the ease of discussion, we suppose |S| ≥ 3/4Rp holds in the following

proof.

Fix any i∗ ∈ S. For any q ∈ S, we have that

∥yi∗(t)− yq(t)∥T ≤ ∥yi∗(t)− x∗(t)∥T + ∥x∗(t)− yq(t)∥T ≲ ∥g(t)∥2T , (12.115)

where the first step follows from triangle inequality, the second step follows from the

definition of S.

By the definition of median, since |S| > Rp/2, we know that

median
i∈[Rp]

∥yi∗(t)− yi(t)∥2T ≲ ∥g(t)∥2T . (12.116)

Then, we have that

median
i∈[Rp]

dj∗,i ≤ median
i∈[Rp]

di∗,i

≤ β ·median
i∈[Rp]

∥yi∗(t)− yi(t)∥2T
≲ β · ∥g(t)∥2T , (12.117)

where the first step follows from the definition of j∗, the second step follows from

Fact 12.79, the third step follows from Eq. (12.116).

Since |S| > Rp/2, by the definition of median, there must exists an r ∈ S such

that

dj∗,r ≤ median
i∈[Rp]

dj∗,i ≲ β · ∥g(t)∥2T . (12.118)
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As a result, we have that

∥y(t)− x∗(t)∥2T ≤ ∥y(t)− yr(t)∥2T + ∥yr(t)− x∗(t)∥2T
≤ 1

α
vj∗,r + ∥yr(t)− x∗(t)∥2T

≲
β

α
∥g(t)∥2T + ∥yr(t)− x∗(t)∥2T

≲
β

α
∥g(t)∥2T ,

where the first step follows from triangle inequality, the second step follows from the

definition of d, the third step follows from Eq. (12.118), the forth step follows from

Eq. (12.117), the fifth step follows from r ∈ S.

The proof of the lemma is then completed.

12.16.7 Main algorithm for Fourier interpolation

In this section, we present our main theorem—a time and sample efficient

Fourier interpolation algorithm with high success probability. The pseudocode is

given in Algorithm 71.

Theorem 12.81 (Main Fourier interpolation algorithm). Let x(t) = x∗(t) + g(t),

where x∗ is k-Fourier-sparse signal with frequencies in [−F, F ]. Given samples of x

over [0, T ], there is an algorithm (Procedure HighProbFourierInterpolation)

uses

O(k4 log6(k/δ) log(FT ) log(log(FT )) log(1/ρ))

samples, runs in

O(k4ω log4ω+2(k/δ) log(FT ) log(log(FT )) log5(1/ρ))

time, and outputs an O(k4 log4(k/δ))-Fourier-sparse signal y(t) such that with prob-

ability at least 1− ρ,

∥y − x∗∥T ≲ ∥g∥T + δ∥x∗∥T .
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Algorithm 70 Signal estimation algorithm
1: procedure WeightedSketch(m, k, T )
2: c← Θ(log(k)−1)
3: D(t) is defined as follows:

D(t)←
{
c · (1− |t/T |)−1T−1, for |t| ≤ T (1− 1/k),

c · kT−1, for |t| ∈ [T (1− 1/k), T ].

4: S0 ← m i.i.d. samples from D
5: for t ∈ S0 do
6: wt ← 1

2T ·|S0|·D(t)

7: end for
8: Set a new distribution D′(t)← wt/

∑
t′∈S0

wt′ for all t ∈ S0

9: return D′

10: end procedure
11: procedure SignalEstimation(x, F, T, L)
12: {f1, f2, · · · , fB} ← L ▷ L ∈ RB

13: d← O(∆T + k3 log k + k log 1/δ)
14: s, {t1, t2, · · · , ts}, w ←WeightedSketch(O(Bd log(Bd)), Bd, T ) ▷ w ∈ Rs

15: Ai,B·j2+j1 ← tj2i · exp(2πifj1ti), A ∈ Cs×B

16: b← (x(t1), x(t2), · · · , x(ts))⊤
17: Solving the following weighted linear regression

v′ ← argmin
v′∈CBd

∥√w ◦ (Av′ − b)∥2.

18: return y(t)←∑B
j1=1

∑d
j2=1 v

′
B·j2+j1 · tj2 · exp(2πif ′j1t).

19: end procedure

Proof. We first prove the correctness of the algorithm.

Let

D(t) :=

{
c · (1− |t/T |)−1T−1, for |t| ≤ T (1− 1/k),

c · kT−1, for |t| ∈ [T (1− 1/k), T ].

Let y1(t), · · · , yRp(t) be the outputs of Rp independent runs of Procedure Con-

stantProbFourierInterpolation in Algorithm 71. By Theorem 12.75, we have
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Algorithm 71 Fourier-sparse signal interpolation
1: procedure ConstantProbFourierInterpolation(x,H,G, T, F )
2: L← FrequencyEstimationX(x,H,G, T, F ) ▷ L ∈ RB

3: y(t)← SignalEstimation(x, ε, k, F, T, L)
4: return y(t)
5: end procedure
6: procedure HighProbFourierInterpolation(x,H,G, T, F )
7: Rp ← log(1/ρ)
8: for i ∈ [Rp] do
9: yi(t)← ConstantProbFourierInterpolation(x,H,G, T, F )

10: end for
11: y(t)←MergeSignal(y1(t), y2(t), · · · , yRp(t))
12: return y(t)
13: end procedure
14: procedure MergeSignal(y1(t), y2(t), · · · , yRp(t))
15: d← O(∆T + k3 log k + k log 1/δ)
16: for i ∈ [Rp] do
17: for j ∈ [Rp] do
18: s, {t1, t2, · · · , ts}, w ←WeightedSketch(O(Bd log(Bd) log(R2

p/ρ)), 2·
Bd, T )

19: ▷ w ∈ Rs

20: S ← {t1, t2, · · · , ts}
21: Y ←MixedPolynomialEvaluation(yi − yj, S) ▷ Y ∈ Cs

22: ∥yi(t)− yj(t)∥2S,w ←
∑s

l=1wl · |Yl|2
23: end for
24: medi ← medianj∈[Rp]{∥yi − yj∥2S,w}
25: end for
26: i∗ ← argmini∈[Rp]{medi}
27: return yi∗
28: end procedure

that for any j ∈ [Rp] with probability at least 0.9,

∥yj(t)− x∗(t)∥2T ≲ ∥g(t)∥2T .

Let S = {t1, . . . , ts} be s = O(k log(k) log(R2
p/ρ)) i.i.d. samples from D(t),

and let wi = 1/(TsD(ti)) for i ∈ [s]. By Lemma 12.45, for any i, j ∈ [Rp], with
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probability at least 1− ρ/R2
p,

∥yi(t)− yj(t)∥2S,w ∈ [1/2, 3/2] · ∥yi(t)− yj(t)∥2T .

Let

j∗ = argmin
j∈[Rp]

median
i∈[Rp]

∥yj(t)− yi(t)∥2T ,

and let y(t) := yj∗(t).

By Lemma 12.80, we have that with probability at least 1− 2−Ω(Rp),

∥yj(t)− x∗(t)∥2T ≲
3/2

1/2
∥g(t)∥2T ≂ ∥g(t)∥2T .

By setting Rp = log(1/ρ), we get the desired result. The correctness is then

proved.

The time complexity follows from Lemma 12.84. And the sample complexity

follows from Lemma 12.85.

The proof of the theorem is completed.

In the remaining of this section, we prove the time and sample complexities of

Procedure HighProbFourierInterpolation in Algorithm 71.

The following two lemmas show the time complexity of Procedure MergeS-

ignal in Algorithm 71, which is used to boost the success probability of Fourier

interpolation algorithm.

Lemma 12.82 (Time complexity of Procedure WeightedSketch in Algorithm

70). Procedure WeightedSketch in Algorithm 70 runs in

O(ε−2k log(k) log(1/ρ))

time.

Proof. Procedure WeightedSketch contains the following steps:
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• In line 4, sampling S0 takes O(ε−2k log(k) log(1/ρ)) times.

• In line 5, the for loop repeats |S0| times, and each takes O(1) times.

Following from the setting in the algorithm, we have that

|S0| = O(ε−2k log(k) log(1/ρ)).

So, the time complexity of Procedure WeightedSketch in Algorithm 70 is

O(ε−2k log(k) log(1/ρ)) + |S0| ·O(1) = O(ε−2k log(k) log(1/ρ)).

Lemma 12.83 (Time complexity of Procedure MergeSignal in Algorithm 71).

Procedure MergeSignal in Algorithm 71 runs in

O(k5 log6(k) log4(1/δ1) log
5(1/ρ))

time.

Proof. In each call of the Procedure MergeSignal in Algorithm 71, the for loop

(Line 16) repeats Rp times, each consisting of the following steps:

• In Line 17, the for loop repeats Rp times and each iteration has the following

steps:

– Line 19 calls Procedure WeightedSketch. By Lemma 12.82, it runs in

O(Bd log(Bd) log(R2
p/ρ))

time.

– Line 21 calls Procedure MixedPolynomialEvaluation. By Lemma

12.71, it runs in

O
( k∑

j=1

max{d′, deg(Pj)} log3(max{d′, deg(Pj)})
)

time, where d′ = O(Bd log(Bd) log(R2
p/ρ)) and deg(Pj) = d.
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• Line 26 computes the median in Rp log(Rp) time.

Following from the parameter setting in the algorithm, we have that

B = O(k),

d = O(∆T + k3 log k + k log 1/δ).

By Lemma 12.24 Property III, we have that

∆ = k∆h = k|supp(Ĥ(f))|/T = O(k3 log2(k) log2(1/δ1)/T ).

As a result, we have that

B · d = O(k4 log2(k) log2(1/δ1)) (12.119)

Moreover, we have that

max{d′, deg(Pj)} = O(Bd log(Bd) log(R2
p/ρ))

= O(k4 log3(k) log2(1/δ1) log(log(1/δ1)) log(1/ρ) log(log(1/ρ)))

≤ O(k4 log3(k) log3(1/δ1) log
2(1/ρ)). (12.120)

where the first step follows from the definition of d′ and deg(Pj), the second step

follows from Eq. (12.119), the third step is straight forward.

So, the time complexity of Procedure MergeSignal in Algorithm 71 is

R2
p ·
(
O(Bd log(Bd) log(R2

p/ρ)) +O
( k∑

j=1

max{d′, deg(Pj)} log3(max{d′, deg(Pj)})
))

+ Rp ·O(Rp log(Rp))

≤ O
(
R2
p

k∑

j=1

max{d′, deg(Pj)} log3(max{d′, deg(Pj)})
)

≤ O(log2(1/ρ) · k · (k4 log3(k) log3(1/δ1) log2(1/ρ)) log3(k log(1/δ1) log(1/ρ)))

≤ O(k5 log6(k) log4(1/δ1) log
5(1/ρ)),
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where the first step follows from Eq. (12.119), the second step follows from Eq. (12.120),

the third step follows from Eq. (12.120), the forth step is straight forward.

The following two lemmas show the time complexity and sample complexity

of our main algorithm.

Lemma 12.84 (Time complexity of the main algorithm). Procedure HighProb-

FourierInterpolation in Algorithm 71 runs in

O(k4ω log4ω+2(k/δ) log(FT ) log(log(FT )) log5(1/ρ))

times.

Proof. Procedure HighProbFourierInterpolation in Algorithm 71 consists of

the following steps:

• In Line 8, the for loop repeats Rp times with the following step:

– Line 9 calls Procedure ConstantProbFourierInterpolation. By

Lemma 12.76, it runs in

O(k4ω log2ω+1(k) log2ω(1/δ1) log(log(1/δ1)) log(FT ) log(log(FT )))

time.

• Line 11 calls Procedure MergeSignal. By Lemma 12.83, it runs in

O(k5 log6(k) log4(1/δ1) log
5(1/ρ))

time.

Following from the setting in the algorithm, we have that

δ1 = δ/poly(k). (12.121)
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So, the time complexity of Procedure HighProbFourierInterpolation in

Algorithm 71 in Algorithm 71 is

Rp ·O
(
k4ω log2ω+1(k) log2ω(1/δ1) log(log(1/δ1)) log(FT ) log(log(FT ))

)

+O(k5 logc+3(k) log4(1/δ1) log
5(1/ρ))

= O(k4ω log2ω+1(k) log2ω(1/δ1) log(log(1/δ1)) log(FT ) log(log(FT )) log
5(1/ρ))

≤ O(k4ω log4ω+2(k/δ) log(FT ) log(log(FT )) log5(1/ρ)),

where the first step follows fromRp = log(1/ρ), the second step follows from Eq. (12.121).

Lemma 12.85 (Sample complexity of the main algorithm). Procedure HighProb-

FourierInterpolation in Algorithm 71 takes

O(k4 log6(k/δ) log(FT ) log(log(FT )) log(1/ρ))

samples.

Proof. Procedure Procedure HighProbFourierInterpolation in Algorithm 71

consists of the following steps:

• In Line 8, the for loop repeats Rp times:

– Line 9 calls Procedure ConstantProbFourierInterpolation. By

Lemma 12.77, it takes

O(k4 log3(k) log2(1/δ1) log(log(1/δ1)) log(FT ) log(log(FT )))

samples.

The remaining steps do not use any new sample.
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Thus, the total sample complexity is

Rp ·O(k4 log3(k) log2(1/δ1) log(log(1/δ1)) log(FT ) log(log(FT )))

≤ O(k4 log3(k) log2(1/δ1) log(log(1/δ1)) log(FT ) log(log(FT )) log(1/ρ))

≤ O(k4 log6(k/δ) log(FT ) log(log(FT )) log(1/ρ)),

where the first step follows fromRp = log(1/ρ), the second step follows from Eq. (12.121).
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12.17 Structure of Our Fourier Interpolation Algorithm

Fourier interpolation algorithm
(Theorem 12.81)

Fourier interpolation with
constant success probability

(Theorem 12.75)

Boost success probability
(Lemma 12.80)

Signal estimation
(Lemma 12.73)

Frequency estimation
algorithm (Theorem 12.61)

Heavy-cluster &
High SNR band

(Claim 12.72, Lemma 12.74)

Sufficiency

Assuming

Generate Significant Samples
(Lemmas 12.54, 12.55)

Lemma 12.60

Noisy filtered signal’s
energy estimation (Lemma 12.52)

Noisy local-test signal’s
energy estimation (Lemma 12.53)

Partial energy estimation
for filtered signals
(Lemma 12.48)

Partial energy estimation
for local-test signals

(Lemma 12.49)

Partial energy of filtered
signals (Lemma 12.51)

Sampling & Reweighing
energy estimation (Lemma 12.43)

Energy bound for
local-test signals
(Lemma 12.41)

Energy bound for
filtered signals (Corollary 12.34)

Signal Equivalent Method

Energy bound for
Fourier-sparse signals
(Theorems 12.6, 12.7)

Concentration property
of filtered signals

(Lemmas 12.29, 12.30)
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Chapter 13: Distance Oracles for Any Symmetric
Norm

13.1 Introduction

Estimating and detecting similarities in datasets is a fundamental problem in

computer science, and a basic subroutine in most industry-scale ML applications, from

optimization [CMJF+20, CLP+21, XSS21] and reinforcement learning [SSX21], to

discrepancy theory [SXZ22] and covariance estimation [Val12, Alm19], Kernel SVMs

[CS09, SSSSC11], compression and clustering [IRW17, MMR19], to mention a few.

Such applications often need to quickly compute distances of online (test) points to

a subset of points in the input data set (e.g., the training data) for transfer-learning

and classification. These applications have motivated the notion of distance oracles

(DO) [Pel00, GPPR04, WP11]: In this problem, the goal is to preprocess a dataset of

n input points X = (x1, x2, . . . , xn) in some d-dimensional metric space, into a small-

space data structure which, given a query vector q and a subset S ⊆ [n], can quickly

estimate all the distances d(q, xi) of q to S (note that the problem of estimating a

single distance d(q, xi) is not interesting in Rd, as this can be trivially done in O(d)

time, which is necessary to merely read the query q). The most well-studied case (in

both theory and practice) is when the metric space is in fact a normed space, i.e., the

data points {xi}i∈[n] ∈ Rd are endowed with some predefined norm ∥ · ∥, and the goal

is to quickly estimate ∥xi− q∥ simultaneously for all i, i.e., in time≪ nd which is the

trivial query time. Distance oracles can therefore be viewed as generalizing matrix-

vector multiplication: for the inner-product distance function ⟨xi, q⟩, the query asks

to approximate X · q in ≪ nd time.

For the most popular distance metrics—the Euclidean distance (ℓ2-norm) and

Manhattan distance (ℓ1-norm)—classic dimension-reduction (sketching) provide very

efficient distance oracles [JL84, AC09, LDFU13]. However, in many real-world prob-

lems, these metrics do not adequately capture similarities between data points, and
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a long line of work has demonstrated that more complex (possibly learnable) metrics

can lead to substantially better prediction and data compression [DKJ+07]. In par-

ticular, many works over the last decade have been dedicated to extending various

optimization problems beyond Euclidean/Manhattan distances, for example in (ker-

nel) linear regression [SWY+19], approximate nearest neighbor [ANN+17, ANN+18],

sampling [LSV18], matrix column subset selection [SWZ19], and statistical queries

[LNRW19].

For ℓp norms, the DO problem is well-understood [BYJKS04],where the stan-

dard tool for constructing the data structure is via randomized linear sketching : The

basic idea is to reduce the dimension (d) of the data points by applying some sketch-

ing matrix Φ ∈ Rm×d (m≪ d) to each data point xi and store the sketch Φxi ∈ Rm.

For a query point q, linearity then allows to estimate the distance from Φ(q − xi).

The seminal works of [JL84, AMS99, CCF04, TZ12] developed polylogarithmic-size

sketching methods for the ℓ2-norm, which was extended, in a long line of work, to

any ℓp norm with 0 < p < 2 [Ind06, KNPW11, CN20]. For p > 2, the sketch-size (d)

becomes polynomial, yet still sublinear in d [SS02, BYJKS04].

In this chapter, we consider general symmetric norms, which generalize ℓp

norms. More formally, a norm norm l : Rd → R is symmetric if, for all x ∈ Rd and

every d × d permutation matrix P , it satisfies l(Px) = l(x) and also l(|x|) = l(x),

where |x| is the coordinate-wise absolute value of x (for a broader introduction, see

[Bha97] Chapter IV). Important special cases of symmetric norms are ℓp norms and

Orlicz norms [ALS+18], which naturally arise in harmonic analysis and model data

with sub-gaussian properties. Other practical examples of symmetric norms include

top-k norms, max-mix of ℓp norms, sum-mix of ℓp norms, the k-support norm [AFS12]

and the box-norm [MPS14].

Several recent works have studied dimension-reduction (sketching) for special

cases of symmetric norms such as the Orlicz norm [BBC+17, SWY+19, ALS+18], for

various numerical linear algebra primitives [SWZ19]. These sketching techniques are
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quite ad-hoc and are carefully tailored to the norm in question. It is therefore natural

to ask whether symmetry alone is enough to guarantee dimensionality-reduction for

symmetric similarity search, in other words

Is there an efficient (1 + ϵ)-distance oracle for general symmetric norms?

By “efficient”, we mean small space and preprocessing time (ideally ∼ nd), fast query

time (≪ n|S| for a query (q, S ⊆ [n])) and ideally supporting dynamic updates to

xi’s in Õ(d) time. Indeed, most ML applications involve rapidly-changing dynamic

datasets, and it is becoming increasingly clear that static data structures do not

adequately capture the requirements of real-world applications [JKDG08, CMJF+20,

CLP+21]. As such, it is desirable to design a dynamic distance oracle which has

both small update time (tu) for adding/removing a point xi ∈ Rd, and small query

time (tq) for distance estimation. We remark that most known DOs are dynamic

by nature (as they rely on linear sketching techniques), but for general metrics (e.g.,

graph shortest-path or the ℓ∞ norm) this is much less obvious, and indeed linearity

of encoding/decoding will be a key challenge in our data structure (see next section).

The problem is formally defined as follows:

Definition 13.1 (Symmetric-Norm Distance Oracles). Let ∥·∥sym denote the symmet-

ric norm. We need to design a data structure that efficiently supports any sequence

of the following operations:

• Init({x1, x2, · · · , xn} ⊂ Rd, ϵ ∈ (0, 1), δ ∈ (0, 1)). The data structure takes

n data points {x1, x2, . . . , xn} ⊂ Rd, an accuracy parameter ϵ and a failure

probability δ as input.

• UpdateX(z ∈ Rd, i ∈ [n]). Update the data structure with the i-th new data

point z.

• EstPair(i, j ∈ [n]) Outputs a number pair such that (1 − ϵ)∥xi − xj∥sym ≤
pair ≤ (1 + ϵ) · ∥xi − xj∥sym with probability at least 1− δ.
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• Query(q ∈ Rd). Outputs a vector dist ∈ Rn such that ∀i ∈ [n], (1 − ϵ)∥q −
xi∥sym ≤ dsti ≤ (1 + ϵ)∥q − xi∥sym. with probability at least 1− δ.

where ∥x∥sym is the symmetric norm of vector x.

This problem can be viewed as an online version of the (approximate) closest-

pair problem [Val12], which asks to find the closest pair of points among an offline

batch of data points X = x1, . . . , xn ∈ Rd, or equivalently, the smallest entry of the

covariance matrix XX⊤. One major (theoretical) advantage of the offline case is that

it enables the use of fast matrix-multiplication (FMM) to speed-up the computation

of the covariance matrix [Val12, AWY14, AWY18, Alm19] (i.e., sub-linear amortized

per query). By contrast, in the online setting such speedups are conjectured to be

impossible [HKNS15, LW17].

Notations. For any positive integer n, we use [n] to denote {1, 2, · · · , n}. For any

function f , we use Õ(f) to denote f ·poly(log f). We use Pr[] to denote probability. We

use E[] to denote expectation. We use both l(·) and ∥ · ∥sym to denote the symmetric

norm. We use ∥ · ∥2 to denote the entry-wise ℓ2 norm. We define a tail notation

which is very standard in sparse recover/compressed sensing literature. For any given

vector x ∈ Rd and an integer k, we use x[k] or xtail(k) to denote the vector that without

(zeroing out) top-k largest entries (in absolute). For a vector x, we use x⊤ to denote

the transpose of x. For a matrix A, we use A⊤ to denote the transpose of A. We

use 1n denote a length-n vector where every entry 1. We use 0n to denote a length-n

vector where every entry is 0.

13.1.1 Our results

Two important complexity measures of (symmetric) norms, which capture

their “intrinsic dimensionality", are the concentration modulus (mc) and maximum

modulus (mmc) parameters. We now define these quantities along the lines of [BBC+17,

SWY+19].
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Definition 13.2 (Modulus of concentration (mc)). Let X ∈ Rn be uniformly dis-

tributed on Sn−1, the l2 unit sphere. The median of a symmetric norm l is the

(unique) value Ml such that Pr [l(X) ≥Ml] ≥ 1/2 and Pr [l(X) ≤Ml] ≥ 1/2. Simi-

larly, bl denotes the maximum value of l(x) over x ∈ Sn−1. We call the ratio

mc(l) := bl/Ml

the modulus of concentration of the norm l.

For every k ∈ [n], the norm l induces a norm l(k) on Rk by setting

l(k)((x1, x2, . . . , xk)) := l((x1, x2, . . . , xk, . . . , 0, . . . , 0))

Definition 13.3 (mmc). Define the maximum modulus of concentration of the norm

l as

mmc(l) := max
k∈[n]

mc(l(k)) = max
k∈[n]

bl(k)

Ml(k)

Next, we present a few examples (in Table 13.1) for different norm l’s mmc(l).

Norm l mmc(l)
ℓp(p ≤ 2) Θ(1)

ℓp(p > 2) Θ(d1/2−1/p)

top-k norms Θ̃(
√
d/k)

k-support norms and the box-norm O(log d)
max-mix and sum-mix of ℓ1 and ℓ2 O(1)
Orlicz norm ∥ · ∥G O(

√
CG log d)

Table 13.1: Examples of mmc(l), where max-mix of ℓ1 and ℓ2 is defined as
max{∥x∥2, c∥x∥1} for a real number c, sum-mix of ℓ1 and ℓ2 is defined as ∥x∥2+c∥x∥1
for a real number c, and CG of Orlicz norm is defined as the number that for all
0 < x < y, G(y)/G(x) ≤ CG(y/x)

2.

We are now ready to state our main result:

Theorem 13.1 (Main result, informal version of Theorem 13.19). Let ∥ · ∥l be any

symmetric norm on Rd. There is a data structure for the online symmetric-norm Dis-

tance Oracle problem (Definition 13.1), which uses n(d+mmc(l)2)·poly(1/ϵ, log(nd/δ))
space, supporting the following operations:
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• Init({x1, x2, . . . , xn} ⊂ Rd, ϵ ∈ (0, 1), δ ∈ (0, 1)): Given n data points {x1, x2, . . . , xn} ⊂
Rd, an accuracy parameter ϵ and a failure probability δ as input, the data struc-

ture preprocesses in time n(d+mmc(l)2) ·poly(1/ϵ, log(nd/δ)). Note that mmc()

is defined as Definition 13.3.

• UpdateX(z ∈ Rd, i ∈ [n]): Given an update vector z ∈ Rd and index i ∈ [n],

the data data structure receives z and i as inputs, and updates the i-th data

point xi ← z, in d · poly(1/ϵ, log(nd/δ)) time.

• Query(q ∈ Rd, S ⊆ [n]): Given a query point q ∈ Rd and a subset of the input

points S ⊆ [n], the Query operation outputs a ϵ- multiplicative approximation

to each distance from q to points in S, in time

(d+ |S| ·mmc(l)2) · poly(1/ϵ, log(nd/δ))

i.e. it provides a set of estimates {dsti}i∈S such that:

∀i ∈ S, (1− ϵ)∥q − xi∥l ≤ dsti ≤ (1 + ϵ)∥q − xi∥l

with probability at least 1− δ.

• EstPair(i, j ∈ [n]) Given indices i, j ∈ [n], the EstPair operation takes i

and j as input and approximately estimates the symmetric norm distances from

i-th to the j-th point xi, xj ∈ Rd in time mmc(l)2 · poly(1/ϵ, log(nd/δ)) i.e. it

provides a estimated distance pair such that:

(1− ϵ)∥xi − xj∥l ≤ pair ≤ (1 + ϵ)∥xi − xj∥l

with probability at least 1− δ.

Roadmap. In Section 13.2, we give an overview of techniques we mainly use in

the work. Section 13.3 gives an introduction of the Sparse Recovery Data we use for

sketching. Section 13.4 analyze the running time and space of our data structure with

their proofs, respectively. Section 13.5 show the correctness of our data structure and

give its proof. Finally in Section 13.6 we conclude our work.
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13.2 Technique Overview

Our distance oracle follows the “sketch-and-decode” approach, which was ex-

tensively used in many other sublinear-time compressed sensing and sparse recovery

problems [Pri11, HIKP12a, LNNT16, NS19, SSWZ22]. The main idea is to compress

the data points into smaller dimension by computing, for each data point xi ∈ Rd,

a (randomized) linear sketch Φ · xi ∈ Rd′ with d′ ≪ d at preprocessing time, where

Φxi is an unbiased estimator of ∥xi∥. At query time, given a query point q ∈ Rd, we

analogously compute its sketch Φq. By linearity of Φ, the distance between q and xi
(i.e., ℓ(q − xi)) can be trivially decoded from the sketch difference Φq − Φxi. As we

shall see, this simple virtue of linearity is less obvious to retain when dealing with

general symmetric norms.

Layer approximation Our algorithm uses the layer approximation method pro-

posed by Indyk and Woodruff in [IW05] and generalized to symmetric norms in

[BBC+17, SWY+19]. Since symmetric norms are invariant under reordering of the

coordinates, the main idea in [IW05] is to construct a “layer vector” as follows: for

a vector v ∈ Rd, round (the absolute value of) each coordinate to the nearest power

αi for some fixed α ∈ R and i ∈ N, and then sort the coordinates in an increasing

order. This ensures that the i-th layer contains all the coordinates j ∈ [d] satisfying:

αi−1 < |vj| ≤ αi. In particular, the layer vector of v has the form

L(v) := (α1, . . . , α1

︸ ︷︷ ︸
b1 times

, α2, . . . , α2

︸ ︷︷ ︸
b2 times

, · · · , αP , . . . , αP︸ ︷︷ ︸
bP times

, 0, . . . , 0) ∈ Rd,

where bi is the number of coordinates in layer-i. More importantly, since the norm is

symmetric, the layer vector L(v) has a succinct representation: (bi)i∈[P ].

Then, it suffices to estimate bi for each i ∈ [P ], where the Indyk-Woodruff

sketching technique can be used to approximate the vector. At the i-th layer, each

coordinate of v is sampled with probability P/bi, and then the algorithm identifies

the ℓ2-heavy-hitters of the sampled vector. [BBC+17] gave a criterion for identifying
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the important layers, whose heavy-hitter coordinates in the corresponding sampled

vectors, is enough to recover the entire symmetric norm ∥v∥sym.

Unfortunately, this technique for norm estimation does not readily translate

to estimating distances efficiently:

• Too many layers: In previous works, each data point xi is sub-sampled inde-

pendently in R layers, i.e, generates R subsets of coordinates S1
i , . . . , S

R
i ⊂ [d].

The sketch of the query point S(q) then needs to be compared to each S(xi) in

every layer. Since there are R = Ω(n) layers in [BBC+17, IW05] of size Ω(d)

across all all data points, the total time complexity will be at least Ω(nd), which

is the trivial query time.

• Non-linearity: The aforementioned sketching algorithms [BBC+17, IW05] in-

volve nonlinear operations, and thus cannot be directly used for distance esti-

mation.

• Slow decoding: The aforementioned sketches take linear time to decode the

distance from the sketch, which is too slow for our application.

To overcome these challenges, we use the following ideas:

Technique I: shared randomness To reduce the number of layers, we let all the

data points use the same set of layers. That is, in the initialization of our algorithm,

we independently sample R subsets S1, . . . , SR with different probabilities. Then,

for each data point xi, we consider (xi)Sj as the sub-sample for the j-th layer, and

perform sketch on it. Hence, the number of different layer sets is reduced from nt to

t. For a query point q, we just need to compute the sketches for (q)S1 , . . . , (q)SR . And

the distance between q and xi can be decoded from {Φ(xi)Sj −Φ(q)Sj}j∈[R]. We also

prove that the shared randomness in all data points will not affect the correctness of

layer approximation.
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Technique II: linearization We choose a different sketching method called Batch-

HeavyHitter (see Theorem 13.20 for details) to generate and maintain the linear

sketches, which allows us to decode the distance from sketch difference.

Technical III: locate-and-verify decoding We design a locate-and-verify style

decoding method to recover distance from sketch. In our data structure, we not only

store the sketch of each sub-sample vector, but also the vector itself. Then, in de-

coding a sketch, we can first apply the efficient sparse-recovery algorithm to identify

the position of heavy-hitters. Next, we directly check the entries at those positions

to verify that they are indeed “heavy” (comparing the values with some threshold),

and drop the non-heavy indices. This verification step is a significant difference from

the typical sparse recovery approaches, which employ complex (and time-consuming)

subroutines to reconstruct the values of the heavy-hitter coordinates. Instead, our

simple verification procedure eliminates all the false-positive heavy-hitters, therefore

dramatically reducing the running time of the second step, which can now be per-

formed directly by reading-off the values from the memory.

With these three techniques, we obtain our sublinear-time distance estimation

algorithm. Our data structure first generate a bunch of randomly selected subsets of

coordinates as the layer sets. Then, for each data point, we run the BatchHeavy-

Hitter procedure to sketch the sub-sample vector in each layer1. In the query phase,

we call the Decode procedure of BatchHeavyHitter for the sketch differences

between the query point q and each data point xi, and obtain the heavy hitters of

each layer. We then select some “important layers” and use them to approximately

recover the layer vector L(q − xi), which gives the estimated distance ∥q − xi∥sym.

Finally, we summarize the time and space costs of our data structure. Let

ϵ be the precision parameter and δ be the failure probability parameter. Our data

1The total sketch size of each data point is mmc(l)2 · poly log d. In the ℓp-norm case with p > 2,
mmc(l) = d1/2−1/p (see Table 13.1) and our sketch size is Õ(d1−2/p), matching the lower bound of
ℓp-sketching. When p ∈ (0, 2], mmc(l) = Θ(1) and our sketch size is Õ(1), which is also optimal.
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structure achieves Õ(n(d + mmc(l)2))-time for initialization , Õ(d)-time per data

point update, and Õ(d + n · mmc(l)2))-time per query. As for space cost, our data

structure uses the space of Õ(n(d+mmc(l)2)) in total. Note that mmc is defined as

Defnition 13.3.

13.3 Sparse Recovery Data Structure

We design a data structure named BatchHeavyHitter to generate sketches

and manage them. In our design, it is a “linear sketch" data structure, and providing

the following functions:

• Init(ϵ ∈ (0, 0.1), n, d). Create a set of Random Hash functions and all the n

copies of sketches share the same hash functions. This step takes Tinit(ϵ, n, d)

time.

• Encode(i ∈ [n], z ∈ Rd, d). This step takes Tencode(d) encodes z into i-th

sketched location and store a size Sspace linear sketch.

• EncodeSingle(i ∈ [n], j ∈ [d], z ∈ R, d). This step takes Tencodesingle(d) up-

dates one sparse vector ejz ∈ Rd into i-th sketched location.

• Subtract(i, j, l ∈ [n]). Update the sketch at i-th location by j-th sketch minus

l-th sketch.

• Decode(i ∈ [n], ϵ ∈ (0, 0.1), d). This step takes Tdecode(ϵ, d) such that it returns

a set L ⊆ [d] of size |L| = O(ϵ−2) containing all ϵ-heavy hitters i ∈ [n] under

ℓp. Here we say i is an ϵ-heavy hitter under ℓ2 if |xi| ≥ ϵ · ∥x[ϵ−2]∥2 where x[k]
denotes the vector x with the largest k entries (in absolute value) set to zero.

Note that the number of heavy hitters never exceeds 2/ϵ2.

With this data structure, we are able to generate the sketches for each point,

and subtract each other with its function. And one can get the output of heavy
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hitters of each sketch stored in it with Decode function. More details are deferred

to Section 13.10.2.

13.4 Running Time and Space of Our Algorithm

Algorithm 72 Data structure for symmetric norm estimation: members, init, infor-
mal version of Algorithm 75 and Algorithm 76
1: data structure DistanceOnSymmetricNorm ▷ Theorem 13.19
2: members
3: {xi}ni=1 ∈ Rd

4: {Sr,l,u}r∈[R],l∈[L],u∈[U ] ▷ A list of the BatchHeavyHitter
5: {Hr,l,u}r∈[R],l∈[L],u∈[U ] ⊂ [d]× R
6: end members
7:
8: public:
9: procedure Init({x1, · · · , xn} ⊂ Rd, δ, ϵ) ▷ Lemma 13.2

10: Initialize the sparse-recovery data structure {Sr,l,u}
11: Create {bmapr,l,u} shared by all i ∈ [n] ▷ {bmapr,l,u} is list of a layer set map
12: for i ∈ [n], j ∈ [d] do
13: if bmapr,u,l[j] = 1 then
14: Sample xi,j into each subvector xr,u,l,i
15: end if
16: end for
17: Encode {xr,u,l,i}i∈[n] into {Sr,l,u}
18: end procedure
19: end data structure

We first analyze the running time of different procedures of our data structure

DistanceOnSymmetricNorm. See Algorithm 76, with the linear sketch technique,

we spend the time of Õ(n(d+mmc(l)2)) for preprocessing and generate the sketches

stored in the data structure. When it comes a data update (Algorithm 77), we spend

Õ(d) to update the sketch. And when a query comes (Algorithm 78), we spend

Õ(d + n · mmc(l)2)) to get the output distance estimation. The lemmas of running

time and their proof are shown below in this section.

Lemma 13.2 (Init time, informal). Given data points {x1, x2, . . . , xn} ⊂ Rd, an ac-
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Algorithm 73 Data structure for symmetric norm estimation: query, informal ver-
sion of Algorithm 78
1: data structure DistanceOnSymmetricNorm
2: public:
3: procedure Query(q ∈ Rd) ▷ Lemma 13.4, 13.6
4: Encode q into {Sr,l,u}
5: for i ∈ [n] do
6: Subtract the sketch of xi and q, get the estimated heavy-hitters of q − xi
7: Decode the sketch and store returned estimation of heavy-hitters into Hr,l,u

8: for u ∈ [U ] do
9: if Hr,l,u provide correct indices of heavy hitters then

10: Select it as good set and store it in Hr,l

11: end if
12: end for
13: Generate estimated layer sizes {cik}k∈[P ]

14: dsti ← LayerVetcorApprox(α, ci1, c
i
2, . . . , c

i
P , d)

15: Reset {Hr,l,u} for next distance
16: end for
17: return {dsti}i∈[n]
18: end procedure
19: end data structure

curacy parameter ϵ ∈ (0, 1), and a failure probability δ ∈ (0, 1) as input, the procedure

init (Algorithm 76) runs in time

O(n(d+mmc(l)2) · poly(1/ϵ, log(nd/δ))).

Proof. The Init time includes these parts:

• Line 12 takes O(RLU · Tinit(
√
β, n, d)) to initialize sketches

• Line 17 to Line 19 takes O(RUdL) to generate the bmap;

• Line 24 takes O(ndRUL · Tencodesingle(d)) to generate sketches

By Theorems 13.20, we have

• Tinit(
√
β, n, d)) = n ·O(β−1 log2 d) = O(n ·mmc(l)2 log7(d)ϵ−5),
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• Tencodesingle(d) = O(log2(d)).

Adding them together we got the time of

O(RLUTinit(
√
β, n, d)) +O(RUdL) +O(ndRUL · Tencodesingle(d))

= O(RLU(Tinit(
√
β, n, d) + nd · Tencodesingle(d)))

= O(ϵ−4 log(1/δ) log4(d) · log(d) · log(d2/δ · log(nd))(n ·mmc(l)2 log7(d)ϵ−5 + nd log2(d)))

= O(n(d+mmc(l)2) · poly(1/ϵ, log(nd/δ))),

where the first step follows from merging the terms, the second step follows from

the definition of R,L, U,Tencodesingle(d),Tinit, the third step follows from merging the

terms.

Thus, we complete the proof.

Lemma 13.3 (Update time, informal). Given a new data point z ∈ Rd, and an

index i where it should replace the original data point xi ∈ Rd. The procedure Update

(Algorithm 77) runs in time

O(d · poly(1/ϵ, log(nd/δ))

Proof. The Update operation calls BatchHeavyHitter.Encode for RLU times,

so it has the time of

O(RLU · Tencode(d)) = O(ϵ−4 log(1/δ) log4(d) · log(d) · log(d2/δ) · d log2(d) · log(nd))

= O(ϵ−4d log9(nd/δ))

where the first step follows from the definition of R,L, U,Tencode(d), the second step

follows from

log(1/δ) log4(d) log(d) log(d2/δ) log2(d) log(nd)

= (log(1/δ))(log7 d)(2 log d+ log(1/δ)) log(nd)

= O(log9(nd/δ)).

Thus, we complete the proof.
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Here, we present a Query for outputting all the n distances. In Section 13.11,

we provide a more general version, which can take any input set S ⊆ [n], and output

distance for only them in a shorter time that proportional to |S|.

Lemma 13.4 (Query time, informal). Given a query point q ∈ Rd, the procedure

Query (Algorithm 78) runs in time

O((d+ n ·mmc(l)2) · poly(1/ϵ, log(nd/δ))).

Proof. The Query operation has the following two parts:

• Part 1: Line 5 takes O(RLU ·Tencode) time to call Encode to generate sketches

for q.

• Part 2: For every i ∈ [n]:

– Line 10 takes O(RLU · Tsubtract) time to compute sketch of the difference

between q and xi, and store the sketch at index of n+ 1.

– Line 11 takes O(RLU · Tdecode) time to decode the BatchHeavyHitter

and get estimated heavy hitters of q − xi.

– Line 13 to Line 19 takes O(RLU ·2/β) time to analyze the BatchHeavy-

Hitter and get the set of indices, where 2/β is the size of the set.

– Line 25 takes O(LP · 2/β) time to compute size of the layer sets cut by α.

– Line 27 to Line 31 takes O(PL) time to compute the estimation of each

layer.

The total running time of this part is:

n · (O(RLU · Tsubtract) +O(RLU · Tdecode) +O(RLU · 2/β) +O(LP · 2/β) +O(LP ))

= O(nL(RU(Tsubtract + Tdecode + β−1) + Pβ−1))

time in total.
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Taking these two parts together we have the total running time of the Query proce-

dure:

O(RLU · Tencode) +O(nL(RU(Tsubtract + Tdecode + β−1) + Pβ−1))

= O(RLU(Tencode + n · Tsubtract + n · Tdecode + nβ−1) + nLPβ−1)

= O(ϵ−4 log6(d/δ) log(nd)(d log2(d) + nβ−1 log2(d)) + nϵ−1 log2(d)β−1)

= O((d+ n ·mmc(l)2) · poly(1/ϵ, log(nd/δ)))

where the first step follows from the property of big O notation, the second step

follows from the definition of R,L, U,Tencode, Tencode,Tsubtract,Tdecode (Theorem 13.20)

, P , the third step follows from merging the terms.

Thus, we complete the proof.

Next, we analyze the space usage in our algorithm. We delay the proofs into

Section 13.13.

Lemma 13.5 (Space complexity of our data structure, informal version of Lemma 13.31).

Our data structure (Algorithm 72 and 73) uses space

O(n(d+mmc(l)2) · poly(1/ϵ, log(d/δ))).

13.5 Correctness of Our Algorithm

The correctness of our distance oracle is proved in the following lemma:

Lemma 13.6 (Query correctness). Given a query point q ∈ Rd, the procedure

Query (Algorithm 78) takes q as input and approximately estimates {dsti}i∈[n] the

distance between q and every xi with the norm l, such that for every dsti, with prob-

ability at least 1− δ, we have

(1− ϵ) · ∥q − xi∥sym ≤ dsti ≤ (1 + ϵ) · ∥q − xi∥sym
879



Proof. Without loss of generality, we can consider a fixed i ∈ [n]. For simplicity, we

denote xi by x.

Let v := q − x. By Lemma 13.14, it is approximated by its layer vector L(v),

namely,

∥v∥sym ≤ ∥L(v)∥sym ≤ (1 +O(ϵ))∥v∥sym, (13.1)

where ∥ · ∥sym is a symmetric norm, denoted also by l(·).

We assume without loss of generality that ϵ ≥ 1/poly(d). Our algorithm

maintains a data structure that eventually produces a vector J(v), which is created

with the layer sizes c1, c2, . . . , cP , where c’s denotes the estimated layer sizes output

by out data structure, and the b’s are the ground truth layer sizes. We will show that

with high probability, ∥J(v)∥sym approximates ∥L(v)∥sym. Specifically, to achieve

(1 ± ϵ)-approximation to ∥v∥sym, we set the approximation guarantee of the layer

sets (Definition 13.6) to be ϵ1 := O( ϵ2

log(d)
) and the importance guarantee to be β0 :=

O( ϵ5

mmc(l)2 log5(d)
), where mmc(l) is defined as Definition 13.3.

Observe that the number of non-empty layer sets P = O(logα(d)) = O(log(d)/ϵ).

Let Esucceed denote the event (1− ϵ1)bk ≤ ck ≤ bk. By Lemma 13.25, it happens with

high probability 1− δ. Conditioned on this event.

Denote by J(v) the vector generated with the layer sizes given by Line 30,

and by L∗(v) the vector L(v) after removing all buckets (Definition 13.7) that are

not β-contributing (Definition 13.8), and define J∗(v) similar to L∗(v), where we set

β := ϵ/P = O(ϵ2/ log(d)). Every β-contributing layer is necessarily β0-important

(Definition 13.6) by Lemma 13.17 and Lemma 13.18 and therefore satisfies ck ≥
(1 − ϵ1)bk (Lemma 13.25). We bound the error of ∥L∗(v)∥sym by Lemma 13.16,

namely,

(1−O(ϵ))∥L(v)∥sym ≤ (1−O(logα d) · β)∥L(v)∥sym ≤ ∥L∗(v)∥sym ≤ ∥L(v)∥sym.

where the first step follows from the definition of β, the second step and the third

step follow from Lemma 13.16.
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Then, we have

∥J(v)∥sym ≥ ∥J∗(v)∥sym
= ∥L∗(v)\Lk1(v) ∪ Jk1(v) . . . \Lkκ(v) ∪ Jkκ(v)∥sym
≥ (1− ϵ1)P∥L∗(v)∥sym
≥ (1−O(ϵ))∥L∗(v)∥sym. (13.2)

where the first step follows from monotonicity (Lemma 13.8), the second step follows

from the definition of J∗(v), the third step follows from Lemma 13.15, and the fourth

step follows from the definition of ϵ1 and P .

Combining Eq. (13.1) and (13.2), we have

(1−O(ϵ)) · ∥v∥sym ≤ ∥J∗(v)∥sym ≤ ∥v∥sym, (13.3)

which bounds the error of ∥J∗(v)∥sym as required. Note that, with Lemma 13.16 we

have

(1−O(ϵ)) · ∥J(v)∥sym ≤ ∥J∗(v)∥sym ≤ ∥J(v)∥sym (13.4)

Combining the Eq.(13.3) and (13.4) we have

(1−O(ϵ)) · ∥v∥sym ≤ ∥J(v)∥sym ≤ (1 +O(ϵ)) · ∥v∥sym

Note that Esucceed has a failure probability of δ. Thus, we complete the proof.

13.6 Conclusion

Similarity search is the backbone of many large-scale applications in machine-

learning, optimization, databases and computational geometry. Our work strengthens

and unifies a long line of work on metric embeddings and sketching, by presenting the

first Distance Oracle for any symmetric norm, with nearly-optimal query and update

times. The generality of our data structure allows to apply it as a black-box for data-

driven learned symmetric distance metrics [DKJ+07] and in various optimization

problems involving symmetric distances.
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Our work raises several open questions for future study:

• The efficiency of our data structure depends on mmc(l), the concentration prop-

erty of the symmetric norm. Is this dependence necessary?

• Can we generalize our data structure to certain asymmetric norms ?

We believe our work is also likely to influence other fundamental problems

in high-dimensional optimization and search, e.g, kernel linear regression, geometric

sampling and near-neighbor search.

Roadmap. We divide the appendix into the following sections. Section 13.7 gives

the preliminaries for our work. Section 13.8 introduces some useful properties of sym-

metric norms. Section 13.9 gives the proofs for the layer approximation technique.

Section 13.10 states the formal version of our main theorem and algorithms. Sec-

tion 13.11 gives more details about the time complexity proofs. Section 13.12 gives

some details about the correctness proofs. Section 13.13 shows the space complexity

of our algorithm. Section 13.14 states a streaming lower bound for the norm esti-

mation problem and shows that our result is tight in this case. Section 13.15 gives

an instantiation of the sparse recovery data structure (BatchHeavyHitter) that

simplifies the analysis in prior work.

13.7 Preliminaries

In Section 13.7.1, we define the notations we use in this chapter. In Sec-

tion 13.7.2, we introduce some probability tools. In Section 13.7.3, we define p-stable

distributions.

13.7.1 Notations

For any positive integer n, we use [n] to denote a set {1, 2, · · · , n}. We use

E[] to denote the expectation. We use Pr[] to denote the probability. We use Var[] to
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denote the variance. We define the unit vector ξ(d1) := 1√
d1
(1, 1, 1, , . . . , 1, 0, . . . , 0) ∈

Rd, for any d1 ∈ [d], which has d1 nonzero coordinates. We abuse the notation to

write ξ(d1) ∈ Rd1 by removing zero coordinates, and vice-versa by appending zeros.

We use ∥x∥2 to denote entry-wise ℓ2 norm of a vector. We use ∥x∥sym to denote the

symmetric norm of a vector x.

We define tail as follows

Definition 13.4 (Tail of a vector). For a given x ∈ Rd and an integer k, we use x[k]
or xtail(k) to denote the vector that without largest top-k values (in absolute).

13.7.2 Probability Tools

We state some useful inequalities in probability theory in below.

Theorem 13.7 (Levy’s isoperimetric inequality, [GMS86]). For a continuous func-

tion f : Sd−1 → R, Let Mf be the median of f , i.e., µ({x : f(x) ≤ Mf}) ≥ 1/2 and

µ({x : f(x) ≥ Mf}) ≥ 1/2, where µ(·) is the Haar probability measure on the unit

sphere Sd−1. Then

µ({x : f(x) =Mf}ϵ) ≥ 1−
√
π/2e−ϵ

2d/2,

where for a set A ⊂ Sd−1 we denote Aϵ := {x : l2(x,A) ≤ ϵ} and l2(x,A) :=

infy∈A ∥x− y∥2.

13.7.3 Stable Distributions

We define p-stable distributions.

Definition 13.5 ([Ind06]). A distribution Dp is called p-stable, if there exists p ≥ 0

such that for any d real numbers a1, a2, . . . , ad and i.i.d. variables x1, x2, . . . , xd from

distribution Dp. the random variable
∑d

i=1 aixi has the same distribution as the

variable ∥a∥py, where y is a random variable from distribution Dp.
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13.8 Symmetric Norms

In this section, we give several technical tools for symmetric norms. In Sec-

tion 13.8.1, we show the monotonicity of symmetric norms. In Section 13.8.2, we

show the concentration properties of symmetric norms. In Section 13.8.3, we show

some properties of the median of symmetric norms.

13.8.1 Monotonicity property of symmetric norm

Lemma 13.8 (Monotonicity of Symmetric Norms, see e.g. Proposition IV.1.1 in

[Bha97] ). If ∥ · ∥sym is a symmetric norm and x, y ∈ Rd satisfy that for all i ∈ [d] ,

|xi| ≤ |yi|, then ∥x∥sym ≤ ∥y∥sym.

13.8.2 Concentration property of symmetric norms

Let us give the results of the concentration of measure as followed. The fol-

lowing tools and proofs can be found in [BBC+17]. However, for completeness, we

state them below.

Lemma 13.9 (Concentration of Ml). For every norm l on Rd, if x ∈ Sd−1 is drawn

uniformly at random according to Haar measure on the sphere, then

Pr[∥x∥l −Ml| >
2bl√
d
] <

1

3

Proof. With Theorem 13.7, we know that, for a random x distributed according to

the Haar measure on the l2-sphere, with probability at least 1 −
√
π/2e−2 > 2

3
, we

can always find some y ∈ Sd−1, such that

∥x− y∥2 ≤
2√
d
, and

∥y∥l =Ml.

If we view the norm l as a function, then it is obvious that it is bl-Lipschitz with
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respect to ∥ · ∥2, so that we have

|∥x∥l −Ml| = |∥x∥l − ∥y∥l|

≤ ∥x− y∥l
≤ bl∥x− y∥

≤ 2bl√
d

where the first step follows from the definition of y, the second step follows from

triangle inequality, the third step follows from that norm l is bl-Lipschitz with respect

to ∥ · ∥2, and the last step follows from the definition of y.

Thus, we complete the proof.

Lemma 13.10 (Concentration inequalities for norms ). For every d > 0, and norm

l on Rn, there is a vector x ∈ Sd−1 satisfying

• |∥x∥∞ −Ml
(d)
∞
| ≤ 2/

√
d

• |∥x∥l −Ml(d)| ≤ 2bl(d)/
√
d, and

• |{i : |xi| > 1
K
√
d
}| > d

2
for some universal constant K.

Proof. Let x be drawn uniformly randomly from a unit sphere. From Lemma 13.9,

we have

Pr[|∥x∥l −Ml
(d)
∞
| > 2√

d
] <

1

3

and Pr[|∥x∥l −Ml(d) | >
2bl√
d
] <

1

3
.

Define τ(x, t) := |{i ∈ [d] : |xi| < t}|. Now we are giving the proof to show that, for

a constant K, over a choice of x, we have τ(x, 1
K
√
d
) < d

2
with probability lager than

2/3 .

Let’s consider an random vector z ∈ Rd, such that each entry zi is independent

standard normal random variable. It is well known that z
∥z∥2 is distributed uniformly
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over a sphere, so it has the same distribution as x. There is a universal constant K1

such that

Pr[∥z∥2 > K1

√
d] <

1

6
,

and similarly, there is a constant K2, such that

Pr[|zi| <
1

K2

] <
1

12
.

Therefore, by Markov bound we have

Pr[τ(z,
1

K2

) >
d

2
] <

1

6
.

By union bound, with probability larger than 2/3, it holds simultaneously that

∥z∥2 ≤ K1

√
d and τ(z,

1

K2

) <
d

2
,

which imply:

τ(
z

∥z∥2
,

1

K1K2

√
d
) <

d

2
.

Now, by union bound, a random vector x satisfies all of the conditions in the statement

of the lemma with positive probability.

Thus, we complete the proof.

13.8.3 Median of symmetric norm

We state a well-known fact before introducing Lemma 13.12.

Fact 13.11 (Concentration for median on infinity norm, [GMS86]). There are abso-

lute constants 0 < γ1 < γ2 such that for every integer d ≥ 1,

γ1
√

log(d)/d ≤M
l
(d)
∞
≤ γ2

√
log(d)/d

We now give the following Lemma, which says that the l-norm of the (normal-

ized) unit vector ξ(d) is closely related to the median of the norm. We are considering

this vector because that it is related to a single layer of L.
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Lemma 13.12 (Flat Median Lemma ). Let l : Rd → R be a symmetric norm. Then

λ1Ml/
√
log(d) ≤ l(ξ(d)) ≤ λ2Ml

where λ1, λ2 > 0 are absolute constants.

We notice that the first inequality is tight for l∞.

Proof. Using Lemma 13.10, we can find a vector x ∈ Sd−1 and a constant λ > 0

satisfying

• |∥x∥∞ −Ml∞| ≤ λ
√

1/d

• |∥x∥l −Ml| ≤ λbl/
√
d, and

• |{i : |xi| > 1
K
√
d
}| > d

2
for some universal constant K.

With Fact 13.11, Ml∞ = Θ(
√

log(d)/d). On the other hand, let mmc(l) be defined

as Definition 13.3, we have

mmc(l) ≤ γ
√
d

for sufficiently small γ, thus

λbl√
d
< Ml.

So with constants γ1, γ2 > 0, we have

γ1Ml ≤ ∥x∥l ≤ γ2Ml

and γ1
√

log(d)/d ≤ ∥x∥∞ ≤ γ2
√

log(d)/d.

So that we have

|x| ≤ γ2
√

log(d) · ξ(d),
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where the inequality is entry-wise, and with monotonicity of symmetric norms (Lemma 13.8),

we have

γ1 ≤ ∥x∥l ≤ γ2
√

log(d) · ∥ξ(d)∥l.

Now we move to the second condition of the lemma, we first let M = {i : |xi| > 1
K
√
d
}.

As |M | > d
2
, we can find a permutation π satisfying

[d]−M ∈ π(M).

We define a vector π(x) to be the vector by applying the permutation π to each

entry of x. Denote by |x| the vector of taking absolute value of x entry-wise. Notice

|x|+ π(|x|) > ξ(d)

K
entry-wise, so that we have

1

K
· ∥ξ(d)∥l ≤ ∥|x|+ π(|x|)∥l

≤ ∥|x|∥l + ∥π(|x|)∥l
= 2∥x∥l
≤ 2γ2Ml,

where the first step follows from the monotonicity of symmetric norm (Lemma 13.8),

the second step follows from the triangle inequality, the third step follows from the

definition of π, and the last step follows from the definition of γ2.

Thus, we complete the proof.

The following lemma shows the monotonicity of the median (in d), a very

useful property in the norm approximation.

Lemma 13.13 (Monotonicity of Median). Let l : Rd → R be a symmetric norm. For

all d1 ≤ d2, where d1, d2 ∈ [n], let mmc(l) be defined as Definition 13.3, we have

Ml(d1) ≤ λ ·mmc(l) ·
√
log(d1)Ml(d2) ,

where λ > 0 is an absolute constant.
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Proof. By Lemma 13.12 and the fact that ξ(d1) is also a vector in Sd2−1,

λMl(d1)/
√

log(d1) ≤ ∥ξ(d1)∥l ≤ bl(d2) ≤ mmc(l)Ml(d2) .

Thus, we complete the proof.

13.9 Analysis of Layer Approximation

In this section, we show how to estimate the symmetric norm l(·) of a vector

using the layer vectors. Section 13.9.1 gives the definitions of layer vectors and im-

portant layers. Section 13.9.2 shows that we can approximate the exact value of the

norm and the layer vector. Section 13.9.3 defines the contributing layer and shows

its concentration property. Section 13.9.4 proves that contributing layers are also

important.

Throughout this section, let ϵ ∈ (0, 1) be the precision, α > 0 and β ∈
(0, 1] be some parameters depending on d, ϵ and mmc(l), where mmc(l) is defined

as Definition 13.3. Furthermore, we assume mmc(l) ≤ γ
√
d, for constant parameter

0 ≤ γ ≪ 1/2 small enough.2

13.9.1 Layer vectors and important layers

Definition 13.6 (Important Layers). For v ∈ Rd, define layer i ∈ N+ as

Bi := {j ∈ [d] : αi−1 < |vj| ≤ αi},

and denote its size by bi := |Bi|. We denote the number of non-zero bi’s by t, the

number of non-empty layers. And we say that layer-i is β-important if

• bi > β ·∑t
j=i+1 bj

• biα
2i ≥ β ·∑j∈[i] bjα

2j

2We note that beyond this regime, the streaming lower bound in Theorem 13.32 implies that a
linear-sized memory (time) is required to approximate the norm.
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With out loss of generality, We restrict the entries of the vector v to be in

[−m,m], and that m = poly(d). Then we know that the number of non-zero bi’s is

at most P = O(logα(d)). In the view of ℓ2-norm, for an arbitrary vector v ∈ Rd, if

we normalize it to a unit vector, then the absolute value of each non-zero entry is at

least 1/poly(d). In order to simplify our analysis and algorithm for approximating

∥v∥sym, we introduce the notations we use as follows.

Definition 13.7 (Layer Vectors and Buckets). For each i ∈ [P ], let αi · 1bi ∈ Rbi

denote a vector that has length bi and every entry is αi. Define the layer vector for

v ∈ Rd with integer coordinates to be

L(v) := (α1 · 1b1 , α2 · 1b2 , · · · , αP · 1bP , 0 · 1d−∑j∈[P ] bj
) ∈ Rd;

and define the i-th bucket of L(v) to be

Li(v) := (0 · 1b1+b2+···+bi−1
, αi · 1bi , 0 · 1d−∑j∈[i] bj

) ∈ Rd;

We also define J(v) and Ji(v) as above by replacing {bi} with the approximated values

{ci}. Denote L(v)\Li(v) as the vector with the i-th bucket of L(v) replaced by 0. We

also denote (L(v)\Li(v)) ∪ Ji(v) as the vector by replacing the i-th bucket of L(v)

with Ji(v), i.e.,

(L(v)\Li(v)) ∪ Ji(v) := (α1 · 1b1 , α2 · 1b2 , · · · , αi · 1ci , · · · , αP · 1bP , 0 · 1d−∑j∈[P ] bj+bi−ci) ∈ Rd;

13.9.2 Approximated layers provides a good norm approximation

We now prove that, ∥v∥sym can be approximated by using layer vector V . We

first choose a base to be α := 1 +O(ϵ).

Lemma 13.14 (Approximattion with Layer Vector). For all v ∈ Rd, we have

∥L(v)∥sym/α ≤ ∥v∥sym ≤ ∥L(v)∥sym.

Proof. The lemma follows from the monotonicity of symmetric norms(Lemma 13.8)

directly.
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The next key lemma shows that ∥J(v)∥sym is a good approximation to ∥L(v)∥sym.

Lemma 13.15 (Bucket Approximation ). For every layer i ∈ [P ],

• if ci ≤ bi, then ∥(L(v)\Li(v)) ∪ Ji(v)∥sym ≤ ∥L(v)∥sym;

• if ci ≥ (1− ϵ)bi, then ∥(L(v)\Li(v)) ∪ Ji(v)∥sym ≥ (1− ϵ)∥L(v)∥sym.

Proof. With the monotonicity of norm (Lemma 13.8), the upper bound is quite ob-

vious. So we just focus on the lower bound. Let us take the vector

Ji(v) := (0 · 1c1+c2+···+ci−1
, αi · 1ci , 0, · · · , 0) ∈ Rd;

Here we define K(v) := L(v)−Li(v). Then notice that K(v)+Ji(v) is a permutation

of the vector (L(v)\Li(v))∪ Ji(v). We will then show that, under assumptions of the

lemma, we have

∥K(v) + Ji(v)∥sym ≥ (ci/bi)∥L(v)∥sym.

Assume a vector v ∈ Rd and a permutation π ∈ Σd, we define a vector π(x) to be the

vector by applying the permutation π to each entry of x. Using the property of the

symmetric norm, we have that ∥v∥sym = ∥π(v)∥sym. Consider a set of permutations

that are cyclic shifts over the non-zero coordinates of Li, and do not move any other

coordinates. That is, there is exactly bi permutations in S, and for every π ∈ S, we

have π(K(v)) = K(v). By the construction of S, we have,

∑

π∈S

π(Ji(v)) = ciLi(v)

and therefore
∑

π∈S π(K(v)+Ji(v)) = ciLi(v)+biK(v). As the vectors Li(v) and K(v)

have disjoint support, by monotonicity of symmetric norm (Lemma 13.8) with respect

to each coordinates we can deduce ∥ciLi(v) + biK(v)∥sym ≥ ∥ci(Li(v) + K(v))∥sym.
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By plugging those together,

ci∥Li(v) +K(v)∥sym ≤ ∥ciLi(v) + biK(v)∥sym
= ∥

∑

π∈S

π(Ji(v) +K(v))∥sym

≤
∑

π∈S

∥π(Ji(v) +K(v))∥sym

= bi∥π(Ji(v) +K(v))∥sym

where the first step follows from ci∥Li(v) + K(v)∥sym = ∥ci(Li(v) + K(v))∥sym and

the monotonicity of the norm l, the second step follows from
∑

π∈S π(Ji(v)+K(v)) =

ciLi(v) + biK(v), the third step follows from triangle inequality, and the last step

follows from the property of symmetric norm and |S| = bi.

Hence,

∥Ji(v) +K(v)∥sym ≥
ci
bi
∥L(v)∥sym ≥ (1− ϵ)∥L(v)∥sym,

Thus, we complete the proof.

13.9.3 Contributing layers

Definition 13.8 (Contributing Layers). For i ∈ [P ], layer i is called β-contributing

if

∥Li(v)∥sym ≥ β∥L(v)∥sym.

Lemma 13.16 (Concentration with contributing layers). Let L∗(v) be the vector

obtained from V by removing all layers that are not β-contributing. Then

(1−O(logα(d)) · β) · ∥L(v)∥sym ≤ ∥L∗(v)∥sym ≤ ∥L(v)∥sym.

Proof. Let i1, . . . , ik ∈ [P ] be the layers that are not β- contributing.

Then we apply the triangle inequality and have,

∥L(v)∥sym ≥ ∥L(v)∥sym − ∥Li1(v)∥sym − · · · − ∥Lik(v)∥sym
≥ (1− kβ)∥L(v)∥sym
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The proof follows by bounding k by P = O(logα(n)), which is the total number of

non-zero bi’s.

13.9.4 Contributing Layers Are Important

In this section, we give two lemmas to show that every β-contributing layer

(Definition 13.8) is β′-important (Definition 13.6), where β′ is depending on mmc(l)

(Definition 13.3). The first property of the important layer is proved in Lemma 13.17,

and the second property is proved in Lemma 13.18.

Lemma 13.17 (Importance of contributing layers (Part 1)). For i ∈ [P ], if layer i

is β-contributing, then for some absolute constant λ > 0, we have

bi ≥
λβ2

mmc(l)2 log2(d)
·

P∑

j=i+1

bj,

where mmc(l) is defined as Definition 13.3.

Proof. We first fix a layer i which is β-contributing. Let U(v) be the vector L(v)

after removing buckets j = 0, . . . , i. By Lemma 13.12, there is an absolute constant

λ1 > 0 such that

∥Li(v)∥sym = αi ·
√
bi · l(ξ(bi))

≤ λ1 · αi ·
√
bi ·Ml(bi) ,

and similarly

∥U(v)∥sym ≥
λ2α

i

√
log(d)

· (
P∑

j=i+1

bj)
1/2M

l
(
∑P

j=i+1
bj)
.

With these two inequalities, we can have the following deduction.

First, we have

∥Li(v)∥sym ≥ β · ∥L(v)∥sym ≥ β · ∥U(v)∥sym.
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Second, we assume that bi <
∑P

j=i+1 bj, as otherwise we are done:

bi ≥
P∑

j=i+1

bj ≥
λβ2

mmc(l)2 log2(d)
·

P∑

j=i+1

bj.

Then, by the monotonicity of the median (Lemma 13.13), we have

Ml(bi) ≤ λ3 ·mmc(l) ·
√
log(d) ·M

l
(
∑P

j=i+1
bj)

for some absolute constant λ3 > 0.

Putting it all together, we get

β · λ2α
i

√
log(d)

· (
P∑

j=i+1

bj)
1/2 ≤ λ1 · αi

√
bi · λ3 ·mmc(l) ·

√
log(d).

Therefore, we finish the proof.

Lemma 13.18 (Importance of contributing layers (Part 2)). For a symmetric l, let

mmc(l) be defined as Definition 13.3. If layer i ∈ [P ] is β-contributing, then there is

an absolute constant λ > 0 such that

biα
2i ≥ λβ2

mmc(l)2 · logα(n) · log2(n)
·
∑

j∈[i]

bjα
2j.

Proof. We first fix a layer i which is β-contributing, and let h := argmaxj≤i
√
bjα

j.

We consider the two different cases as follows.

First, if bi ≥ bh then the lemma follows obviously by

∑

j∈[i]

bjα
2j

≤ t · bh · α2h

≤ O(logα(d)) · bi · α2i.
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The second case is when bi < bh. With Definition 13.8 and Lemma 13.12, we have

λ1 · αi ·
√
bi ·Ml(bi)

≥ ∥Li∥sym
≥ β · ∥L∥sym

≥ λ2 · β · αh ·
√

bh
log(d)

·Ml(bh) ,

for some absolute constants λ1, λ2 > 0, where the first step follows from Lemma 13.12,

the second step follows from Definition 13.8, and the last step follows from Lemma 13.12.

following from monotonicity of the median (Lemma 13.13), we can plugging

in Ml(bi) ≤ λ3 ·mmc(l) ·
√

log(d) ·Ml(bh) , for some absolute constant λ3 > 0, so that

we have

λ1 · αi ·
√
bi ·Ml(bi) ≥

λ2 · β ·
√
bh · αh√

log(d)
· Ml(bi)

λ3 ·mmc(l) ·
√

log(d)
,

√
bi · αi ≥

λ2 · β ·
√
bh · αh

λ1λ3 ·mmc(l) · log(d) .

Square the above inequality and we can see that bh · α2h ≥ 1
O(logα(d))

·∑j∈[i] bjα
2j.

Thus we complete the proof.

13.10 Formal Main Result and Algorithms

In this section, we state the formal version of our main theorem and algorithms.

Section 13.10.1 presents our main result: a data structure for distance estimation with

symmetric norm. Section 13.10.2 introduces the sparse recovery tools for sketching.

13.10.1 Formal version of our main result

Here we divide function Query presented in Theorem 13.1 into two versions.

One takes only the query point q ∈ Rd as input to ask all the distances. Another

takes a query point q ∈ Rd and a set S ⊂ [n] to ask for the distance with the specific
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Algorithm 74 Data structure for symmetric norm estimation
1: data structure DistanceOnSymmetricNorm ▷ Theorem 13.19
2:
3: private:
4: procedure LayerVectorApprox(α, b1, b2, . . . , bP , d) ▷ Lemma 13.14
5: For each i ∈ [P ], let αi ·1bi ∈ Rbi denote a vector that has length bi and every

entry is αi
6: L← (α1 · 1b1 , · · · , αP · 1bP , 0, . . . , 0) ∈ Rd ▷ Generate the layer vector
7: return ∥L∥sym ▷ Return the norm of the estimated layer vector
8: end procedure
9: end data structure

Algorithm 75 Data structure for symmetric norm estimation: members, formal
version of Algorithm 72
1: data structure DistanceOnSymmetricNorm ▷ Theorem 13.19
2: members
3: d, n ∈ N+ ▷ n is the number of points, d is dimension
4: X = {xi ∈ Rd}ni=1 ▷ Set of points being queried
5: L ∈ N+ ▷ number of layers we subsample
6: R ∈ N+ ▷ number of substreams in one layer
7: ϵ, δ
8: β ▷ used to cut important layer
9: U ∈ N+ ▷ number of parallel processing

10: BatchHeavyHitter {Sr,l,u}r∈[R],l∈[L],u∈[U ]

11: {Hr,l,u ⊂ [d]× R}r∈[R],l∈[L],u∈[U ] ▷ each set H has a size of 2/β, and is used to
store the output of BatchHeavyHitter

12: γ ▷ parameter used when cutting layer vector
13: bmap ∈ {0, 1}R×L×U×d
14: xr,l,u ∈ Rn×d, for each r ∈ [R], l ∈ [L], u ∈ [U ] ▷ Substreams
15: end members
16: end data structure

set of points. The latter can be viewed as a more general version of the former. In

the former parts, we have proved the correctness of the query (Lemma 13.6), and

the running time of version for all points (Lemma 13.4). Now we state the both in

the following theorem, and the running time analysis for the latter will be stated in

Section 13.11.
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Algorithm 76 Data structure for symmetric norm estimation: init, formal version
of Algorithm 72
1: data structure DistanceOnSymmetricNorm ▷ Theorem 13.19
2: public:
3: procedure Init({x1, · · · , xi} ⊂ Rd, n ∈ N+, d ∈ N+, δ ∈ (0, 0.1), ϵ ∈ (0, 0.1)) ▷

Lemma 13.2
4: n← n, d← d, δ ← δ, ϵ← ϵ
5: for i = 1→ n do
6: xi ← xi
7: end for
8: ϵ1 ← O( ϵ2

log d
) ▷ We define this notation for purpose of analysis

9: L← log(d), R← Θ(ϵ−21 log(n/δ) log2 d), U ← ⌈log(nd2/δ)⌉
10: β ← O( ϵ5

mmc(l)2 log5 d
)

11: for r ∈ [R], l ∈ [L], u ∈ [U ] do
12: Sr,l,u.Init(

√
β, n+ 2, d) ▷ Theorem 13.20

13: end for
14: for r ∈ [R], u ∈ [U ], j ∈ [d], l ∈ [L] do
15: Draw ξ ∈ [0, 1]
16: if ξ ∈ [0, 2−l] then
17: bmap[r, l, u, j]← 1
18: else
19: bmap[r, l, u, j]← 0
20: end if
21: end for
22: for r ∈ [R], u ∈ [U ], i ∈ [n], j ∈ [d], l ∈ [L] do
23: if bmap[r, l, u, j] = 1 then
24: Sr,l,u.EncodeSingle(i, j, xi,j, d) ▷ Theorem 13.20
25: [xr,l,u]i,j ← xi,j ▷ Create a copy of subvectors
26: else
27: [xr,l,u]i,j ← 0
28: end if
29: end for
30: end procedure
31: end data structure

Theorem 13.19 (Main result, formal version of Theorem 13.1). There is a data

structure (Algorithm 75, 76, 78, 77) uses O(ϵ−9n(d + mmc(l)2) log14(nd/δ)) spaces

for the Online Approximate Adaptive Symmetric Norm Distance Estimation Problem
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Algorithm 77 Data structure for symmetric norm estimation: update
1: data structure DistanceOnSymmetricNorm ▷ Theorem 13.19
2: public:
3: procedure Update(i ∈ [n], z ∈ Rd) ▷ Lemma 13.3
4: ▷ You want to replace xi by z
5: for r ∈ [R], u ∈ [U ], j ∈ [d], l ∈ [L] do
6: if bmap[r, l, u] = 1 then
7: Sr,l,u.EncodeSingle(i, j, zj, d) ▷ Theorem 13.20
8: [xr,l,u]i,j ← zj ▷ Create a copy of subvectors
9: else

10: [xr,l,u]i,j ← 0
11: end if
12: end for
13: end procedure
14: end data structure

(Definition 13.1) with the following procedures:

• Init({x1, x2, . . . , xn} ⊂ Rd, ϵ ∈ (0, 1), δ ∈ (0, 1)): Given n data points {x1, x2, . . . , xn} ⊂
Rd, an accuracy parameter ϵ and a failure probability δ as input, the data struc-

ture preprocesses in time O(ϵ−9n(d+mmc(l)2) log14(nd/δ)).

• UpdateX(z ∈ Rd, i ∈ [n]): Given an update vector z ∈ Rd and index i ∈ [n],

the UpdateX takes z and i as input and updates the data structure with the

new i-th data point in O(ϵ−4d log9(nd/δ)) time.

• Query(q ∈ Rd) (Querying all points): Given a query point q ∈ Rd, the Query

operation takes q as input and approximately estimates the symmetric norm

distances from q to all the data points {x1, x2, . . . , xn} ⊂ Rd in time

O(ϵ−9(d+ n ·mmc(l)2) log14(nd/δ))

i.e. it provides a set of estimates {dsti}ni=1 such that:

∀i ∈ [n], (1− ϵ)∥q − xi∥sym ≤ dsti ≤ (1 + ϵ)∥q − xi∥sym

with probability at least 1− δ.
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Algorithm 78 Data structure for symmetric norm estimation: query, formal version
of Algorithm 73
1: data structure DistanceOnSymmetricNorm ▷ Theorem 13.19
2: procedure Query(q ∈ Rd) ▷ Lemma 13.4, 13.6
3: P ← O(logα(d)) ▷ P denotes the number of non-empty layer sets
4: for r ∈ [R], l ∈ [L], u ∈ [U ] do
5: Sr,l,u.Encode(n+ 1, q, d) ▷ Generate Sketch for q
6: end for
7: ξ ← chosen uniformly at random from [1/2, 1], γ ← Θ(ϵ), α← 1 + γ · ξ
8: for i ∈ [n] do
9: for r ∈ [R], l ∈ [L], u ∈ [U ] do

10: Sr,l,u.Subtract(n+ 2, n+ 1, i)
11: Hr,l,u ← Sr,l,u.Decode(n+ 2,

√
β, d) ▷ This can be done in 2

βpoly(log d)
12: ▷ At this point Hr,l,u is a list of index, the value of each index is reset to 0
13: for k ∈ Hr,l,u do
14: value← [xr,l,u]i,k
15: Hr,l,u[k]← value, w ← ⌈log(value)/ log(α)⌉
16: if αw−1 ≥ value/(1 + ϵ) then
17: Hr,l,u ← null, break
18: end if
19: end for
20: if Hr,l,u ̸= null then
21: Hr,l ← Hr,l,u

22: end if
23: end for
24: for l ∈ [L], k ∈ [P ] do
25: Ail,k ← |{k | ∃k ∈ Hr,l, α

k−1 < |Hr,l[k]| ≤ αk}|
26: end for
27: for k ∈ [P ] do
28: qik ← maxl∈[L] {l | Ail,k ≥

R log(1/δ)
100 log(d) } ▷ Definition 13.12

29: If qik does not exist, then η̂ik ← 0; Else η̂ik ←
A

qi
k
,k

R(1+ϵ1)

30: If η̂ik = 0 then cik ← 0; Else cik ←
log(1−η̂ik)
1−w−qk

31: end for
32: dsti ← LayerVetcorApprox(α, ci1, c

i
2, . . . , c

i
P , d)

33: for r ∈ [R], l ∈ [L], u ∈ [U ] do
34: {Hr,l,u} ← {0} ▷ Reset the sets to use for next point
35: end for
36: end for
37: return {dsti}i∈[n]
38: end procedure
39: end data structure
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• Query(q ∈ Rd, S ⊆ [n]) (Querying a specific set S of points). Given a query

point q ∈ Rd and an index i ∈ [n], the QueryOne operation takes q and i as

input and approximately estimates the symmetric norm distances from q to the

i-th point xi ∈ Rd in time

O(ϵ−9(d+ |S| ·mmc(l)2) log14(nd/δ))

i.e. it provides a estimated distance dst ∈ RS such that:

(1− ϵ)∥q − xi∥sym ≤ dsti ≤ (1 + ϵ)∥q − xi∥sym,∀i ∈ S

with probability at least 1− δ.

• EstPair(i, j ∈ [n]) Given indices i, j ∈ [n], the EstPair operation takes i and

j as input and approximately estimates the symmetric norm distances from i-th

to the j-th point xi, xj ∈ Rd in time

O(ϵ−9 ·mmc(l)2 log14(nd/δ))

i.e. it provides a estimated distance pair such that:

(1− ϵ)∥xi − xj∥sym ≤ pair ≤ (1 + ϵ)∥xi − xj∥sym

with probability at least 1− δ.

Proof. In Lemma 13.23, Lemma 13.24, Lemma 13.21 and Lemma 13.22 we analyze

the running time for Init, Update and Query and EstPair respectively.

Lemma 13.31 shows the space complexity.

In Lemma 13.6 we give the correctness of Query, and correctness for EstPair

follows directly.

Thus, by putting them all together, we prove the Theorem.

900



13.10.2 Sparse recovery tools

We start by describing a data structure problem

Definition 13.9 (Batch Heavy Hitter). Given an n× d matrix, the goal is to design

a data structure that supports the following operations:

• Init(ϵ ∈ (0, 0.1), n, d). Create a set of Random Hash functions and all the n

copies of sketches share the same hash functions.

• Encode(i ∈ [n], z ∈ Rd, d). This step encodes z into i-th sketched location and

store a size Sspace linear sketch.

• EncodeSingle(i ∈ [n], j ∈ [d], z ∈ R, d). This step updates one sparse vector

ejz ∈ Rd into i-th sketched location.

• Subtract(i, j, l ∈ [n]). This function updates the sketch at i-th location by

j-th sketch minus l-th sketch.

• Decode(i ∈ [n], ϵ ∈ (0, 0.1), d). This function returns a set L ⊆ [d] of size

|L| = O(ϵ−2) containing all ϵ-heavy hitters i ∈ [n] under ℓp. Here we say i is

an ϵ-heavy hitter under ℓ2 if |xi| ≥ ϵ · ∥x[ϵ−2]∥2 where x[k] denotes the vector x

with the largest k entries (in absolute value) set to zero. Note that the number

of heavy hitters never exceeds 2/ϵ2.

The existing work [KNPW11, Pag13] implies the following result. However

their proofs are very decent and complicated. We provide another data structure in

Section 13.15 that significantly simplifies the analysis (by only paying some extra log

factors). We believe it is of independent interest.

Theorem 13.20. There is (linear sketch) data structure BatchHeavyHitter(ϵ, n, d)

that uses Sspace space that support the following operations:

• Init(ϵ ∈ (0, 0.1), n, d). This step takes Tinit(ϵ, n, d) time.
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• Encode(i ∈ [n], z ∈ Rd, d). This step takes Tencode(d) time.

• EncodeSingle(i ∈ [n], j ∈ [d], z ∈ R, d). This step takes Tencodesingle(d) time.

• Subtract(i, j, l ∈ [n]). This step takes Tencodesingle(d) time.

• Decode(i ∈ [n], ϵ ∈ (0, 0.1), d). This step takes Tdecode(ϵ, d) time.

The running time of function can be summarize as

• Sspace(ϵ, d) = n ·O(ϵ−2 log2 d)

• Tinit(ϵ, n, d) = n ·O(ϵ−2 log2 d)

• Tencode(d) = O(d log2(d))

• Tencodesingle(d) = O(log2(d))

• Tsubtract(ϵ, d) = O(ϵ−2 log2 d)

• Tdecode(ϵ, d) = O(ϵ−2 log2 d)

Note that the succeed probability is at least 0.99.

We remark that, to boost the probability from constant to 1− 1/poly(nd) we

just need to pay an extra log(nd) factor.

13.11 More Details of the Time Complexity

In this section, we analyze the running time of the general version of Query.

Lemma 13.4 is a special case of the following Lemma when S = [n].

Lemma 13.21 (Query time for general version). Given a query point q ∈ Rd and a

set S ⊆ [n], the procedure Query (Algorithm 79) runs in time

O(ϵ−9(d+ |S| ·mmc(l)2) log14(nd/δ)).
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Proof. The Query operation for a stored vector (Algorithm 79) has the following

two parts:

• Part 1: Line 5 takes O(RLU ·Tencode) time to call Encode to generate sketches

for q.

• Part 2: For each i ∈ S

– Line 11 takes O(RLU · Tsubtract) time to compute sketch of the difference

between q and xi, and store the sketch at index of n+ 2.

– Line 12 takes O(RLU · Tdecode) time to decode the BatchHeavyHitter

and get estimated heavy hitters of q − xi.

– Line 14 to Line 20 takes O(RLU ·2/β) time to analyze the BatchHeavy-

Hitter and get the set of indices, where 2/β is the size of the set.

– Line 26 takes O(LP · 2/β) time to compute size of the layer sets cut by α.

– Line 28 to Line 32 takes O(PL) time to compute the estimation of each

layer.

The total running time of this part is:

|S| · (O(RLU · Tsubtract) +O(RLU · Tdecode) +O(RLU · 2/β) +O(LP · 2/β) +O(LP )))

= O(|S| · L(RU(Tsubtract + Tdecode + β−1) + Pβ−1))

time in total.

Taking these two parts together we have the total running time of the Query proce-

dure:

O(RLU · Tencode) +O(|S| · L(RU(Tsubtract + Tdecode + β−1) + Pβ−1))

= O(RLU(Tencode + |S| · (Tsubtract + Tdecode + β−1)) + |S| · LPβ−1)

= O(ϵ−4 log6(nd/δ)(d log2(d) log(nd) + |S| · β−1 log2(d) log(nd)) + |S| · ϵ−1 log2(d)β−1)

= O(ϵ−9(d+ |S| ·mmc(l)2) log14(nd/δ))
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where the first step follows from the property of big O notation, the second step

follows from the definition of R,L, U,Tencode,Tencode,Tsubtract,Tdecode (Theorem 13.20)

, P , the third step follows from merging the terms.

Thus, we complete the proof.

Lemma 13.22 (EstPair time). Given a query point q ∈ Rd, the procedure EstPair

(Algorithm 80) runs in time

O(ϵ−9 ·mmc(l)2 log14(nd/δ)).

Proof. The EstPair operation (Algorithm 80) has the following two parts:

• Line 9 takes O(RLU ·Tsubtract) time to compute sketch of the difference between

xi and xj, and store the sketch at index of n+ 2.

• Line 10 takes O(RLU · Tdecode) time to decode the BatchHeavyHitter and

get estimated heavy hitters of xi − xj.

• Line 12 to Line 20 takesO(RLU ·2/β) time to analyze the BatchHeavyHitter

and get the set of indices, where 2/β is the size of the set.

• Line 26 takes O(LP · 2/β) time to compute size of the layer sets cut by α.

• Line 28 to Line 32 takes O(PL) time to compute the estimation of each layer.

The total running time is:

O(RLU · Tsubtract) +O(RLU · Tdecode) +O(RLU · 2/β) +O(LP · 2/β) +O(LP )

= O(RLU(Tsubtract + Tdecode + β−1) + LPβ−1)

= O(ϵ−4 log6(nd/δ)(β−1 log2(d) log(nd) + ϵ−1 log2(d)β−1 log(nd))

= O(ϵ−9 ·mmc(l)2 log14(nd/δ))
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time in total, where the first step follows from the property of big O notation, the

second step follows from the definition of R,L, U,Tencode,Tencode,Tsubtract,Tdecode (The-

orem 13.20) , P , the third step follows from merging the terms.

Thus, we complete the proof.

Lemma 13.23 (Init time, formal version of Lemma 13.2). Given data points {x1, x2, . . . , xn} ⊂
Rd, an accuracy parameter ϵ > 0, and a failure probability δ > 0 as input, the proce-

dure init (Algorithm 76) runs in time

O(ϵ−9n(d+mmc(l)2) log14(nd/δ)).

Proof. The Init time includes these parts:

• Line 12 takes O(RLU · Tinit(
√
β, n, d)) to initialize sketches

• Line 17 to Line 19 takes O(RUdL) to generate the bmap;

• Line 24 takes O(ndRUL · Tencodesingle(d)) to generate sketches

By Theorems 13.20, we have

• Tinit(
√
β, n, d)) = n ·O(β−1 log2(d) log(nd)) = O(n ·mmc(l)2 log7(d) log(nd)ϵ−5),

• Tencodesingle(d) = O(log2(d) log(nd)).

Adding them together we got the time of

O(RLUTinit(
√
β, n, d)) +O(RUdL) +O(ndRUL · Tencodesingle(d))

= O(RLU(Tinit(
√
β, n, d) + nd · Tencodesingle(d)))

= O(ϵ−4 log(d/δ) log4(d) · log(d) · log(nd2/δ) log(nd)(n ·mmc(l)2 log7(d)ϵ−5 + nd log2(d)))

= O(ϵ−9n(d+mmc(l)2) log14(nd/δ)),
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where the first step follows from merging the terms, the second step follows from

the definition of R,L, U,Tencodesingle(d),Tinit, the third step follows from merging the

terms.

Thus, we complete the proof.

Lemma 13.24 (Update time, formal version of Lemma 13.3). Given a new data

point z ∈ Rd, and an index i where it should replace the original data point xi ∈ Rd.

The procedure Update (Algorithm 77) runs in time

O(ϵ−4d log9(nd/δ)).

Proof. The Update operation calls BatchHeavyHitter.Encode for RLU times,

so it has the time of

O(RLU · Tencode(d)) = O(ϵ−4 log(n/δ) log4(d) · log(d) · log(nd2/δ) · d log2(d) log(nd))

= O(ϵ−4d log9(nd/δ))

where the first step follows from the definition of R,L, U,Tencode(d), the second step

follows from

log(n/δ) log4(d) log(d) log(nd2/δ) log2(d) log(nd)

= (log(n/δ))(log7 d)(2 log d+ log(n/δ)) log(nd)

= O(log9(nd/δ))

Thus, we complete the proof.

13.12 More Details of the Correctness Proofs

In this section, we give the complete proofs of the correctness of our algo-

rithms. In Section 13.12.1 we state and prove the main result of this section, using

the technical lemmas in the following subsections. In Section 13.12.2, we define the

trackable layers and show the connection with important layers (Definition 13.6). In
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Section 13.12.3, we analyze the sample probability and track the probability of a

layer. In Section 13.12.4, we show that a good estimation of track probability implies

a good approximation of the layer size, which completes the proof of correctness.

13.12.1 Correctness of layer size estimation

We first show that the estimation of layer sizes output by our data structure

is good to approximate the exact values.

Lemma 13.25 (Correctness of layer size approximation). We first show that, the

layer sizes ci1, ci2, . . . , ciP our data structure return satisfy

• for all k ∈ P , cik ≤ bik;

• if k is a β-important layer (Definition 13.6) of q − xi, then cik ≥ (1− ϵ1)bik,

with probability at least 1−δ, where the bik is the ground truth k-th layer size of q−xi.

Proof. We first define two events as

• E1: for all important layers k ∈ [P ], qk is well defined;

• E2: for all k ∈ [P ], if η̂k > 0 then (1−O(ϵ))η′k,qk ≤ η̂k ≤ η′k,qk .

With Lemma 13.28 and Lemma 13.29, we have that

Pr[E1 ∩ E2] ≥ 1− δO(log(d)).

When the output of every BatchHeavyHitter is correct, if follows from Lemma 13.27,

Lemma 13.28 and Lemma 13.30 the algorithm outputs an approximation to the layer

vector meeting the two criteria.

The BatchHeavyHitter is used a total of LR times, each with error proba-

bility at most δ/d. By a union bound over the layers, the failure probability is at most

(poly(log d)) · δ/d = o(δ). Therefore, the total failure probability of the algorithm is

at most 1− o(δ).

Thus, we complete the proof.
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13.12.2 Trackability of Layers

Definition 13.10 (Trackability of layers). A layer k ∈ [P ] of a vector x is β-trackable,

if

α2k ≥ β · ∥x[β−1]∥22

where x[κ] is defined as Definition 13.4.

Lemma 13.26 (Importance and Trackability). Let α be some parameter such that

α ∈ [0, 2]. Suppose subvector x̃ is obtained by subsampling the original vector with

probability p.

If k ∈ [P ] is a β-important layer, then for any λ > P , with probability at least

1− P exp(−λpbk
Pβ

), layer k is β
λpbk

-trackable.

In particular, if pbk = O(1), then with probability at least 1−P exp(−Ω( λ
Pβ

)),

layer k is β
λ
-trackable.

Proof. Let (ζ0, ζ1, . . . ) be the new level sizes of the subvector x̃ we sampled. Thus,

for k ∈ [P ], we have

E[ζk] = p · bk.

By the definition of important layer (Definition 13.6) we have

E[ζk] ≥ β · E
[ P∑

j=k+1

ζj

]

and

E[ζk · α2k] ≥ β · E
[∑

j∈[k]

ζj · α2j
]
.

To have layer k trackable, it has to be in the top λpbk/β elements, so that we have
∑P

j=k+1 ζj ≤ λpbk/β. By Chernoff bound (Lemma A.2), we can know the probability

that this event does not happen is

Pr
[ P∑

j=k+1

bj >
λpbk
β

]
≤ exp(−Ω(λpbk/β)).
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On the other hand, for level k to be trackable α2k ≥ β
λpbk

∑
j∈[k] ζjα

2j.

Thus, the complement occurs with probability

Pr
[ β

λpbk

∑

j∈[k]

ζjα
2j > α2k

]
≤ Pr

[
∃j, ζjα2j ≥ λpbkα

2k

Pβ

]

≤
∑

j∈[P ]

Pr
[
ζjα

2j ≥ λpbkα
2k

Pβ

]
.

By Chernoff bound (Lemma A.2) and the fact that E[ζjα2j] ≤ pbkα
2k, we have

Pr
[ β

λpbk

∑

j∈[k]

ζjα
2j > α2k

]
≤ P · exp

(
− Ω(

λpbkα
2k

α2jPβ
)
)

≤ P · exp
(
− Ω(

λpbk
β

)
)
.

Thus we complete the proof.

13.12.3 Probability analysis

We first define some parameters:

Definition 13.11. For each k ∈ [p], l ∈ R+, we define ηk,l := 1 − (1 − pl)
bk to

be the probability that at least one element from Bk is sampled with the sampling

probability of pl = 2−l.

Set λ = Θ(P log(1/δ)). Let η∗k,l be the probability that an element from Bk is

contained in H1,l, such that, for Hr,l with any other r, the probability is the same as

η∗k,l.

Lemma 13.27 (Sample Probability and Track Probability). For any layer k ∈ [P ]

we have η∗k,l < ηk,l. Let δ and ϵ denote the two parameters such that 0 < δ < ϵ < 1.

If layer k is a β-important layer and plbk = O(1), then

η∗k,l ≥ (1−Θ(ϵ)) · ηk,l.
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Proof. If one is in Hr,l, it has to be sampled, so we have η∗k,l ≤ ηk,l. On the other

hand, using Lemma 13.26, with probability at least 1 − t exp(−Ω(λpbk
tβ

)), layer k is
β

λpbk
-trackable.

We have

β

λpbk
= Θ(

β

P log(1/δ)
)

where the last step follows from definition of λ.

Thus with probability at least

ηk,l(1−Θ(δ)) ≥ ηk,l(1−O(ϵ))

an element from Bk is sampled and the element is reported by BatchHeavy-

Hitter.

Thus we complete the proof.

Lemma 13.28 (Probability Approximation). For k ∈ [P ], let η̂k be defined as in

Line 29 in Algorithm 78. With probability at least 1 − δΩ(log d), for all k ∈ [P ], if

η̂k ̸= 0 then

(1−O(ϵ1))η∗k,qk ≤ η̂k ≤ η∗k,qk .

Proof. We define

γ :=
R log(1/δ)

100 log d
.

Recall the condition of Line 29, if η̂k ̸= 0, then we have

Aqk,k ≥ γ.

For a fixed k ∈ [P ], since the sampling process is independent for each r ∈ [R], we

can assume that

E[Aqk,k] = Rηk,qk ≥ γ.
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Otherwise, by Chernoff bound (Lemma A.2), we get that

Pr[Aqk,k ≥ γ] = o(δΩ(log d)),

which implies that with probability at least 1 − δΩ(log d), η̂k = 0 for all k ∈ [P ], and

we are done.

Thus, under this assumption, by Chernoff bound (Lemma A.2), we have

Pr[|Aqk,k −R · η∗k,qk | ≥ ϵRηk,qk ] ≤ exp(−Ω(ϵ2γ)) = δΩ(log d).

Since P = poly log(d), by union bound over the Bk , the event

(1− ϵ1)ηk,qk ≤
Aqk,k
Rk

≤ (1 + ϵ1)ηk,qk

holds for all k ∈ [P ] with probability at least 1 − δΩ(log(d)). Since η̂k =
Ak,qk

R(1+ϵ1)
by

definition, we get the desired bounds.

Thus we complete the proof.

Definition 13.12. We define qk as

qk := max
l∈[L]

{
l|Al,k ≥

R log(1/δ)

100 log(d)

}
.

We say that qk is well-defined if the set in the RHS of the above definition is non-

empty.

At Line 28 in Algorithm 78, we define the qik for i-th vector as the definition

above.

Lemma 13.29 (Maximizer Probability). If layer k ∈ [P ] is important (Line 28 in

Algorithm 78), then with probability at least 1 − δΩ(log d), the maximizer qk is well

defined.
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Proof. Lemma 13.27 tells us that, when pkbk = O(1), layer k is at least Ω( β
P log(1/δ)

)-

trackable. On the other hand, if Pk = 2−l0 = 1/bk, we have ηk,l0 = 1−(1−pk)bk ≥ 1/e.

Thus we have

E[Al0,k] ≥ R/e,

so by Chernoff bound (Lemma A.2),

Pr[Al0,k ≤
R log(1/δ)

log d
] ≤ exp(−Ω(R log(1/δ)

log d
))

≤ δΩ(log d).

Thus we show that, there exists one qk ≥ l0 with probability at least 1− δΩ(logn).

Since there are at most P = poly log(d) important layers, with probability at

least 1−δΩ(logn), the corresponding value of qk is well defined for all important layers.

Thus we complete the proof.

13.12.4 From probability estimation to layer size approximation

The following lemma shows that, if we have a sharp estimate for the track

probability of a layer, then we can obtain a good approximation for its size.

Lemma 13.30 (Track probability implies layer size approximation). Suppose qk ≥ 1,

ϵ ∈ (0, 1/2), and d is sufficiently large. Define ϵ1 := O(ϵ2/ log(d)). We have for

k ∈ [P ],

• Part 1. If η̂k ≤ ηk,qk then ck ≤ bk.

• Part 2. If η̂i ≥ (1− ϵ1)ηk,qk then ck ≥ (1−O(ϵ1))bk.

Proof. We know that

bk =
log(1− ηk,qk)
log(1− 2−qk)

,
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which is a increasing function of ηk,qk .

Part 1. If η̂k ≤ ηk,qk , then ck ≤ bk.

Part 2. If η̂k ≥ (1−O(ϵ))ηk,qk we have

ck ≥ bk +
ϵ1ηk,qk

(1− ηk,qk) log(1− 2−qk)
≥ bk −O(ϵ)bk.

Thus we complete the proof.

13.13 Space Complexity

In this section, we prove the space complexity of our data structure.

Lemma 13.31 (Space complexity of our data structure, formal version of Lemma 13.5).

Our data structure (Algorithm 75 and 76) uses O(ϵ−9n(d + mmc(l)2) log14(nd/δ))

space.

Proof. First, we store the original data,

space for x = O(nd).

Second, we store the sub stream/sample of orignal data

space for x = O(RLUnd)

= O(ϵ−4 log(n/δ) log4(d) · log(d) · log(nd2/δ) · nd)

= O(ϵ−4nd log6(nd/δ)).

Our data structure holds a set {Sr,l,u}r∈[R],l∈[L],u∈[U ] (Line 10). Each Sr,l,u has

a size of Sspace(
√
β, d) = O(n · β−1 log2(d) log(nd)), which uses the space of

space for S = O(RLUn · β−1 log2(d) log(nd))

= O(ϵ−4 log(n/δ) log4(d) · log(d) · log(nd) · log(nd2/δ) · n · (ϵ−5 ·mmc(l)2 log5(d)) log2(d))

= O(ϵ−9n ·mmc(l)2 log14(nd/δ))
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where the first step follows from the definition of R,L, U , and the second step follows

just simplifying the last step.

We hold a bmap (Line 17 and Line 19) of size O(RLUd), which uses the space

of

space for bmap = O(RLUd)

= O(ϵ−4 log(n/δ) log4(d) · log(d) · log(nd2/δ) · d)

= O(ϵ−4d log6(nd/δ)).

In Query, we generate a set of sets {Hr,l,u}r∈[R],l∈[L],u∈[U ], each of the sets has

size of O(β−1), so the whole set uses space of

space for H = O(RLU · β−1)

= O(ϵ−4 log(n/δ) log4(d) · log(d) · log(nd2/δ) · ϵ−5 ·mmc(l)2 log5(d))

= O(ϵ−9 ·mmc(l)2 log11(nd/δ)).

By putting them together, we have the total space is

total space

= space for x+ space for x+ space for S + space for bmap + space for H

= O(nd) +O(ϵ−4nd log6(nd/δ)) +O(ϵ−9n ·mmc(l)2 log13(nd/δ))

+O(ϵ−4d log6(nd/δ)) +O(ϵ−9 ·mmc(l)2 log11(nd/δ))

= O(ϵ−9n(d+mmc(l)2) log14(nd/δ)).

Thus, we complete the proof.
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13.14 Lower Bound From Previous Work

We first define turnstile streaming model (see page 2 of [LNNT16] as an ex-

ample) as follows

Definition 13.13 (Turnstile streaming model). We define two different turnstile

streaming models here:

• Strict turnstile: Each update ∆ may be an arbitrary positive or negative num-

ber, but we are promised that xi ≥ 0 for all i ∈ [n] at all points in the stream.

• General turnstile: Each update ∆ may be an arbitrary positive or negative

number, and there is no promise that xi ≥ 0 always. Entries in x may be

negative.

Under the turnstile model, the norm estimation problem has the following

streaming lower bound:

Theorem 13.32 (Theorem 1.2 in [BBC+17]). Let l be a symmetric norm on Rn.

Any turnstile streaming algorithm (Definition 13.13) that outputs, with probability at

least 0.99, a (1 ± 1/6)-approximation for l(·) must use Ω(mmc(l)2) bits of space in

the worst case.

We note that this problem is a special case of our symmetry norm distance

oracle problem (i.e., with n = 1 and query vector q = 0d where 0d is a all zeros

length-d vector). And in this case, the query time of our data structure becomes

Õ(mmc(l)2) for a constant-approximation, matching the streaming lower bound in

Theorem 13.32.

13.15 Details About Sparse Recovery Tools

In this section we give an instantiation of the sparse recovery tool we use

(Definition 13.9) in Algorithms 81 - 83. Although the running times of our data

915



structure are slightly worse (by some log factors) than the result of [KNPW11], it’s

enough for our symmetric norm estimation task. In terms of space requirement, the

classical sparse recovery/compressed sensing only sublinear space is allowed. In our

application, we’re allowed to use linear space (e.g. d per point, nd in total). And

more importantly, our instantiation has much simpler algorithm and analysis than

the prior result.

The following lemma shows that the sparse recovery data structure satisfies

our requirements in Theorem 13.20.

13.15.1 Our sparse recovery tool

We first state the correctness, the proof follows from framework of [KNPW11].

Lemma 13.33. The function Decode(i, ϵ, d, δ) (Algorithm 83) returns a set S ⊆ d

of size |S| = O(ϵ−2) containing all ϵ-heavy hitters of the i-column of the matrix

under l2 with probability of 1 − δ. Here we say j is an ϵ-heavy hitter under l2 if

|xj| ≥ ϵ ·∥x[ϵ−2]∥2 where x[k] denotes the vector x with the largest k entries (in absolute

value) set to zero. Note that the number of heavy hitters never exceeds 2/ϵ2.

Proof. The correctness follows from the framework of [KNPW11], and combining tail

estimation (Lemma 13.36) and norm estimation.

We next analyze the running time of our data structure in the following lemma:

Lemma 13.34. The time complexity of our data structure (Algorithm 81, Algo-

rithm 82 and Algorithm 83) is as follows:

• Init takes time of O(ϵ−1(n+ d) log2(nd/δ)).

• EncodeSingle takes time of O(log2(nd/δ)).

916



• Encode takes time of O(d log2(nd/δ)).

• Subtract takes time of O(ϵ−1 log2(nd/δ)).

• Decode takes time of O(ϵ−2 log2(nd/δ)).

Proof. We first notice that L = log2 d and δ′ = ϵδ/(12(log(d) + 1)).

For the procedure Init (Algorithm 81), Line 22 takes time

O(Lϵ−1n log(n/δ′)) = O(ϵ−1n log2(δ−1ϵ−1nd log(d)).

Line 25 takes time O((n + d) log(n/δ)). Taking together, we have the total running

time of Init is O(ϵ−1(n+ d) log2(δ−1ϵ−1nd log(d))

For the procedure EncodeSingle (Algorithm 82), Line 4 takes time of

O(L log(n/δ′)) = O(log2(ϵ−1δ−1nd log(d))).

Line 6 takes time of O(log(n/δ)). Taking together we have the total running time of

EncodeSingle to be O(log2(ϵ−1δ−1nd log(d))).

For the procedure Encode (Algorithm 82), it runs EncodeSingle for d

times, so its running time is O(d log2(ϵ−1δ−1nd log(d))).

For the procedure Subtract (Algorithm 83), Line 4 runs in time

O(Lϵ−1 log(n/δ′)) = O(ϵ−1 log2(ϵ−1δ−1nd log(d))).

Line 6 runs in timeO(log(n/δ)). So the total running time isO(ϵ−1 log2(ϵ−1δ−1nd log(d))).

For the procedure Decode (Algorithm 83), Line 10 runs in time O(log(n/δ)).

Line 14 runs in time

O(Lϵ−2 log(n/δ′)) = O(ϵ−2 log2(ϵ−1δ−1nd log(d))).

So the total running time is O(ϵ−2 log2(ϵ−1δ−1nd log(d)))

Thus we complete the proof.
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The space complexity of our data structure is stated in below.

Lemma 13.35. Our batch heavy hitter data structure (Algorithm 81, Algorithm 82

and Algorithm 83) takes the space of

O(ϵ−1(n+ d) log2(ϵ−1δ−1nd log(d))).

Proof. Our data structure has these two parts to be considered:

• The instantiations of FpEst we maintain.

• The instantiation of LpLpTailEstimation we maintain .

The first part takes the space of

O(Lϵ−1n log(n/δ′)) = O(ϵ−1n log2(ϵ−1δ−1nd log(d))).

And the second part takes the space of O(d log(n/δ)). Adding them together we

complete the proof.

13.15.2 Lp tail estimation

[NS19] provide a linear data structure LpLpTailEstimation(x, k, p, C0, δ)

that can output the estimation of the contribution of non-heavy-hitter entries. We

restate their Lemma as followed.

Lemma 13.36 (Lemma C.4 of [NS19]). Let C0 ≥ 1000 denote some fixed constant.

There is an oblivious construction of matrix A ∈ Rm×n with m = O(log(1/δ)) along

with a decoding procedure LpLpTailEstimation(x, k, p, C0, δ) such that, given Ax,

it is possible to output a value V in time O(m) such that

1

10k
∥xC0k

∥pp ≤ V ≤ 1

k
∥xk∥pp,

holds with probability 1− δ.

918



Lemma 13.37. The running time of the above data structure is

• Init runs in time of O((n+ d) log(n/δ))

• Update runs in time of O(log(n/δ))

• Subtract runs in time of O(log(n/δ))

• Query runs in time of O(log(n/δ))

And its space is O(d log(n/δ)).

13.15.3 Lp norm estimation

Following the work of [KNW10], we provide a linear sketch satisfying the

following requirements.

Lemma 13.38 ([KNW10]). There is a linear sketch data structure FpEst using

space of

O(ϵ−1ϕ−2n log(n/δ))

and it provide these functions:

• Init(n ∈ Z+, d ∈ Z+, l ∈ Z+, ϕ, ϵ, δ): Initialize the sketches, running in time

O(ϵ−1n log(n/δ))

• Update(i ∈ [n], j ∈ [d], z ∈ R): Update the sketches, running in time O(log(n/δ))

• Subtract(i, j, k ∈ [n]): Subtract the sketches, running in time O(ϵ−1ϕ−2 log(n/δ))

• Query(i ∈ [n], ξ ∈ [2l]): This function will output a V satisfying

(1− ϕ) · Fi(l, ξ) ≤ V ≤ (1 + ϕ) · (Fi(l, ξ) + 5ϵ∥xi∥22),
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where F (l, ξ) is defined as

Fi(l, ξ) :=

ξ+1

2l
d−1∑

j= ξ

2l
d

|xi,j|2,

running in time O(ϕ−2 log(n/δ))

We choose ϕ to be constant when we use the above Lemma.
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Algorithm 79 Data structure for symmetric norm estimation: query set
1: data structure DistanceOnSymmetricNorm ▷ Theorem 13.19
2: procedure Query(q ∈ Rd, S ⊆ [n]) ▷ Lemma 13.4, 13.6
3: P ← O(logα(d)) = O(log(d)/ϵ) ▷ P denotes the number of non-empty layer sets
4: for r ∈ [R], l ∈ [L], u ∈ [U ] do
5: Sr,l,u.Encode(n+ 1, q, d) ▷ Generate Sketch for q
6: end for
7: ξ ← chosen uniformly at random from [1/2, 1]
8: γ ← Θ(ϵ), α← 1 + γ · ξ
9: for i ∈ S do

10: for r ∈ [R], l ∈ [L], u ∈ [U ] do
11: Sr,l,u.Subtract(n+ 2, n+ 1, i)
12: Hr,l,u ← Sr,l,u.Decode(n+ 2,

√
β, d) ▷ This can be done in 2

βpoly(log d)
13: ▷ At this point Hr,l,u is a list of index, reset to 0
14: for k ∈ Hr,l,u do
15: value← [xr,l,u]i,k
16: Hr,l,u[k]← value, w ← ⌈log(value)/ log(α)⌉
17: if αw−1 ≥ value/(1 + ϵ) then
18: Hr,l,u ← null, break
19: end if
20: end for
21: if Hr,l,u ̸= null then
22: Hr,l ← Hr,l,u

23: end if
24: end for
25: for l ∈ [L], k ∈ [P ] do
26: Ail,k ← |{k | ∃k ∈ Hr,l, α

k−1 < |Hr,l[k]| ≤ αk}|
27: end for
28: for k ∈ [P ] do
29: qik ← maxl∈[L] {l | Ail,k ≥

R log(1/δ)
100 log(d) }

30: If qik does not exist, then η̂ik ← 0; Else η̂ik ←
A

qi
k
,k

R(1+ϵ2)

31: If η̂ik = 0 then cik ← 0; Else cik ←
log(1−η̂ik)
1−w−qk

32: end for
33: dsti ← LayerVetcorApprox(α, ci1, c

i
2, . . . , c

i
P , d)

34: for r ∈ [R], l ∈ [L], u ∈ [U ] do
35: {Hr,l,u} ← {0} ▷ Reset the sets to use for next point
36: end for
37: end for
38: return {dsti}i∈S
39: end procedure
40: end data structure
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Algorithm 80 Data structure for symmetric norm estimation: query pair
1: data structure DistanceOnSymmetricNorm ▷ Theorem 13.19
2: procedure EstPair(i ∈ [n], j ∈ [n]) ▷ Lemma 13.4, 13.6
3: P ← O(logα(d)) ▷ P denotes the number of non-empty layer sets
4: ξ ← chosen uniformly at random from [1/2, 1]
5: γ ← Θ(ϵ)
6: α← 1 + γ · ξ
7: P ← O(logα(d)) = O(log(d)/ϵ) ▷ P denotes the number of non-empty layer

sets
8: for r ∈ [R], l ∈ [L], u ∈ [U ] do
9: Sr,l,u.Subtract(n+ 2, j, i)

10: Hr,l,u ← Sr,l,u.Decode(n+ 2,
√
β, d) ▷ This can be done in 2

β
poly(log d)

11: ▷ At this point Hr,l,u is a list of index, the value of each index is reset to 0
12: for k ∈ Hr,l,u do
13: value← [xr,l,u]i,k
14: Hr,l,u[k]← value
15: w ← ⌈log(value)/ log(α)⌉
16: if αw−1 ≥ value/(1 + ϵ) then
17: Hr,l,u ← null
18: break
19: end if
20: end for
21: if Hr,l,u ̸= null then
22: Hr,l ← Hr,l,u

23: end if
24: end for
25: for l ∈ [L], k ∈ [P ] do
26: Al,k ← |{k | ∃k ∈ Hr,l, α

k−1 < |Hr,l[k]| ≤ αk}|
27: end for
28: for k ∈ [P ] do
29: qk ← maxl∈[L] {l | Al,k ≥ R log(1/δ)

100 log(d)
}

30: If qk does not exist, then η̂k ← 0; Else η̂k ← Aqk,k

R(1+ϵ2)

31: If η̂k = 0 then ck ← 0; Else ck ← log(1−η̂k)
1−w−qk

32: end for
33: dst← LayerVetcorApprox(α, c1, c2, . . . , cP , d)
34: return dst
35: end procedure
36: end data structure
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Algorithm 81 Our CountSketch for Batch heavy hitter
1: data structure BasicBatchHeavyHitter ▷ Definition 13.9
2: members
3: d, n ∈ N+ ▷ n is the number of vectors, d is the dimension.
4: ϵ ▷ We are asking for ϵ-heavy hitters
5: δ ▷ δ is the failure probability
6: B ▷ B is the multiple number of each counter to take mean
7: L ▷ L is the number of number of the level of the binary tree.
8: η ▷ η is the precision for l2 norm estimation.
9: K ▷ K is the number of hash functions.

10: {hl,k}l∈{0,...,L},k∈[K] ⊆ [2l]× [B] ▷ hash functions.
11: {Ci

l,b}i∈[n],l∈{0,...,L},b∈[B] ▷ The counters we maintain in CountSketch.
12: {σl,k}l∈{0,...,L},k∈[K] ⊆ [d]× {+1,−1} ▷ The hash function we use for norm

estimation
13: Q ▷ A instantiation of LpLpTailEstimation (Algorithm 84)
14: {Dl}l∈[L] ▷ Instantiations of FpEst (Algorithm 85)
15: end members
16:
17: public:
18: procedure Init(ϵ, n ∈ N+, d ∈ N+, δ)
19: L← log2 d
20: δ′ ← ϵδ/(12(log d) + 1)
21: for l ∈ {0, . . . , L} do
22: Dl.Init(n, d, l, 1/7, ϵ, δ′)
23: end for
24: C0 ← greater than 1000
25: Q.Init(n, ϵ−2, 2, C0, δ)
26: end procedure
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Algorithm 82 Our CountSketch for Batch heavy hitter
1: data structure BasicBatchHeavyHitter ▷ Definition 13.9
2: procedure EncodeSingle(i ∈ [n], j ∈ [d], z ∈ R, d)
3: for l ∈ {0, . . . , L} do
4: Dl.Update(i, j, z)
5: end for
6: Q.Update(i, j, z)
7: end procedure
8:
9: procedure Encode(i ∈ [n], z ∈ Rd, d)

10: for j ∈ [d] do
11: EncodeSingle(i, j, zj, d)
12: end for
13: end procedure
14:
15: end data structure
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Algorithm 83 Our CountSketch for Batch heavy hitter
1: data structure BasicBatchHeavyHitter ▷ Definition 13.9
2: procedure Subtract(i, j, k ∈ [n])
3: for l ∈ {0, . . . , L} do
4: Dl.Subtract(i, j, k)
5: end for
6: Q.Subtract(i, j, k)
7: end procedure
8:
9: procedure Decode(i ∈ [n], ϵ, d)

10: EstNorm← Q.Query(i) ▷ Here the EstNorm is the estimated tail l2-norm of
i-vector.

11: S ← {0}, S ′ ← ∅
12: for l ∈ {0, . . . , L} do ▷ The dyadic trick.
13: for ξ ∈ S do
14: Est← D.Query(i, ξ)
15: if Est ≥ (3/4)ϵ2 · EstNorm then
16: S ′ ← S ′ ∪ {2ξ, 2ξ + 1}
17: end if
18: end for
19: S ← S ′, S ′ ← ∅
20: end for
21: return S
22: end procedure
23: end data structure
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Algorithm 84 Batched ℓp tail estimation algorithm, based on [NS19]
1: data structure LpLpTailEstimation
2: members
3: m ▷ m is the sketch size
4: {gj,t}j∈[d],t∈[m] ▷ random variable that sampled i.i.d. from distribution Dp

5: {δj,t}j∈[d],t∈[m] ▷ Bernoulli random variable with E[δj,t] = 1/(100k)
6: {yi,t}i∈[n],t∈[m] ▷ Counters
7: end members
8: public:
9: procedure Init(n, k, p, C0, δ)

10: m← O(log(n/δ))
11: Choose {gj,t}j∈[d],t∈[m] to be random variable that sampled i.i.d. from distri-

bution Dp

12: Choose {δj,t}j∈[d],t∈[m] to be Bernoulli random variable with E[δj,t] = 1/(100k)
▷ Matrix A in Lemma 13.36 is implicitly constructed based on gj,t and δj,t

13: initialize {yi,t}i∈[n],t∈[m] = {0}
14: end procedure
15:
16: procedure Update(i ∈ [n], j ∈ [d], z ∈ R)
17: for t ∈ [m] do
18: yi,t ← yi,t + δj,t · gjt · z
19: end for
20: end procedure
21:
22: procedure Subtract(i, j, k ∈ [n])
23: for t ∈ [m] do
24: yi,t ← yj,t − yk,t
25: end for
26: end procedure
27:
28: procedure Query(i ∈ [n])
29: V ← mediant∈[m]|yi,t|2
30: return V
31: end procedure
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Algorithm 85 Batched ℓp norm estimation algorithm, based on [KNW10]
1: data structure LpNormEst
2: members
3: R, T ▷ parallel parameters
4: m ▷ Sketch size
5: {yir,t}i∈[n],r∈[R],t∈[T ] ⊂ Rm ▷ Sketch vectors
6: {A}r,t ⊂ Rm×2l ▷ Sketch matrices
7: {ht}t∈[T ] : {0, . . . , 2l} → [R] ▷ hash functions
8: end members
9:

10: public:
11: procedure Init(n, d, l, ϕ, ϵ)
12: R← ⌈1/ϵ⌉
13: T ← Θ(log(n/δ))
14: m← O(1/ϕ2)
15: for i ∈ [n], r ∈ [R], t ∈ [T ] do
16: yir,t ← 0 ▷ Sketch vectors
17: end for
18: for i ∈ [n], r ∈ [R], t ∈ [T ] do
19: generate Ar,t ∈ Rm×2l ▷ See [KNW10] for details
20: end for
21: initialize h
22: end procedure
23:
24: procedure Update(i ∈ [n], j ∈ [d], z ∈ R)
25: ξ ← j · 2l/d
26: for t ∈ [T ] do
27: yiht(ξ),t ← yiht(ξ),t +Aht(ξ),ti

l
j,z ▷ ilj,z is define to be the 2l-dimensional vector

with j-th entry of z and others to be 0
28: end for
29: end procedure
30:
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Algorithm 86 Batched ℓp norm estimation algorithm, based on [KNW10], continued

procedure Subtract(i, j, k ∈ [n])
for r ∈ [R], t ∈ [T ] do

yir,t ← yjr,t − ykr,t
end for

end procedure

procedure Query(i ∈ [n], ξ ∈ [2l])
for t ∈ [T ] do

Vht(ξ),t ← medianζ∈[m]y
i
r,t,ζ/median(|Dp|) ▷ Definition 13.5

end for
V ← mediant∈[T ]Vht(ξ),t
return V

end procedure
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Part III

Machine Learning
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Chapter 14: Training Two-Layer Over-Parameterized
Neural Networks

14.1 Introduction

Over the last decade, deep learning has achieved dominating performance over

many areas, e.g., computer vision [LBBH98, KSH12, SLJ+15, HZRS16], natural lan-

guage processing [CWB+11, DCLT18], game playing [SHM+16, SSS+17] and beyond.

The computational resource requirement for deep neural network training grows very

quickly. Designing a fast and provable training method for neural networks is, there-

fore, a fundamental and demanding challenge.

Almost all deep learning models are optimized by gradient descent (or its

variants). The total training time can be split into two components, the first one

is the number of iterations and the second one is the cost per spent per iteration.

Nearly all the iterative algorithms for acceleration can be viewed as two separate

lines of research correspondingly, the first line is aiming for an algorithm that has

as small as possible number of iterations, the second line is focusing on designing

as efficient as possible data structures to improve the cost spent per iteration of the

algorithm [Vai89b, CLS19, LSZ19, JLSW20, JKL+20, JSWZ21]. In this chapter, our

major focus is on the second line.

There are a number of practical works trying to use a nearest neighbor search

data structure to speed up the per-step computation of the deep neural network

training [CMJF+20, LXJ+20, CLP+21, DMZS21]. However, none of the previous

work is able to give a provable guarantee. In this chapter, our goal is to develop

training algorithms that provably reduce per step time complexity. Let us consider

the ReLU activation neural network and two-layer neural network1. Let n denote

the number of training data points. Let d denote the dimension of each data point.

1An alternative name of the two-layer neural network is “one-hidden layer neural network”.
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Let m denote the number of neurons. In each iteration of gradient descent (GD),

we need to compute prediction for each point in the neural network. Each point

xi ∈ Rd, requires to compute m inner product in d dimension. Thus, Ω(mnd) is a

natural barrier for cost per iteration in training neural networks (in both forward

computation and backward computation).

A natural question to ask is

Is it possible to improve the cost per iteration of training neural network algorithm?

E.g., is o(mnd) possible?

We list our contributions as follows:

• We provide a new theoretical framework for speeding up neural network training by:

1) adopting the shifted neural tangent kernel; 2) showing that only a small fraction

(o(m)) of neurons are activated for each input data in each training iteration; 3)

identifying the sparsely activated neurons via geometric search; 4) proving that the

algorithm can minimize the training loss to zero in a linear convergence rate.

• We provide two theoretical results 1) our first result (Theorem 14.8) builds a dy-

namic half-space report data structure for the weights of a neural network, to

train neural networks in sublinear cost per iteration; 2) our second result (Theo-

rem 14.9) builds a static half-space report data-structure for the input data points

of the training data set for training a neural network in sublinear time.

Acceleration via high-dimensional search data-structure. High-dimensional

search data structures support efficiently finding points in some geometric query re-

gions (e.g., half-spaces, simplices, etc). Currently, there are two main approaches: one

is based on Locality Sensitive Hashing (LSH) [IM98], which aims to find the close-

by points (i.e., small ℓ2 distance [DIIM04, AR15, AIL+15, ARN17, Raz17, AIR18,

BIW19, DIRW20] or large inner product [SL14, SL15b, SL15a]) of a query q ∈ Rd

931



in a given set of points S ⊂ Rd. This kind of algorithms runs very fast in prac-

tice, but most of them only support approximate queries. Another approach is based

on space partitioning data structures, for example, partition trees [Mat92a, Mat92b,

AEM92, AC09, Cha12], k-d trees / range trees [CT17, TOG17, Cha19], Voronoi di-

agrams [ADBMS98, Cha00a], which can exactly search the query regions. Recent

works have successfully applied high-dimensional geometric data structure to reduce

the complexity of training deep learning models. SLIDE [CMJF+20] accelerates the

forward pass by retrieving neurons with maximum inner product via an LSH-based

data structure; Reforemer [KKL20] similarly adopts LSH to reduce the memory usage

for processing long sequence; MONGOOSE [CLP+21] accelerates the forward pass by

retrieving neurons with maximum inner products via a learnable LSH-based data

structure [Cha02] and lazy update framework [CLS19]. Despite the great empirical

success, there is no theoretical understanding of such acceleration.

The goal of our paper is to theoretically characterize the acceleration brought

by the high-dimensional geometric data structure. Specifically, our algorithm and

analysis are built upon the HSR data structures [AEM92] which can find all the

points that have large inner products and support efficient data update. Note that

HSR comes with a stronger recovery guarantee than LSH, in the sense that HSR,

whereas LSH is guaranteed to find some of those points.

Convergence via over-parameterization. Over the last few years, there has

been a tremendous work studying the convergence result of deep neural network expli-

cilty or implicitly based on neural tangent kernel (NTK) [JGH18], e.g. [LL18, DZPS19,

AZLS19a, AZLS19b, DLL+19, ADH+19a, ADH+19b, SY19, CGH+19, ZMG19, CG19,

ZG19, OS20, LSS+20, JT20, ZPD+20, HLSY21, BPSW21]. It has been shown that

(S)GD can train a sufficiently wide NN with random initialization will converge to a

small training error in polynomial steps.
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14.2 Challenges and Techniques

• Empirical works combine high-dimensional search data structures (e.g., LSH) with

neural network training, however, they do not work theoretically due to the follow-

ing reasons:

– Without shifting, the number of activated (and therefore updated) neurons is

Θ(m). There is no hope to theoretically prove o(m) complexity (See Chal-

lenge 1).

– Approximate high-dimensional search data structures might miss some impor-

tant neurons, which can potentially prevent the training from converging (see

Challenge 2).

• Our solutions are:

– We propose a shifted ReLU activation that is guaranteed to have o(m) number

of activated neurons. Along with the shifted ReLU, we also propose a shifted

NTK to rigorously provide a convergence guarantee (see Solution 1).

– We adopt an exact high-dimensional search data structure that better couples

with the shifted NTK. It takes o(m) time to identify the activated neurons and

fits well with the convergence analysis as it avoids missing important neurons

(see Solution 2).

Challenge 1: How to sparsify an over-parameterized neural network? To

speed up the training process, we need the neural network to be “sparse”, that is,

for each training data x ∈ Rd, the number of activated neurons is small. Then, in

the forward computation, we can just evaluate a small subset of neurons. However,

in the previous NTK analysis (e.g., [DZPS19]), the activation function is σ(x) =

max{⟨wr, x⟩, 0}, and the weights vectors wr are initially sampled from a standard d-

dimensional Gaussian distribution. Then, by the symmetry of Gaussian distribution,
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we know that for every input data x, there will be about half of the neurons being

activated, which means that we can only obtain a constant-factor speedup.

Solution 1 The problem actually comes from the activation function. In practice,

people use a shifted ReLU function σb(x) = max{⟨wr, x⟩, br} to train neural networks.

The main observation of our work is that threshold implies sparsity. We consider the

setting where all neurons have a unified threshold parameter b. Then, by the con-

centration of Gaussian distribution, there will be O(exp(−b2) ·m) activated neurons

after the initialization.

The next step is to show that the number of activated neurons will not blow

up too much in the following training iterations. In [DZPS19, SY19], they showed

that the weights vectors are changing slowly during the training process. In our

work, we open the black box of their proof and show a similar phenomenon for the

shifted ReLU function. More specifically, a key component is to prove that for each

training data, a large fraction of neurons will not change their status (from non-

activated to activated and vice versa) in the next iteration with high probability.

To achieve this, they showed that this is equivalent to the event that a standard

Gaussian random variable in a small centered interval [−R,R], and applied the anti-

concentration inequality to upper-bound the probability. In our setting, we need to

upper-bound the probability of z ∼ N(0, 1) in a shifted interval [b − R, b + R]. On

the one hand, we can still apply the anti-concentration inequality by showing that

the probability is at most Pr[z ∈ [−R,R]]. On the other hand, this probability is also

upper-bounded by Pr[z > b − R], and for small R, we can apply the concentration

inequality for a more accurate estimation. In the end, by some finer analysis of

the probability, we can show that with high probability, the number of activated

neurons in each iteration is also O(exp(−b2) ·m) for each training data. If we take

b = Θ(
√
logm), we only need to deal with truly sublinear in m of activated neurons

in the forward evaluation.
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Challenge 2: How to find the small subset of activated neurons? A linear

scan of the neurons will lead to a time complexity linear in m, which we hope to

avoid. Randomly sampling or using LSH for searching can potentially miss important

neurons which are important for a rigorous convergence analysis.

Solution 2 Given the shifted ReLU function σb(⟨wr, x⟩) = max{⟨wr, x⟩ − b, 0}, the

active neurons are those with weights wr lying in the half space of ⟨wr, x⟩ − b > 0.

Finding such neurons is equivalent to a computational geometry problem: given m

points in Rd, in each query and a half space H, the goal is to output the points

contained in H. Here we use the Half-Space Reporting (HSR) data structure proposed

by [AEM92]: after proper initialization, the HSR data structure can return all points

lying in the queried half space with complexity as low as O(log(n) + k), where k is

the number of such points. Note that the HSR data structure well couples with the

shifted ReLU, as the number of activated neurons k is truly sublinear in m as per the

setting of b = Θ(
√
logm).

14.3 Preliminaries

Notations For an integer n, we use [n] to denote the set {1, 2, · · · , n}. For a vector

x and p ∈ {0, 1, 2,∞}, we use ∥x∥p to denote the entry-wise ℓp norm of a vector. We

use Id to denote d-dimensional identity matrix. We use N(µ, σ2) to denote Gaussian

distribution with mean mu and variance σ2. We use Õ to hide the polylog factors.

This section is organized as follows. Section 14.3.1 introduces the neural net-

work and present problem formulation. Section 14.3.2 presents the half-space report

data-structure, Section 14.3.3 proposes our new sparsity-based Characterizations.

14.3.1 Problem formulation

In this section, we introduce the neural network model we study in this chapter.

Let us consider a two-layer ReLU activated neural network f that has width m and
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ℓ2 loss function. 2

Definition 14.1 (Prediction function and loss function). Given b ∈ R, x ∈ Rd,

W ∈ Rd×m and a ∈ Rm,

f(W,x, a) :=
1√
m

m∑

r=1

arσb(⟨wr, x⟩),

L(W ) :=
1

2

n∑

i=1

(f(W,xi, a)− yi)2.

We say function f is 2NN(m, b) for simplicity.

Here W are weights that connect input nodes with hidden nodes, a1, · · · , am ∈
R are the weights that connect hidden nodes with output node. The ReLU function

σb(x) := max{x− b, 0}, where b is the threshold parameter. Following the literature,

we mainly focus on optimizing W ∈ Rd×m. For weights a ∈ Rm, we will never change

a during the training after we randomly choose them at the initialization.3

Definition 14.2 (Weights at initialization). We use the following initialization,

• For each r, we sample wr(0) ∼ N(0, Id)

• For each r, we sample ar from {−1,+1} uniformly at random

Next, we can calculate the gradient

Fact 14.1 (Gradient of the prediction function and loss function). For each r ∈ [m],

∂f(W,x, a)

∂wr
=

1√
m
arx1w⊤

r x≥b. (14.1)

and

∂L(W )

∂wr
=

1√
m

n∑

i=1

(f(W,xi, a)− yi)arxi1⟨wr,xi⟩≥b. (14.2)

2This is a very standard formulation in the literature, e.g., see [DZPS19, SY19, BPSW21]
3We remark, in some previous work, they do choose shift, but their shift is a random shift. In

our application, it is important that the same b is fixed for all neurons and never trained.
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To update the weights from iteration k to iteration k+1, we follow the standard

update rule of the GD algorithm,

GD: W (k + 1) = W (k)− η ·∆W (k), where ∆W (k) =
∂L(W (k))

∂W (k)
. (14.3)

The ODE of the gradient flow is defined as

dwr(t)

dt
= −∂L(W )

∂wr
. (14.4)

Definition 14.3 (Error of prediction). For each t ∈ {0, 1, · · · , T}, we define err(t) ∈
Rn to be the error of prediction err(t) = y − u(t), where u(t) := f(W (t), a,X) ∈ Rn

14.3.2 Data structure for Half-Space Reporting

The half-space range reporting problem is an important problem in computa-

tional geometry, which is formally defined as following:

Definition 14.4 (Half-space range reporting). Given a set S of n points in Rd. There

are two operations:

• Query(H): given a half-space H ⊂ Rd, output all of the points in S that

contain in H, i.e., S ∩H.

• Update: add or delete a point in S.

– Insert(q): insert q into S

– Delete(q): delete q from S

Let Tinit denote the pre-processing time to build the data structure, Tquery denote the

time per query and Tupdate time per update.

We use the data-structure proposed in [AEM92] to solve the half-space range

reporting problem, which admits the interface summarized in Algorithm 87. Intu-

itively, the data-structure recursively partitions the set S and organizes the points
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in a tree data-structure. Then for a given query (a, b), all k points of S with

sgn(⟨a, x⟩ − b) ≥ 0 are reported quickly. Note that the query (a, b) here defines

the half-space H in Definition 14.4.

Algorithm 87 Half Space Report Data Structure
1: data structure HalfSpaceReport
2: procedures:
3: Init(S, n, d) ▷ Initialize the data structure with a set S of n points in Rd

4: Query(a, b) ▷ a, b ∈ Rd. Output the set {x ∈ S : sgn(⟨a, x⟩ − b) ≥ 0}
5: Add(x) ▷ Add point x ∈ Rd to S
6: Delete(x) ▷ Delete point x ∈ Rd from S
7: end data structure

Adapted from [AEM92], the algorithm comes with the following complexity:

Corollary 14.2 ([AEM92]). Given a set of n points in Rd, the half-space reporting

problem can be solved with the following performances:

• Part 1. Tquery(n, d, k) = Od(n
1−1/⌊d/2⌋ + k), amortized Tupdate = Od(log

2(n)).

• Part 2. Tquery(n, d, k) = Od(log(n) + k), amortized Tupdate = Od(n
⌊d/2⌋−1).

We remark that Part 1 will be used in Theorem 14.8 and Part 2 will be used

in Theorem 14.9.

14.3.3 Sparsity-based characterizations

In this section, we consider the ReLU function with a nonzero threshold:

σb(x) = max{0, x − b}, which is commonly seen in practise, and also has been con-

sidered in theoretical work [ZPD+20].

We first define the set of neurons that are firing at time t.

Definition 14.5 (fire set). For each i ∈ [n], for each t ∈ {0, 1, · · · , T}, let Si,fire(t) ⊂
[m] denote the set of neurons that are “fire” at time t, i.e.,

Si,fire(t) := {r ∈ [m] : ⟨wr(t), xi⟩ > b}.
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We define ki,t := |Si,fire(t)|, for all t in {0, 1, · · · , T}.

We propose a new “sparsity” lemma in this chapter. It shows that σb gives the

desired sparsity.

Lemma 14.3 (Sparsity after initialization). Let b > 0 be a tunable parameter. If we

use the σb as the activation function, then after the initialization, with probability at

least 1−n · exp(−Ω(m · exp(−b2/2))), it holds that for each input data xi, the number

of activated neurons ki,0 is at most O(m · exp(−b2/2)), where m is the total number

of neurons.

Proof. By the concentration of Gaussian distribution, the initial fire probability of a

single neuron is

Pr[σb(⟨wr(0), xi⟩) > 0] = Pr
z∼N(0,1)

[z > b] ≤ exp(−b2/2).

Hence, for the indicator variable 1r∈Si,fire(0), we have

E[1r∈Si,fire(0)] ≤ exp(−b2/2).

By standard concentration inequality (Lemma A.4),

Pr [|Si,fire(0)| > k0 + t] ≤ exp

(
− t2/2

k0 + t/3

)
,∀t > 0 (14.5)

where k0 := m · exp(−b2/2). If we choose t = k0, then we have:

Pr [|Si,fire(0)| > 2k0] ≤ exp (−3k0/8)

Then, by union bound over all i ∈ [n], we have that with high probability

1− n · exp(−Ω(m · exp(−b2/2))),

the number of initial fire neurons for the sample xi is bounded by ki,0 ≤ 2m ·
exp(−b2/2).
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The following remark gives an example of setting the threshold b, and will be

useful for showing the sublinear complexity in the next section.

Remark 14.1. If we choose b =
√
0.4 logm then k0 = m4/5. For t = m4/5, Eq. (14.5)

implies that

Pr
[
|Si,fire(0)| > 2m4/5

]
≤ exp

(
−min{mR,O(m4/5)}

)
.

14.4 Training Neural Network with Half-Space Reporting Data
Structure

In this section, we present two sublinear time algorithms for training over-

parameterized neural networks. The first algorithm (Section 14.4.1) relies on building

a high-dimensional search data-structure for the weights of the neural network. The

second algorithm (Section 14.4.2) is based on building a data structure for the input

data points of the training set. Both of the algorithms use the HSR to quickly

identify the fired neurons to avoid unnecessary calculations. The time complexity

and the sketch of the proof are provided after each of the algorithms.

14.4.1 Weights preprocessing

We first introduce the algorithm that preprocesses the weights wr for r ∈ [m],

which is commonly used in practice [CLP+21, CMJF+20, KKL20]. Recall 2NN(m, b)

is f(W,x, a) := 1√
m

∑m
r=1 arσb(⟨wr, x⟩). By constructing a HSR data-structure for

wr’s, we can quickly find the set of active neurons Si,fire for each of the training

sample xi. See pseudo-code in Algorithm 88.

In the remaining part of this section, we focus on the time complexity analysis

of Algorithm 88. The convergence proof will be given in Section 14.5.

Lemma 14.4 (Running time part of Theorem 14.8). Given n data points in d-

dimensional space. Running gradient descent algorithm (Algorithm 88) on 2NN(m, b =
√
0.4 logm) (Definition 14.1) the expected cost per-iteration of the gradient descent
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Algorithm 88 Training Neural Network via building a data structure of weights of
the neural network
1: procedure TrainingWithPreprocessWeights({(xi, yi)}i∈[n],n,m,d) ▷

Theorem 14.8
2: Initialize wr, ar for r ∈ [m] and b according to Definition 14.2 and Remark 14.1
3: HalfSpaceReport hsr.Init({wr(0)}r∈[m],m, d) ▷ Algorithm 87
4: for t = 1→ T do
5: Si,fire ← hsr.Query(xi, b) for i ∈ [n]
6: Forward pass for xi only on neurons in Si,fire for i ∈ [n]
7: Calculate gradient for xi only on neurons in Si,fire for i ∈ [n]
8: Gradient update for the neurons in ∪i∈[n]Si,fire
9: hsr.Delete(wr(t)) for r ∈ ∪i∈[n]Si,fire

10: hsr.Add(wr(t+ 1)) for r ∈ ∪i∈[n]Si,fire
11: end for
12: return Trained weights wr(T + 1) for r ∈ [m]
13: end procedure

algorithm is

Õ(m1−Θ(1/d)nd).

Proof. The per-step time complexity is

n∑

i=1

TQuery(m, d, ki,t) + (TDelete + TInsert) · | ∪i∈[n] Si,fire(t)|+ d
∑

i∈[n]

ki,t

The first term
∑n

i=1 TQuery(m, d, ki,t) corresponds to the running time of querying the

active neuron set Si,fire(t) for all training samples i ∈ [n]. With the first result in

Corollary 14.2, the complexity is bounded by Õ(m1−Θ(1/d)nd).

The second term (TDelete +TInsert) · | ∪i∈[n] Si,fire(t)| corresponds to updating

wr in the high-dimensional search data-structure (Lines 9 and 10). Again with the

first result in Corollary 14.2, we have TDelete +TInsert = O(log2m). Combining with

the fact that | ∪i∈[n] Si,fire(t)| ≤ | ∪i∈[n] Si,fire(0)| ≤ O(nm4/5), the second term is

bounded by O(nm4/5 log2m).

The third term is the time complexity of gradient calculation restricted to the
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Algorithm 89 Training Neural Network via building a data-structure of the input
data points
1: procedure TrainingWithProcessData({(xi, yi)}i∈[n],n,m,d) ▷

Theorem 14.9
2: Initialize wr, ar for r ∈ [m] and b according to Definition 14.2 and Remark 14.1
3: HalfSpaceReport hsr.Init({xi}i∈[n], n, d) ▷ Algorithm 87
4: S̃r,fire ← hsr.Query(wr(0), b) for r ∈ [m] ▷ S̃r,fire are samples which neuron
r fires for

5: Si,fire ← {r | i ∈ S̃r,fire} ▷ Si,fire is the set of neurons, which fire for xi
6: for t = 1→ T do
7: Forward pass for xi only on neurons in Si,fire for i ∈ [n]
8: Calculate gradient for xi only on neurons in Si,fire for i ∈ [n]
9: Gradient update for the neurons in ∪i∈[n]Si,fire

10: for r ∈ ∪i∈[n]Si,fire do
11: Si,fire.Del(r) for i ∈ S̃r,fire
12: S̃r,fire ← hsr.Query(wr(t+ 1), b)

13: Si,fire.Add(r) for i ∈ S̃r,fire
14: end for
15: end for
16: return Trained weights wr(T + 1) for r ∈ [m]
17: end procedure

set Si,fire(t). With the bound on
∑

i∈[n] ki,t (Lemma 14.18), we have d
∑

i∈[n] ki,t ≤
O(m4/5nd).

Putting them together completes the proof.

14.4.2 Data preprocessing

While the weights preprcessing algorithm is inspired by the common practise,

the dual relationship between the input xi and model weights wr inspires us to pre-

process the dataset before training (i.e., building HSR data-structure for xi). This

largely improves the per-iteration complexity and avoids the frequent updates of the

data structure since the training data is fixed. More importantly, once the training

dataset is preprocessed, it can be reused for different models or tasks, thus one does

not need to perform the expensive preprocessing for each training.
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The corresponding pseudocode is presented in Algorithm 89. With xi prepro-

cessed, we can query HSR with weights wr and the result S̃r,fire is the set of training

samples xi for which wr fires for. Given S̃r,fire for r ∈ [m], we can easily recon-

struct the set Si,fire, which is the set of neurons fired for sample xi. The forward and

backward pass can then proceed similar to Algorithm 88.

At the end of each iteration, we will update S̃r,fire based on the new wr esti-

mation and update Si,fire accordingly. For Algorithm 89, the HSR data-structure is

static for the entire training process. This is the main difference from Algorithm 88,

where the HSR needs to be updated every time step to account for the changing

weights wr.

We defer the convergence analysis to Section 14.5 and focus on the time com-

plexity analysis of Algorithm 88 in the rest of this section. We consider d being a

constant for the rest of this subsection.

Lemma 14.5 (Running time part of Theorem 14.9). Given n data points in d-

dimensional space. Running gradient descent algorithm (Algorithm 88) on 2NN(m, b =
√
0.4 logm) (Definition 14.1), the expected per-iteration running time of initializing

S̃r,fire, Si,fire for r ∈ [m], i ∈ [n] is O(m log n +m4/5n). The cost per iteration of the

training algorithm is O(m4/5n log n).

Proof. We analyze the initialization and training parts separately.

Initialization In Lines 4 and 5, the sets S̃r,fire, Si,fire for r ∈ [m], i ∈ [n] are

initialized. For each r ∈ [m], we need to query the data structure the set of data

points x’s such that σb(wr(0)⊤x) > 0. Hence, the running time of this step is
m∑

r=1

Tquery(n, d, k̃r,0) = O(m log n+
m∑

r=1

k̃r,0)

= O(m log n+
n∑

i=1

ki,0)

= O(m log n+m4/5n).
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where the second step follows from
∑m

r=1 k̃r,0 =
∑n

i=1 ki,0.

Training Consider training the neural network for T steps. For each step, first

notice that the forward and backward computation parts (Line 7 - 9) are the same as

previous algorithm. The time complexity is O(m4/5n log n).

We next show that maintaining S̃r,fire, r ∈ [m] and Si,fire, i ∈ [n] (Line 10 -

14) takes O(m4/5n log n) time. For each fired neuron r ∈ [m], we first remove the

indices of data in the sets Si,fire, which takes time

O(1) ·
∑

r∈∪i∈[n]Si,fire

k̃r,t = O(1) ·
m∑

r=1

k̃r,t = O(m4/5n).

Then, we find the new set of x’s such that σb(⟨wr(t + 1), x⟩) > 0 by querying the

half-space reporting data structure. The total running time for all fired neurons is

∑

r∈∪i∈[n]Si,fire

Tquery(n, d, k̃r,t+1) ≲ m4/5n log n+
∑

r∈∪i∈[n]Si,fire

k̃r,t+1 = O(m4/5n log n)

Then, we update the index sets Si,fire in time O(m4/5n). Therefore, each training

step takes O(m4/5n log n) time, which completes the proof.

14.5 Convergence of Our Algorithm

We state the result of our training neural network algorithms (Lemma 14.7)

can converge in certain steps. An important component in our proof is to find out

a lower bound on minimum eigenvalue of the continuous Hessian matrix λmin(H
cts).

It turns out to be an anti-concentration problem of the Gaussian random matrix.

In [OS20], they gave a lower bound on λmin(H
cts) for ReLU function with b = 0,

assuming the input data are separable. One of our major technical contribution is

generalizing it to arbitrary b ≥ 0.

Proposition 14.6 (Informal version of Theorem 14.31). Given n (normalized) input

data points {x1, x2, · · · , xn} ⊆ Rd such that ∀i ∈ [n], ∥xi∥2 = 1. Let parameter δ :=
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mini ̸=j{∥xi − xj∥2, ∥xi + xj∥2} denote the data separability. For any shift parameter

b ≥ 0, we define shifted NTK Hcts ∈ Rn×n as follows

Hcts
i,j := Ew∼N(0,Id)

[
⟨xi, xj⟩ · 1⟨w,xi⟩≥b · 1⟨w,xj⟩≥b

]
,∀i ∈ [n], j ∈ [n].

Then

λmin(H
cts) ≥ 0.01e−b

2/2δ/n2.

With proposition 14.6, we are ready to show the convergence rate of training

an over-parameterized neural network with shifted ReLU function.

Lemma 14.7 (Convergence part of Theorem 14.8 and Theorem 14.9). Suppose

input data-points are δ-separable, i.e., δ := mini ̸=j{∥xi − xj∥2, ∥xi + xj∥2}. Let

m = poly(n, 1/δ, log(n/ρ)) and η = O(λ/n2). Let b = Θ(
√
logm). Then

Pr
[
∥err(k)∥22 ≤ (1− ηλ/2)k · ∥err(0)∥22, ∀k ∈ {0, 1, · · · , T}

]
≥ 1− ρ.

Note that the randomness is over initialization. Eventually, we choose T = λ−2n2 log(n/ϵ)

where ϵ is the final accuracy.

This result shows that despite the shifted ReLU and sparsely activated neu-

rons, we can still retain the linear convergence. Combined with the results on per-step

complexity in the previous section, it gives our main theoretical results of training deep

learning models with sublinear time complexity (Theorem 14.8 and Theorem 14.9).

14.6 Main Classical Results

We present two theorems (under classical computation model) of our work,

showing the sublinear running time and linear convergence rate of our two algorithms.

We leave the quantum application into Appendix 14.14. The first algorithm is relying

on building a high-dimensional geometric search data-structure for the weights of a

neural network.
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Theorem 14.8 (Main result I, informal of Theorem 14.30). Given n data points in

d-dimensional space. We preprocess the initialization weights of the neural network.

Running gradient descent algorithm (Algorithm 88) on a two-layer, m-width, over-

parameterized ReLU neural network will minimize the training loss to zero, and the

expected running time of gradient descent algorithm (per iteration) is

Õ(m1−Θ(1/d)nd).

The second algorithm is based on building a data structure for the input data

points of the training set. Our second algorithm can further reduce the cost per

iteration from m1−1/d to truly sublinear in m, e.g. m4/5.

Theorem 14.9 (Main result II, informal of Theorem 14.30). Given n data points

in d-dimensional space. We preprocess all the data points. Running gradient descent

algorithm (Algorithm 89) on a two-layer, m-width, over-parameterized ReLU neural

network will minimize the training loss to zero, and the expected running time of

gradient descent algorithm (per iteration) is

Õ(m4/5nd).

14.7 Discussion

In this chapter, we propose two sublinear algorithms to train neural networks.

By preprocessing the weights of the neuron networks or preprocessing the training

data, we rigorously prove that it is possible to train a neuron network with sublinear

complexity, which overcomes the Ω(mnd) barrier in classical training methods. Our

results also offer theoretical insights for many previously established fast training

methods.

Our algorithm is intuitively related to the lottery tickets hypothesis [FC18].

However, our theoretical results can not be applied to explain lottery tickets imme-

diately for two reasons: 1) the lottery ticket hypothesis focuses on pruning weights;
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while our results identify the important neurons. 2) the lottery ticket hypothesis

identifies the weights that need to be pruned after training (by examining their mag-

nitude), while our algorithms accelerate the training via preprocessing. It would be

interesting to see how our theory can be extended to the lottery ticket hypothesis.

Roadmap. In Section 14.8, we present our main algorithms. In Section 14.9, we

provide some preliminaries. In Section 14.10, we provide sparsity analysis. We show

convergence analysis in Section 14.11. In Section 14.12, we show how to combine

the sparsity, convergence, running time all together. In Section 14.13, we show cor-

relation between sparsity and spectral gap of Hessian in neural tangent kernel. In

Section 14.14, we discuss how to generalize our result to quantum setting.

14.8 Complete Algorithms

In this section, we present three algorithms (Alg. 90, Alg. 91 and Alg. 92)

which are the complete version of Alg. 87, Alg. 88 and Alg. 89.

Algorithm 90 Half Space Report Data Structure
1: data structure HalfSpaceReport
2: procedures:
3: Init(S, n, d) ▷ Initialize the data structure with a set S of n points in Rd

4: Query(a, b) ▷ a, b ∈ Rd. Output the set {x ∈ S : sgn(⟨a, x⟩ − b) ≥ 0}
5: Add(x) ▷ Add a point x ∈ Rd to S
6: Delete(x) ▷ Delete the point x ∈ Rd from S
7: end data structure
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Algorithm 91 Training Neural Network via building a data structure of weights.
1: procedure TrainingWithPreprocessWeights({xi}i∈[n], {yi}i∈[n],n,m,d) ▷

Theorem 14.8
2: /*Initialization step*/
3: Sample W (0) and a according to Definition 14.2
4: b← √0.4 logm.
5: /*A dynamic data-structure*/
6: HalfSpaceReport hsr ▷ Algorithm 87, Part 1 of Corollary 14.2
7: hsr.Init({wr(0)}r∈[m],m, d) ▷ It takes Tinit(m, d) time
8: /*Iterative step*/
9: for t = 0→ T do

10: /*Forward computation step*/
11: for i = 1→ n do
12: Si,fire ← hsr.Query(xi, b) ▷ It takes Tquery(m, d, ki,t) time
13: u(t)i ← 1√

m

∑
r∈Si,fire ar · σb(wr(t)⊤xi) ▷ It takes O(d · ki,t) time

14: end for
15: /*Backward computation step*/
16: P ← 0n×m ▷ P ∈ Rn×m

17: for i = 1→ n do
18: for r ∈ Si,fire do
19: Pi,r ← 1√

m
ar · σ′b(wr(t)⊤xi)

20: end for
21: end for
22: M ← Xdiag(y − u(t)) ▷ M ∈ Rd×n, it takes O(n · d) time
23: ∆W ← M︸︷︷︸

d×n

P︸︷︷︸
n×m

▷ ∆W ∈ Rd×m, it takes O(d · nnz(P )) time,

nnz(P ) = O(nm4/5)
24: W (t+ 1)← W (t)− η ·∆W .
25: /*Update data structure*/
26: Let Q ⊂ [m] where for each r ∈ Q, the ∆W∗,r is not all zeros ▷
|Q| ≤ O(nm4/5)

27: for r ∈ Q do
28: hsr.Delete(wr(t))
29: hsr.Insert(wr(t+ 1))
30: end for
31: end for
32: return W ▷ W ∈ Rd×m

33: end procedure
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Algorithm 92 Training Neural Network via building a data-structure of the input
points.
1: procedure TrainingWithProcessData({xi}i∈[n], {yi}i∈[n],n,m,d) ▷ Theorem 14.9
2: /*Initialization step*/
3: Sample W (0) and a according to Definition 14.2
4: b← √0.4 logm.
5: /*A static data-structure*/
6: HalfSpaceReport hsr ▷ Algorithm 87, Part 2 of Corollary 14.2
7: hsr.Init({xi}i∈[n], n, d) ▷ It takes Tinit(n, d) time
8: /*Initialize S̃r,fire and Si,fire */
9: ▷ It takes

∑m
r=1 Tquery(n, d, k̃r,t) = O(m log n+m1/2n) time

10: S̃r,fire ← ∅ for r ∈ [m]. ▷ S̃r,fire is the set of samples, for which neuron r fires
11: Si,fire ← ∅ for i ∈ [n]. ▷ Si,fire is the set of neurons, which fire for xi
12: for r = 1→ m do
13: S̃r,fire ← hsr.Query(wr(0), b)
14: for i ∈ S̃r,fire do
15: Si,fire.Add(r)
16: end for
17: end for
18: /*Iterative step*/
19: for t = 1→ T do
20: /*Forward computation step*/
21: for i = 1→ n do
22: u(t)i ← 1√

m

∑
r∈Si,fire ar · σb(wr(t)

⊤xi) ▷ It takes O(d · ki,t) time
23: end for
24: /*Backward computation step*/
25: P ← 0n×m ▷ P ∈ Rn×m
26: for i = 1→ n do
27: for r ∈ Si,fire do
28: Pi,r ← 1√

m
ar · σ′b(wr(t)⊤xi)

29: end for
30: end for
31: M ← Xdiag(y − u(t)) ▷ M ∈ Rd×n, it takes O(n · d) time
32: ∆W ← M︸︷︷︸

d×n

P︸︷︷︸
n×m

▷ ∆W ∈ Rd×m, it takes O(d · nnz(P )) time,

nnz(P ) = O(nm4/5)
33: W (t+ 1)←W (t)− η ·∆W .
34: /*Update S̃r,fire and Si,fire step*/
35: ▷ It takes O(

∑n
i=1 ki,t +

∑
r∈S[n],fire

Tquery(n, d, k̃r,t+1)) = O(n · log n ·m4/5)

36: S[n],fire ← ∪i∈[n]Si,fire
37: for r ∈ S[n],fire do
38: for i ∈ S̃r,fire do ▷ Removing old fired neuron indices. It takes O(k̃r,t) time
39: Si,fire.Del(r)
40: end for
41: S̃r,fire ← hsr.Query(wr(t+ 1), b) ▷ It takes Tquery(n, d, k̃r,t+1) time
42: for i ∈ S̃r,fire do ▷ Adding new fired neuron indices. It takes O(k̃r,t+1) time
43: Si,fire.Add(r)
44: end for
45: end for
46: end for
47: return W ▷ W ∈ Rd×m
48: end procedure
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14.9 Preliminaries

Notations For an integer n, we use [n] to denote the set {1, 2, · · · , n}. For a

vector x, we use ∥x∥2 to denote the entry-wise ℓ2 norm of a vector. We use E[] to

denote the expectation and Pr[] to denote the probability. We use M⊤ to denote

the transpose of M . We define matrix Frobenius norm as ∥M∥F = (
∑

i,jM
2
i,j)

1/2.

We use ∥M∥ to denote the operator norm of M . For d × m weight matrix W , we

define ∥W∥∞,2 := maxr∈[m] ∥wr∥2. We use x⊤y to denote the inner product between

vectors x and y. We use Id to denote d-dimensional identity matrix. We use N(µ, σ2)

to denote Gaussian distribution with mean µ and variance σ2. We use λmin(M) and

λmax(M) to denote the minimum and the maximum eigenvalue of the matrix M ,

respectively.

14.9.1 Half-space reporting data structures

The time complexity of HSR data structure is:

Theorem 14.10 (Agarwal, Eppstein and Matousek [AEM92]). Let d be a fixed

constant. Let t be a parameter between n and n⌊d/2⌋. There is a dynamic data

structure for half-space reporting that uses Od,ϵ(t
1+ϵ) space and pre-processing time,

Od,ϵ(
n

t1/⌊d/2⌋
log n+ k) time per query where k is the output size and ϵ > 0 is any fixed

constant, and Od,ϵ(t
1+ϵ/n) amortized update time.

As a direct corollary, we have

Corollary 14.11 (HSR data-structure time complexity [AEM92]). Given a set of n

points in Rd, the half-space reporting problem can be solved with the following perfor-

mances:

• Part 1.Tinit(n, d) = Od(n log n), Tquery(n, d, k) = Od,ϵ(n
1−1/⌊d/2⌋+ϵ+k), amortized

Tupdate = Od,ϵ(log
2(n)).

• Part 2.Tinit(n, d) = Od,ϵ(n
⌊d/2⌋+ϵ), Tquery(n, d, k) = Od,ϵ(log(n) + k), amortized

Tupdate = Od,ϵ(n
⌊d/2⌋−1+ϵ).
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14.9.2 Basic algebras

Claim 14.12 ([Sch11]). Let M1,M2 ∈ Rn×n be two PSD matrices. Let M1 ◦ M2

denote the Hadamard product of M1 and M2. Then,

λmin(M1 ◦M2) ≥ (min
i∈[n]

M2i,i) · λmin(M1),

λmax(M1 ◦M2) ≤ (max
i∈[n]

M2i,i) · λmax(M1).

14.10 Sparsity Analysis
14.10.1 Bounding difference between continuous kernel and discrete ker-

nel

In [DZPS19, SY19], they proved the following lemma for b = 0. Here, we

provide a more general statement for any b ≥ 0.

Lemma 14.13. For any shift parameter b ≥ 0, we define continuous version of shifted

NTK Hcts and discrete version of shifted NTK Hdis as:

Hcts
i,j := Ew∼N(0,I)

[
x⊤i xj1w⊤xi≥b,w⊤xj≥b

]
,

Hdis
i,j :=

1

m

m∑

r=1

[
x⊤i xj1w⊤

r xi≥b,w⊤
r xj≥b

]
.

We define λ := λmin(H
cts).

Let m = Ω(λ−1n log(n/ρ)) be number of samples of Hdis, then

Pr
[
λmin(H

dis) ≥ 3

4
λ
]
≥ 1− ρ.

Proof. We will use the matrix Chernoff bound (Theorem A.6) to provide a lower

bound on the least eigenvalue of discrete version of shifted NTK Hdis.

Let Hr :=
1
m
X̃(wr)X̃(wr)

⊤, where X̃(wr) ∈ Rd×n is defined as follows:

X̃(wr) =
[
1w⊤

r xi≥b · x1 · · · 1w⊤
r xn≥b · xn

]
.
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Hence, Hr ⪰ 0. We need to upper-bound ∥Hr∥. Naively, we have

∥Hr∥ ≤ ∥Hr∥F ≤
n

m
,

since for each entry at (i, j) ∈ [n]× [n],

(Hr)i,j =
1

m
x⊤i xj1w⊤

r xi≥b,w⊤
r xj≥b ≤

1

m
x⊤i xj ≤

1

m
.

Then, Hdis =
∑m

r=1Hr, and E[Hdis] = Hcts. And we assume that λmin(H
cts) =

λ.

Hence, by matrix Chernoff bound (Theorem A.6) and choosing choose m =

Ω(λ−1n · log(n/ρ)), we can show

Pr

[
λmin(H

dis) ≤ 3

4
λ

]
≤ n · exp(− 1

16
λ/(2n/m))

= n · exp(−λm
32n

)

≤ ρ,

Thus, we finish the proof.

14.10.2 Handling Hessian if perturbing weight

We present a tool which is inspired by a list of previous work [DZPS19, SY19].

Lemma 14.14 (perturbed w for shifted NTK). Let b > 0 and R ≤ 1/b. Let c > 0

and c′ > 0 denote two fxied constants. We define function H that is mapping Rm×d

to Rn×n as follows:

the (i, j)-th entry of H(W ) is
1

m
x⊤i xj

m∑

r=1

1w⊤
r xi≥b,w⊤

r xj≥b.

Let W̃ ∈ Rd×m be m vectors that are sampled from N(0, Id). Consider W ∈ Rd×m

that satisfy, ∥W̃ −W∥∞,2 ≤ R, it has

• Part 1, ∥H(W̃ )−H(W )∥F ≤ n ·min{c · exp(−b2/2), 3R} holds with probability

at least 1− n2 · exp(−m ·min{c′ · exp(−b2/2), R/10}).
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• Part 2, λmin(H(W )) ≥ 3
4
λ − n · min{c · exp(−b2/2), 3R} holds with probability

at least 1− n2 · exp(−m ·min{c′ · exp(−b2/2), R/10})− ρ.

Proof. Consider

∥H(W )−H(W̃ )∥2F =
∑

i∈[n]

∑

j∈[n]

(H(W̃ )i,j −H(W )i,j)
2

≤ 1

m2

∑

i∈[n]

∑

j∈[n]


∑

r∈[m]

1w̃⊤
r xi≥b,w̃⊤

r xj≥b − 1w⊤
r xi≥b,w⊤

r xj≥b




2

=
1

m2

∑

i∈[n]

∑

j∈[n]

( ∑

r∈[m]

sr,i,j,b

)2
,

where the first step follows from definition of Frobenius norm, the last third

step follows from by defining

sr,i,j,b := 1w̃⊤
r xi≥b,w̃⊤

r xj≥b − 1w⊤
r xi≥b,w⊤

r xj≥b.

For simplicity, we use sr to sr,i,j,b (note that we fixed (i, j) and b).

Define Ai,r to be the event that

Ai,r = {∃w ∈ Rd : ∥w − wr∥2 ≤ R,1w⊤xi≥b ̸= 1w⊤
r xi≥b}.

Note that event Ai,r happens iff |w⊤r xi − b| ≤ R happens.

Prior work [DZPS19, SY19] only one way to bound Pr[Ai,r]. We present two

ways of arguing the upper bound on Pr[Ai,r]. One is anti-concentration, and the other

is concentration.

By anticoncentration, (Lemma A.7),

Pr[Ai,r] ≤
2R√
2π
≤ R.

By concentration,

Pr[Ai,r] ≤ exp(−(b−R)2/2) ≤ c1 · exp(−b2/2).
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where the last step follows from R < 1/b and c1 ≥ exp(1−R2/2) is a constant.

Hence,

Pr[Ai,r] ≤ min{R, c1 exp(−b2/2)}.

If the event ¬Ai,r happens and the event ¬Aj,r happens, then we have

∣∣1w̃⊤
r xi≥b,w̃⊤

r xj≥b − 1w⊤
r xi≥b,w⊤

r xj≥b
∣∣ = 0.

If the event Ai,r happens or the event Aj,r happens, then we obtain

∣∣1w̃⊤
r xi≥b,w̃⊤

r xj≥b − 1w⊤
r xi≥b,w⊤

r xj≥b
∣∣ ≤ 1.

Case 1: c1 exp(−b2/2) < R. So we have

Ew̃r [sr] ≤ Pr[Ai,r] + Pr[Aj,r]

≤ c1 · exp(−b2/2)

Now, we calculate the variance

Ew̃r

[
(sr − Ew̃r [sr])

2] = Ew̃r [s
2
r]− Ew̃r [sr]

2

≤ Ew̃r [s
2
r]

≤ Ew̃r

[(
1Ai,r∨Aj,r

)2]

≤ c1 · exp(−b2/2).

Note that |sr| ≤ 1 for all r.

Define s = 1
m

∑m
r=1 sr. Thus, we are able to use Lemma A.4,

Pr
[
m · s ≥ m · c1 exp(−b2/2) +mt

]
≤ Pr

[
m∑

r=1

(sr − E[sr]) ≥ mt

]

≤ exp

(
− m2t2/2

m · c1 exp(−b2/2) +mt/3

)
, ∀t ≥ 0.

Define s = 1
m

∑m
r=1 sr. Thus, it gives
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Pr
[
s ≥ c2 · exp(−b2/2)

]
≤ exp(−c3 ·m exp(−b2/2)),

where c2 := 2c1, c3 :=
3
8
c1 are some constants.

Case 2: exp(−b2/2) > R. Then, we have

Ew̃r [sr] ≤ 2R, Ew̃r

[
(sr − Ew̃r [sr])

2] ≤ 2R.

Define s = 1
m

∑m
r=1 sr. By Lemma A.4,

Pr [s ≥ 3R] ≤ exp (−mR/10) .

Combining two cases:

Thus, we obtain

Pr
[
∥H(W̃ )−H(W )∥F ≤ n ·min{c2 exp(−b2/2), 3R}

]

≥ 1− n2 · exp(−m ·min{c3 exp(−b2/2), R/10}).

For the second part, by Lemma 14.14, Pr[λmin(H(W̃ )) ≥ 0.75 · λ] ≥ 1 − ρ.

Hence,

λmin(H(W )) ≥ λmin(H(W̃ ))− ∥H(W̃ )−H(W )∥

≥ λmin(H(W̃ ))− ∥H(W̃ )−H(W )∥F
≥ 0.75 · λ− n ·min{c2 · exp(−b2/2), 3R},

which happens with probability 1− n2 · exp(−m ·min{c3 · exp(−b2/2), R/10})− ρ by

the union bound.

14.10.3 Total movement of weights

Definition 14.6 (Hessian matrix at time t). For t ≥ 0, let H(t) be an n× n matrix

with (i, j)-th entry:

H(t)i,j :=
1

m
x⊤i xj

m∑

r=1

1⟨wr(t),xi⟩≥b1⟨wr(t),xj⟩≥b
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We follow the standard notation Dcts in Lemma 3.5 in [SY19].

Definition 14.7 (Dcts). Let y ∈ Rn be the vector of the training data labels. Let

err(0) ∈ Rn denote the error of prediction of the neural network function (Defini-

tion 14.3). Define the actual moving distance of weight Dcts to be

Dcts := λ−1 ·m−1/2 · √n · ∥err(0)∥2.

We state a tool from previous work [DZPS19, SY19] (more specifically, Lemma

3.4 in [DZPS19], Lemma 3.6 in [SY19]). Since adding the shift parameter b to NTK

doesn’t affect the proof of the following lemma, thus we don’t provide a proof and

refer the readers to prior work.

Lemma 14.15 ([DZPS19, SY19]). The condition Dcts < R implies λmin(H(t)) ≥ λ/2,

∀t ≥ 0. Let err(t) be defined as Definition 14.3. Further,

1. ∥W (t)−W (0)∥∞,2 ≤ Dcts,

2. ∥err(t)∥22 ≤ exp(−λt) · ∥err(0)∥22.

14.10.4 Bounded gradient

The proof of Lemma 3.6 in [SY19] implicitly implies the following basic prop-

erty of gradient.

Claim 14.16 (Bounded gradient). Let err(s) be defined as Definition 14.3. For any

0 ≤ s ≤ t, We have
∥∥∥∥
∂L(W (s))

∂wr(s)

∥∥∥∥
2

≤
√
n√
m
∥err(s)∥2

∥∥∥∥
d

ds
wr(s)

∥∥∥∥
2

≤
√
n√
m
∥err(s)∥2
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Proof. For the first part,

∥∥∥∂L(W (s))

∂wr(s)

∥∥∥
2
=
∥∥∥

n∑

i=1

erri(s)
1√
m
arxi · 1wr(s)⊤xi≥b

∥∥∥
2

by Eq. (14.4)

≤ 1√
m

n∑

i=1

|erri(s)| by Eq. (14.2)

≤
√
n√
m
∥err(s)∥2.

For second part, we use ODE to prove it.

14.10.5 Upper bound on the movement of weights per iteration

The following Claim is quite standard in the literature, we omitt the details.

Claim 14.17 (Corollary 4.1 in [DZPS19], Lemma 3.8 in [SY19]). Let err(i) be defined

as Definition 14.3. If ∀i ∈ [t], ∥err(i)∥22 ≤ (1− ηλ/2)i · ∥err(0)∥22, then

∥W (t+ 1)−Wr(0)∥∞,2 ≤ 4λ−1m−1/2 · √n · ∥err(0)∥2 := D.

14.10.6 Bounding the number of fired neuron per iteration

In this section, we will show that for t = 0, 1, . . . , T , the number of fire neurons

ki,t = |Si,fire(t)| is small with high probability.

We define the set of neurons that are flipping at time t:

Definition 14.8 (flip set). For each i ∈ [n], for each time t ∈ [T ] let Si,flip(t) ⊂ [m]

denote the set of neurons that are never flipped during the entire training process,

Si,flip(t) := {r ∈ [m] : sgn(⟨wr(t), xi⟩ − b) ̸= sgn(⟨wr(t− 1), xi⟩ − b)}.

Over all the iterations of training algorithm, there are some neurons that never

flip states. We provide a mathematical formulation of that set,
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Definition 14.9 (noflip set). For each i ∈ [n], let Si ⊂ [m] denote the set of neurons

that are never flipped during the entire training process,

Si := {r ∈ [m] : ∀t ∈ [T ] sgn(⟨wr(t), xi⟩ − b) = sgn(⟨wr(0), xi⟩ − b)}. (14.6)

In Lemma 14.3, we already show that ki,0 = O(m · exp(−b2/2)) for all i ∈ [n]

with high probability. We can show that it also holds for t > 0.

Lemma 14.18 (Bounding the number of fired neuron per iteration). Let b ≥ 0

be a parameter, and let σb(x) = max{x, b} be the activation function. For each

i ∈ [n], t ∈ [T ], ki,t is the number of activated neurons at the t-th iteration. For

0 < t ≤ T , with probability at least 1− n · exp (−Ω(m) ·min{R, exp(−b2/2)}), ki,t is

at most O(m exp(−b2/2)) for all i ∈ [n].

Proof. We prove this lemma by induction.

The base case of t = 0 is shown by Lemma 14.3 that ki,0 = O(m · exp(−b2/2))
for all i ∈ [n] with probability at least 1− n exp(−Ω(m · exp(−b2/2))).

Assume that the statement holds for 0, . . . , t − 1. By Claim 14.17, we know

∀k < t,

∥W (k + 1)−W (0)∥∞,2 < R.

Consider the t-th iteration. For each i ∈ [n], consider the set of activated

neurons Si,fire. We note that for the neurons in Si, with high probability these neurons

will not be activated in the t-th iteration if they are not activated in the (t − 1)-th

iteration. By Claim 14.19, for r ∈ [m],

Pr[r /∈ Si] ≤ min
{
R,O(exp(−b2/2))

}
.

On the one hand, if R < O(exp(−b2/2)), then E[|Si|] ≤ mR. By Lemma A.4,

Pr
[
|Si| > t

]
≤ exp

(
− t2/2

mR + t/3

)
.
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If we take t := mR, then we have

Pr
[
|Si| > mR

]
≤ exp (−3mR/8) .

On the other hand, if O(exp(−b2/2)) < R, then E[|Si|] ≤ O(m exp(−b2/2)).
By Lemma A.4, we have that

Pr
[
|Si| > t

]
≤ exp

(
− t2/2

O(m exp(−b2/2)) + t/3

)
.

If we take t := m exp(−b2/2), we have that

Pr
[
|Si| > m exp(−b2/2)

]
≤ exp(−Ω(m exp(−b2/2))).

Then, we know that in addition to the fire neurons in Si,noflip, there are at most

m ·min{R, exp(−b2/2)} neurons are activated in t-th iteration with high probability.

By a union bound for i ∈ [n], we obtain with probability

≥ 1− n · exp(−Ω(m) ·min{R, exp(−b2/2)}),

the number of activated neurons for xi at the t-th iteration of the algorithm is

ki,t = |Si,fire(t)| ≤ ki,0 +mmin{R, exp(−b2/2)} ≤ O(m exp(−b2/2)),

where the last step follows from ki,0 = O(m exp(−b2/2)) by Lemma 14.3.

The Lemma is then proved for all t = 0, . . . , T .

Claim 14.19 (Bound on noflip probability). Let R ≤ 1/b. For i ∈ [n], let Si be the

set defined by Eq. (14.6).

Part 1. For r ∈ [m], r /∈ Si if and only if |⟨wr(0), xi⟩ − b| < R.

Part 2. If wr(0) ∼ N(0, Id), then

Pr[r /∈ Si] ≤ min{R,O(exp(−b2/2))} ∀r ∈ [m].
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Proof. Part 1. We first note that r /∈ Si ⊂ [m] is equivalent to the event that

∃w ∈ Rd, s.t.1⟨wr(0),xi⟩≥b ̸= 1⟨w,xi⟩≥b ∧ ∥w − wr(0)∥2 < R.

Assume that ∥w−wr(0)∥2 = R. Then, we can write w = wr(0)+R · v with ∥v∥2 = 1

and ⟨w, xi⟩ = ⟨wr(0), xi⟩+R · ⟨v, xi⟩.

Now, suppose there exists a w such that 1⟨wr(0),xi⟩≥b ̸= 1⟨w,xi⟩≥b.

• If ⟨wr(0), xi⟩ > b, then there exists a vector v ∈ Rd such that R · ⟨v, xi⟩ <
b− ⟨wr(0), xi⟩,

• If ⟨wr(0), xi⟩ < b, then there exists a vector v ∈ Rd such that R · ⟨v, xi⟩ >
b− ⟨wr(0), xi⟩.

Since ∥xi∥2 = 1 and ⟨v, xi⟩ ∈ [−1, 1], we can see that the above conditions

hold if and only if

b− ⟨wr(0), xi⟩ > −R, and

b− ⟨wr(0), xi⟩ < +R.

In other words, r /∈ Si if and only if |⟨wr(0), xi⟩ − b| < R.

Part 2.

We have

Pr[r /∈ Si] = Pr
z∼N(0,1)

[|z − b| < R] by ⟨wr, xi⟩ ∼ N(0, 1)

≤ Pr
z∼N(0,1)

[|z| < R] by symmetric property of Gaussian distribution

≤ 2R√
2π

by anti-concentration inequality of Gaussian (Lemma A.7)

≤ R.

On the other hand, we also know

Pr[r /∈ Si] ≤ Pr
z∼N(0,1)

[z ≥ b−R] ≤ exp(−(b−R)2/2) ≤ O(exp(−b2/2)),

where the last step follows from R < 1/b.

960



14.11 Convergence Analysis
14.11.1 Upper bound the initialization

The following Claim provides an upper bound for initialization. Prior work

only shows it for b = 0, we generalize it to b ≥ 0. The modification to the proof of

previous Claim 3.10 in [SY19] is quite straightforward, thus we omit the details here.

Claim 14.20 (Upper bound the initialization, shited NTK version of Claim 3.10 in

[SY19]). Let b ≥ 0 denote the NTK shifted parameter. Let parameter ρ ∈ (0, 1) denote

the failure probability. Then

Pr[∥err(0)∥22 = O(n(1 + b2) log2(n/ρ))] ≥ 1− ρ.

14.11.2 Bounding progress per iteration

In previous work, [SY19] define H and H⊥ only for b = 0. In this section, we

generalize it to b ≥ 0. Let us define two shifted matrices H and H⊥

H(k)i,j :=
1

m

m∑

r=1

⟨xi, xj⟩1⟨wr(k),xi⟩≥b,⟨wr(k),xj⟩≥b, (14.7)

H(k)⊥i,j :=
1

m

∑

r∈Si

⟨xi, xj⟩1⟨wr(k),xi⟩≥b,⟨wr(k),xj⟩≥b. (14.8)

We define

v1,i :=
1√
m

∑

r∈Si

ar(σb(wr(k + 1)⊤xi)− σb(wr(k)⊤xi))

v2,i :=
1√
m

∑

r∈Si

ar(σb(wr(k + 1)⊤xi)− σb(wr(k)⊤xi)) (14.9)

Following the same proof as Claim 3.9 [SY19], we can show that the following Claim.

The major difference between our claim and Claim 3.9 in [SY19] is, they only proved

it for the case b = 0. We generalize it to b ≥ 0. The proof is several basic algebra

computations, we omit the details here.
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Claim 14.21 (Shifted NTK version of Claim 3.9 in [SY19]). Let err(k) = y − u(k)
be defined as Definition 14.3.

∥err(k + 1)∥22 = ∥err(k)∥22 +B1 +B2 +B3 +B4,

where

B1 := − 2η · err(k)⊤ ·H(k) · err(k),

B2 := + 2η · err(k)⊤ ·H(k)⊥ · err(k),

B3 := − 2err(k)⊤v2,

B4 := + ∥u(k + 1)− u(k)∥22.

The nontrivial parts in our analysis is how to bound B1, B2, B3 and B4 for the

shifted cases (We will provide a proof later). Once we can bound all these terms, we

can show the following result for one iteration of the algorithm:

Lemma 14.22 (Shifted NTK version of Page 13 in [SY19]). We have

∥err(k + 1)∥22 ≤ ∥err(k)∥22 · (1− ηλ+ 4ηn ·min{R, exp(−b2/2)}+ η2n2))

holds with probability at least

1− 2n2 · exp(−Ω(m) ·min{R, exp(−b2/2)})− ρ.

Proof. We are able to provide the following upper bound for ∥err(k + 1)∥22:

∥err(k + 1)∥22
= ∥err(k)∥22 +B1 +B2 +B3 +B4 by Claim 14.21

≤ ∥err(k)∥22(1− ηλ+ 4ηn ·min{R, exp(−b2/2)}+ η2n2) by Claim 14.24, 14.25, 14.26 and 14.27

962



14.11.3 Upper bound on the norm of dual Hessian

The proof of the following fact is similar to Fact C.1 in [SY19]. We generalize

the b = 0 to b ≥ 0. The same bound will hold as Fact C.1 in [SY19] if we replace

1wr(k)⊤xi≥0 by 1wr(k)⊤xi≥b. Thus, we omit the details here.

Fact 14.23 (Shifted NTK version of Fact C.1 in [SY19]). Let b ≥ 0. Let shifted

matrix H(k)⊥ be defined as Eq. (14.8). For all k ≥ 0, we have

∥H(k)⊥∥F ≤
n

m2

n∑

i=1

|Si|2.

14.11.4 Bounding the gradient improvement term

Claim 14.24 (Bounding the gradient improvement term). Let H(k) be shifted matrix

(see Eq. (14.7)). Assume b ≥ 0. Denote ρ0 = n2·exp(−m·min{c′·exp(−b2/2), R/10})+
ρ. We define B1 := −2ηerr(k)⊤H(k)err(k). Assuming either of the following condi-

tion,

• R ≤ λ
12n

,

• b ≥
√
2 · log(4cn/λ).

Then, we have

Pr[B1 ≤ −ηλ · ∥err(k)∥22] ≥ 1− ρ0.

Proof. By Lemma 14.14, there exists constants c, c′ > 0 such that

λmin(H(W )) ≥ 3

4
λ− n ·min{c · exp(−b2/2), 3R}

with probability at least 1− ρ0.

If we have R ≤ λ
12n

or b ≥
√
2 · log(4cn/λ), then

λmin(H(W )) ≥ 1

2
λ.
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Finally, we have

err(k)⊤ ·H(k) · err(k) ≥ ∥err(k)∥22 · λ/2.

14.11.5 Bounding the blowup by the dual Hessian term

Claim 14.25 (Bounding the blowup by the dual Hessian term). Let shifted matrix

H(k)⊥ be defined as Eq. (14.8). Let ρ0 = n exp(−Ω(m) · min{R, exp(−b2/2)}). Let

b ≥ 0 be shifted NTK parameter. We define B2 := 2η · err(k)⊤ ·H(k)⊥ · err(k). Then

Pr[B2 ≤ 2ηn ·min{R, exp(−b2/2)} · ∥err(k)∥22] ≥ 1− ρ0.

Proof. By property of spectral norm,

B2 ≤ 2η∥err(k)∥22∥H(k)⊥∥.

Using Fact 14.23, we have ∥H(k)⊥∥F ≤ n
m2

∑n
i=1 |Si|2.

By Lemma 14.18, ∀i ∈ {1, 2, · · · , n}, it has

Pr
[
|Si| ≤ m ·min{R, exp(−b2/2)}

]
≥ 1− ρ0. (14.10)

Hence, with probability at least 1− ρ0

∥H(k)⊥∥2F ≤
n

m2
· n ·m2 ·min{R2, exp(−b2)} = n2 ·min{R2, exp(−b2)}.

Putting all together, we have

∥H(k)⊥∥ ≤ ∥H(k)⊥∥F ≤ n ·min{R, exp(−b2/2)}

with probability at least 1− ρ0.
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14.11.6 Bounding the blowup by the flip-neurons term

Claim 14.26 (Bounding the blowup by flipping neurons term). Let ρ0 = n exp(−Ω(m)·
min{R, exp(−b2/2)}). We define B3 := −2err(k)⊤v2. Let b ≥ 0 be shifted NTK pa-

rameter. Then we have

Pr[B3 ≤ 2ηn ·min{R, exp(−b2/2)} · ∥err(k)∥22] ≥ 1− ρ0.

Proof. Using Cauchy-Schwarz inequality, we have B3 ≤ 2∥err(k)∥2 · ∥v2∥2.

Then we focus on ∥v2∥2,

∥v2∥22 ≤
n∑

i=1


 η√

m

∑

r∈Si

∣∣∣∣(
∂L(W (k))

∂wr(k)
)⊤xi

∣∣∣∣




2

by Eq. (14.9)

=
η2

m

n∑

i=1

(
m∑

r=1

1r∈Si

∣∣∣∣(
∂L(W (k))

∂wr(k)
)⊤xi

∣∣∣∣

)2

≤ η2

m
·max
r∈[m]

∣∣∣∣
∂L(W (k))

∂wr(k)

∣∣∣∣
2

·
n∑

i=1

(
m∑

r=1

1r∈Si

)2

≤ η2

m
· (
√
n√
m
∥err(k)∥2)2 ·

n∑

i=1

(
m∑

r=1

1r∈Si

)2

by Claim 14.16

≤ η2

m
· (
√
n√
m
∥err(k)∥2)2 ·

n∑

i=1

m2 ·min{R2, exp(−b2)} by Eq. (14.10)

= η2n2 ·min{R2, exp(−b2)} · ∥err(k)∥22,

14.11.7 Bounding the blowup by the prediction movement term

The proof of the following Claim is quite standard and simple in literature,

see Claim 3.14 in [SY19]. We omit the details here.

Claim 14.27 (Bounding the blowup by the prediction movement term).

B4 ≤ η2n2 · ∥err(k)∥22.
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14.11.8 Putting it all together

The goal of this section to combine all the convergence analysis together.

Lemma 14.28 (Convergence). Let η = λ/(4n2), R = λ/(12n), let b ∈ [0, n], and

m ≥ Ω(λ−4n4b2 log2(n/ρ)),

we have

Pr
[
∥err(t)∥22 ≤ (1− ηλ/2)t · ∥err(0)∥22

]
≥ 1− 2ρ.

Proof. We know with probability ≥ 1− 2n2 · exp(−Ω(m) ·min{R, exp(−b2/2)})− ρ,

∥err(t+ 1)∥22 ≤ ∥err(t)∥22 · (1− ηλ+ 4ηn ·min{R, exp(−b2/2)}+ η2n2)),

and we want to show that

1− ηλ+ 4ηn ·min{R, exp(−b2/2)}+ η2n2 ≤ 1− ηλ/2, and (14.11)

2n2 · exp(−Ω(m) ·min{R, exp(−b2/2)}) ≤ ρ. (14.12)

Claim 14.17 requires the following relationship between D and R,

D =
4
√
n∥err(0)∥2√
mλ

< R

By Claim 14.20, we can upper bound the prediction error at the initialization,

∥err(0)∥22 = O(nb2 log2(n/ρ)),

Combining the above two equations gives

R > Ω(λ−1nm−1/2b log(n/ρ)). (14.13)

Claim 14.24 (where 0 < c < e is a constant) requires an upper bound on R,4

R ≤ λ

12n
. (14.14)

4Due to the relationship between b and λ, we are not allowed to choose b in an arbitrary function
of λ. Thus, we should only expect to use R to fix the problem.
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Combing the lower bound and upper bound of R, it implies the lower bound

on m in our Lemma statement.

And Lemma 14.13 also requires that

m = Ω(λ−1n log(n/ρ)). (14.15)

which is dominated by the lower bound on m in our lemma statement, thus we can

ignore it.

Lemma 14.13 and Claim 14.19 require that

R < 1/b. (14.16)

which is equivalent to

b < 12n/λ

However, by Theorem 14.31, it will always hold for any b > 0.

Note that Eq. (14.11) can be rewritten as

4ηn ·min{R, exp(−b2/2)}+ η2n2 ≤ ηλ/2.

where it follows from taking η := λ/(4n2) and R = λ/(12n).

Therefore, we can take the choice of the parametersm, b,R and Eqs. (14.11), (14.12)

imply

Pr[∥err(t+ 1)∥22 ≤ (1− ηλ/2) · ∥err(t)∥22] ≥ 1− 2ρ.

14.12 Combine

Corollary 14.29 (Sublinear cost per iteration). Let n denote the number of points.

Let d denote the dimension of points. Let ρ ∈ (0, 1/10) denote the failure probability.
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Let δ be the separability of data points. For any parameter α ∈ (0, 1], we choose

b =
√

0.5(1− α) logm, if

m = Ω((δ−4n10 log4(n/ρ))1/α)

then the sparsity is

O(m
3+α
4 ).

Furthermore,

• If we preprocess the initial weights of the neural network, then we choose α =

1− 1/Θ(d) to get the desired running time.

• If we preprocess the training data points, then we choose α to be an arbitrarily

small constant to get the desired running time.

Proof. From Theorem 14.31, we know

λ ≥ exp(−b2/2) · δ

100n2

which is equivalent to

λ−1 ≤ exp(b2/2) · 100n
2

δ
.

For convergence, we need

m = Ω(λ−4n4b2 log2(n/ρ))

Since we know the upper bound of λ−1, thus we need to choose

m = Ω(exp(4 · b2/2) · δ−4 · n10b2 log2(n/ρ))

From sparsity, we have

O(m · exp(−b2/2))
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Let us choose b =
√

0.5(1− α) logm, for any α ∈ (0, 1].

For the lower bound on m, we obtain

m ≥ (δ−4n10 log4(n/ρ))1/α

For the sparsity, we obtain

m ·m−(1−α)/4 = m
3+α
4

Theorem 14.30 (Main result, formal of Theorem 14.8 and 14.9). Given n data

points in d-dimensional space. Running gradient descent algorithm on a two-layer

ReLU (over-parameterized) neural network with m neurons in the hidden layers is

able to minimize the training loss to zero, let Tinit denote the preprocessing time and

Citer denote the cost per iteration of gradient descent algorithm.

• If we preprocess the initial weights of the neural network (Algorithm 88), then

Tinit = Od(m logm),Citer = Õ(m1−Θ(1/d)nd).

• If we preprocess the training data points (Algorithm 89), then

Tinit = O(nd),Citer = Õ(m3/4+o(1)nd).

14.13 Bounds for the Spectral Gap with Data Separation

Theorem 14.31 (Formal version of Proposition 14.6). Let x1, . . . , xn be points in

Rd with unit Euclidean norm and w ∼ N(0, Id). Form the matrix X ∈ Rn×d =

[x1 . . . xn]
⊤. Suppose there exists δ ∈ (0,

√
2) such that

min
i ̸=j∈[n]

{∥xi − xj∥2, ∥xi + xj∥2} ≥ δ.
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Let b ≥ 0. Recall the continuous Hessian matrix Hcts is defined by

Hcts
i,j := Ew∼N(0,I)

[
x⊤i xj1w⊤xi≥b,w⊤xj≥b

]
∀(i, j) ∈ [n]× [n].

Let λ := λmin(H
cts). Then, we have

exp(−b2/2) ≥ λ ≥ exp(−b2/2) · δ

100n2
. (14.17)

Proof. Part 1: Lower bound.

Define the covariance of the vector 1Xw>b ∈ Rn as

Ew∼N(0,Id)

[
(1Xw>b)(1Xw>b)

⊤] .

Then, Hcts can be written as

Hcts = Ew∼N(0,Id)

[
(1Xw>b)(1Xw>b)

⊤] ◦XX⊤,

where A ◦B denotes the Hadamard product between A and B.

By Claim 14.12, and since ∥xi∥2 = 1 for all i ∈ [n], we only need to show:

Ew∼N(0,Id)

[
(1Xw>b)(1Xw>b)

⊤] ⪰ exp(−b2/2) · δ

100n2
· In.

Fix a unit length vector a ∈ Rn. Suppose there exist constants c1, c2 such that

Pr
[∣∣a⊤1Xw>b

∣∣ ≥ c1∥a∥∞
]
≥ c2δ

n
. (14.18)

This would imply that

E
[(
a⊤1Xw>b

)2] ≥ E
[∣∣a⊤1Xw>b

∣∣]2

≥ c21∥a∥2∞(
c2δ

n
)2

≥ c21c2
δ

n2
,

where the first step follows from Jensen’s inequality, the second step follows from

Markov’s inequality, the last step follows from ∥a∥2 = 1.
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Since this is true for all a, we find Eq. (14.17) with c21c2 = 1
100

by choosing

c1 = 1/2, c2 = 1/25 as described later.

Hence, our goal is proving Eq. (14.18). Without loss of generality, assume

|a1| = ∥a∥∞ and construct an orthonormal basis Q ∈ Rd×d in Rd where the first

column is equal to x1 ∈ Rd and Q = [x1 Q] ∈ Rd×d. Note that g = Q⊤w ∼ N(0, Id)

and we have

w = Qg = g1x1 +Qg,

where g =
[
g1
g

]
∈ Rd and the first step follows from QQ⊤ = Id.

For 0 ≤ γ ≤ 1/2, Gaussian small ball guarantees

Pr[|g1| ≤ γ] ≥ 7γ

10
.

Then, by Theorem 3.1 in [LS01] (Lemma A.8), we have

Pr[|g1 − b| ≤ γ] ≥ exp(−b2/2) · 7γ
10
.

Next, we argue that zi := ⟨Qg, xi⟩ is small for all i ̸= 1. For a fixed i ≥ 2, observe

that

zi ∼ N(0, 1− ⟨x1, xi⟩2).

Let τi,1 := ⟨xi, x1⟩.

Note that δ-separation implies

1− |⟨x1, xi⟩| =
1

2
min{∥x1 − xi∥22, ∥x1 + xi∥22} ≥

δ2

2

Hence |τi,1| ≤ 1− δ2/2.

Then, from Gaussian anti-concentration bound (Lemma A.7) and variance
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bound on zi, we have

Pr[|zi| ≤ |τi,1|γ] ≤
√

2

π

|τi,1|γ√
1− τ 2i,1

≤ 2γ

δ
√
π

≤ 2γ

δ
,

which implies that

Pr[|zi − (1− τi,1)b| ≤ |τi,1| · γ] ≤ Pr[|zi| ≤ γ] ≤ 2γ

δ
.

Hence, by union bound,

Pr[∀i ∈ {2, · · · , n} : |zi − (1− τi,1)b| ≤ |τi,1| · γ] ≥ 1− n2γ
δ

Define E to be the following event:

E :=
{
|g1 − b| ≤ γ and |zi − (1− τi,1)b| ≤ |τi,1| · γ, ∀i ∈ {2, · · · , n}

}
.

Since g1 ∈ R is independent of g, we have

Pr[E] = Pr[|g1 − b| ≤ γ] · Pr[∀i ∈ {2, · · · , n} : |zi − (1− τi,1)b| ≤ |τi,1| · γ]

≥ exp(−b2/2) · 7γ
10
· (1− 2nγ/δ)

≥ exp(−b2/2) · 7δ

80n
.

where the last step follows from choosing γ := δ
4n
∈ [0, 1/2].

To proceed, define

f(g) := ⟨a,1Xw>b⟩

= a1 · 1g1>b +
n∑

i=2

(ai · 1x⊤i x1·g1+x⊤i Qg>b)

= a1 · 1g1>b +
n∑

i=2

(ai · 1τi,1·g1+x⊤i Qg>b).
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where the third step follows from τi,1 = x⊤i x1.

On the event E, by Claim 14.32, we have that 1τi,1·g1+zi>b = 1zi>(1−τi,1)b.

Hence, conditioned on E,

f(g) = a11g1>b + rest(g),

where

rest(g) :=
n∑

i=2

ai · 1x⊤i Qg>(1−τi,1)b.

Furthermore, conditioned on E, g1, g are independent as zi’s are function of g

alone. Hence, E can be split into two equally likely events that are symmetric with

respect to g1 i.e. g1 ≥ b and g1 < b.

Consequently,

Pr
[
|f(g)| ≥ max{|a11g1>b + rest(g)|, |a11g1<b + rest(g)|}

∣∣∣ E
]
≥ 1/2 (14.19)

Now, using max{|a|, |b|} ≥ |a− b|/2, we find

Pr[|f(g)| ≥ 0.5|a1| · |1g1>b − 1g1<b| | E]

= Pr[|f(g)| ≥ 0.5|a1| | E]

= Pr[|f(g)| ≥ 0.5∥a∥∞ | E]

≥ 1/2,

where |a1| = ∥a∥∞.

This yields

Pr[|f(g)| ≥ ∥a∥∞/2] ≥ Pr[E]/2 ≥ exp(−b2/2) · 7δ

160n
.
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Part 2: Upper bound.

λ = λmin(H
cts)

= min
x∈Rd:∥x∥2=1

x⊤Hctsx

≤ e⊤1H
ctse1

= (Hcts)1,1

= Ew
[
x⊤1 x11w⊤x1≥b,

]

= Pr
w
[w⊤x1 ≥ b]

≤ exp(−b2/2),

where e1 :=
[
1 0 · · · 0

]⊤, and the sixth step follows from ∥x1∥2 = 1, the last step

follows from the concentration of Gaussian distribution. In Line 5 and 6 of the above

proof, w is sampled from N(0, Id).

Claim 14.32. Suppose |g1 − b| ≤ γ.

• If τi,1 > 0, then |zi− (1− τi,1)b| > +τi,1γ implies that 1τi,1·g1+zi>b = 1zi>(1−τi,1)b.

• If τi,1 < 0, then |zi− (1− τi,1)b| > −τi,1γ implies that 1τi,1·g1+zi>b = 1zi>(1−τi,1)b.

That is, if |zi − (1− τi,1)b| > |τi,1|γ, then we have 1τi,1·g1+zi>b = 1zi>(1−τi,1)b.

Proof. Case 1. We can assume τi,1 > 0. By assumption, we know that g1 ∈ [b −
γ, b+ γ].

Consider the forward direction first.

If τi,1g1 + zi > b, then

zi > b− τi,1(b+ γ) = (1− τi,1)b− τi,1γ.

According to the range of zi, it implies zi > (1− τi,1)b.

Then, consider the backward direction.
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If zi > (1− τi,1)b, then by the range of zi, we have zi > (1− τi,1)b+ τi,1γ.

Hence,

τi,1g1 + zi > τi,1(b− γ) + (1− τi,1)b+ τi,1γ = b.

Case 2. The τi,1 < 0 case can be proved in a similar way.

14.14 Quantum Algorithm for Training Neural Network

In this section, we provide a quantum-classical hybrid approach to train neural

networks with truly sub-quadratic time per iteration. The main observation is that

the classical HSR data structure can be replaced with Grover’s search algorithm in

quantum.

We first state our main result in below, showing the running time of our

quantum training algorithm:

Corollary 14.33 (Main theorem). Given n data points in d-dimensional space. Run-

ning gradient descent algorithm on a two-layer, m-with, over-parameterized, and

ReLU neural network will minimize the training loss to zero, let Citer denote the cost

per iteration of gradient descent algorithm. Then, we have

Citer = Õ(m9/10nd).

by applying Grover’s search algorithm for the neurons (Algorithm 93) or the input

data points (Algorithm 94).

Remark 14.2. We remark that previous works ([KLP19, AHKZ20]) on training classi-

cal neural networks use the quantum linear algebra approach, which achieves quantum

speedup in the linear algebra operations in the training process. For example, [KLP19]

used the block encoding technique to speed up the matrix multiplication in training a

convolutional neural network (CNN). [AHKZ20] used the quantum inner-product es-

timation to reduce each neuron’s computational cost. One drawback of this approach
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is that the quantum linear algebra computation incurs some non-negligible errors.

Hence, extra efforts of error analysis are needed to guarantee that the intermediate

errors will not affect the convergence of their algorithms.

Compared with the previous works, the only quantum component of our algo-

rithm is Grover’s search. So, we do not need to worry about the quantum algorithm’s

error in the training process. And we are able to use our fast training framework to

exploit a sparse structure, which makes Grover’s search algorithm run very fast, and

further leads to a truly sub-quadratic training algorithm.

Remark 14.3. We also remark the difference between the two algorithms in this quan-

tum section the first algorithm runs Grover’s search for each data point to find the

activated neurons, while the second one runs Grover’s search for each neuron to find

the data points that make it activated. The advantage of Algorithm 94 is it uses fewer

quantum resources since its search space is of size O(n) and the first algorithm’s search

space is of size O(m).
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Algorithm 93 Quantum-Classical Hybrid Training Neural Network, Version 1
1: procedure OraclePrep(i ∈ [n], t ∈ [T ])
2: Prepare the quantum query oracle Oi,t such that ▷ Each oracle call takes
O(d) time

Oi,t : |r⟩ |0⟩ 7→
{
|r⟩ |1⟩ if wr(t)⊤xi > b,

|r⟩ |0⟩ otherwise.

3: end procedure
4: procedure QTrainingAlgorithmI({xi}i∈[n], {yi}i∈[n], n,m, d) ▷

Corollary 14.33
5: Sample w(0) and a according to def. 14.2
6: b← √0.4 logm.
7: for t = 0→ T do
8: /*Quantum part*/
9: for i = 1→ n do

10: Oi,t ← OraclePrep(i, t)
11: Use Grover’s search with oracle Oi,t to find the set Si,fire ⊂ [m]

12: ▷ It takes Õ(
√
m · ki,t · d) time

13: end for
14: /*Classical part*/
15: for i = 1→ n do
16: u(t)i ← 1√

m

∑
r∈Si,fire arσb(wr(t)

⊤xi) ▷ It takes O(d · ki,t) time
17: end for
18: for i = 1→ n do
19: for r ∈ Si,fire do
20: Pi,r ← 1√

m
arσ

′
b(wr(t)

⊤xi)
21: end for
22: end for
23: M ← Xdiag(y − u(t)) ▷ M ∈ Rd×n, it takes O(n · d) time
24: ∆W ←MP ▷ ∆W ∈ Rd×m, it takes O(d · nnz(P )) time
25: W (t+ 1)← W (t)− η ·∆W .
26: end for
27: return W
28: end procedure
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Algorithm 94 Quantum-Classical Hybrid Training Neural Network, Version 2.
1: procedure QTrainingAlgorithmII({xi}i∈[n], {yi}i∈[n],n,m,d) ▷

Corollary 14.33
2: Sample w(0) and a according to def. 14.2
3: b← √0.4 logm.
4: /*Initialize S̃r,fire and Si,fire */ ▷ It takes

∑m
r=1 Õ((nk̃r,t)

1/2d) ≤ O(m9/10nd)
time in total.

5: S̃r,fire ← ∅ for r ∈ [m].
6: Si,fire ← ∅ for i ∈ [n].
7: for r = 1→ m do
8: S̃r,fire ← use Grover’s serach to find all i ∈ [n] s.t. σb(wr(1)⊤xi) ̸= 0.
9: for i ∈ S̃r,fire do

10: Si,fire.Add(r)
11: end for
12: end for
13: /*Iterative step*/
14: for t = 0→ T do
15: for i = 1→ n do
16: u(t)i ← 1√

m

∑
r∈Si,fire ar · σb(wr(t)⊤xi) ▷ It takes O(d · ki,t) time

17: end for
18: P ← 0n×m ▷ P ∈ Rn×m

19: for i = 1→ n do
20: for r ∈ Si,fire do
21: Pi,r ← 1√

m
ar · σ′b(wr(t)⊤xi)

22: end for
23: end for
24: M ← Xdiag(y − u(t)) ▷ M ∈ Rd×n, it takes O(n · d) time
25: ∆W ←MP ▷ ∆W ∈ Rd×m, it takes O(m4/5nd) time
26: W (t+ 1)← W (t)− η ·∆W .
27: /*Update S̃r,fire and Si,fire step*/ ▷ It takes Õ(m9/10nd) time in total
28: S[n],fire ← ∪i∈[n]Si,fire
29: for r ∈ S[n],fire do
30: for i ∈ S̃r,fire do ▷ It takes O(k̃r,t) time
31: Si,fire.Del(r)
32: end for
33: S̃r,fire ← use Grover’s search to find all i ∈ [n] s.t. σb(wr(t+1)⊤xi) ̸= 0.

34: for i ∈ S̃r,fire do ▷ It takes O(k̃r,t+1) time
35: Si,fire.Add(r)
36: end for
37: end for
38: end for
39: return W ▷ W ∈ Rd×m

40: end procedure
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We first state a famous result about the quadratic quantum speedup for the

unstructured search problem using Grover’s search algorithm.

Theorem 14.34 (Grover’s search algorithm [Gro96, BHMT02]). Given access to the

evaluation oracle for an unknown function f : [n] → {0, 1} such that |f−1(1)| = k

for some unknown number k ≤ n, we can find all i’s in f−1(1) in Õ(
√
nk)-time

quantumly.

Lemma 14.35 (Running time). For t = 0, 1, . . . , T , the time complexity of the t-th

iteration in Algorithm 93 is

Õ
(
nd
√
m ·max

i∈[n]

√
ki,t

)
,

where ki,t = |Si,fire(t)|.

Proof. We first consider the quantum part of the algorithm, which is dominated by

the for-loop at Line 9. For each i ∈ [n], we need to find the set Si,fire(t) by Grover’s

search, which takes Õ(
√
mki,t · Toracle) time. In our case, each oracle call takes O(d)

time. Hence, the quantum part’s running time is

Õ
( n∑

i=1

√
mki,t · d

)
= Õ

(
nd
√
m ·max

i∈[n]

√
ki,t

)
.

Then, consider the classical part of the algorithm. Since we already get the

sets Si,fire, the for-loop at Line 15 takes O(ktd) time, and the for-loop at Line 18 takes

O(kt) time, where kt =
∑n

i=1 ki,t ≤ n · maxi∈[n] ki,t. Then, at Line 24, we compute

the matrix product Xdiag(y − u(t))P . It’s easy to see that M = Xdiag(y − u(t))

can be computed in time O(nd). Since P is a sparse matrix, MP can be computed

in O(d · nnz(P )) = O(dkt) time. Namely, we maintain a data structure for all the

non-zero entries of P . Then calculate each row of MP in time O(nnz(P )). Hence,

the total running time of the classical part is O(nd ·maxi∈[n] ki,t).

Since ki,t ≤ m for all i ∈ [n], the running time per iteration of Algorithm 93

is Õ(nd
√
m ·maxi∈[n]

√
ki,t), which completes the proof of the lemma.
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The following lemma proves the running time of Algorithm 94.

Lemma 14.36. For t = 0, 1, . . . , T , the time complexity of the t-th iteration in Algo-

rithm 94 is

Õ
(√

nd ·
m∑

r=1

√
k̃r,t

)
,

where k̃r,t = |S̃r,fire| at time t.

Proof. For the quantum part, the difference is at Line 8, where we use Grover’s search

to find the data points such that the r-th neuron is activated. By Theorem 7.5, it

takes Õ((nk̃r,0)1/2)-time quantumly. And at Line 33, we re-compute S̃r,fire, which takes

Õ((nk̃r,t+1)
1/2)-time quantumly. Thus, the quantum running time of Algorithm 94 is

Õ(
∑

r∈[m](nk̃r,t)
1/2) per iteration.

The classical part is quite similar to Algorithm 92, which takesO(nd·maxi∈[n] ki,t)-

time per iteration.

Therefore, the cost per iteration is Õ(
∑

r∈[m](nk̃r,t)
1/2), and the lemma is then

proved.

Combining Lemma 14.35 and Lemma 14.36 proves the main result of this

section:

Proof of Corollary 14.33. In Section 14.12, we prove that ki,t = m4/5 with high prob-

ability for all i ∈ [n] if we take b =
√
0.4 logm. Hence, by Lemma 14.35, each iteration

in Algorithm 93 takes

Õ
(
nd
√
m ·max

i∈[n]

√
ki,t

)
= Õ

(
ndm9/10

)
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time in quantum. On the other hand, by Lemma 14.36, each iteration in Algorithm 94

takes quantum time

Õ
(√

nd
∑

r∈[m]

√
k̃r,t

)
≤ Õ

(√
nd
√
m
∑

r∈[m]

k̃r,t

)
(Cauchy-Schwartz inequality.)

= Õ
(√

nd
√
m
(∑

i∈[n]

ki,t
)1/2)

= Õ
(
ndm9/10

)
,

where the second step is by
∑

r∈[m] k̃r,t =
∑

i∈[n] ki,t, which completes the proof of the

corollary.

14.15 More Efficient Data Structures

The classical training algorithms introduced in this chapter employ the half-

space reporting data structures [AEM92], which have very slow pre-processing and are

very complicated to implement in practice. In this section, we provide two alternatives

that are much simpler with less pre-processing time. In addition, we also prove a fine-

grained hardness result showing that our algorithms are nearly optimal.

We first identify the following dynamic algorithms problem, which we prove

appears as a key subroutine of the training process.

Definition 14.10 (Dynamic Detection of Firing Neurons (DDFN)). Given two set

of points X = {x1, . . . , xn} ⊂ Zd, Y = {y1, . . . , ym} ⊂ Zd and a threshold b ∈ R,

design a data structure to support the following operations:

• Update(j ∈ [m], z ∈ Zd), set yj to z

• Query(), either output the set

Q = {(i, j) ∈ [n]× [m] | ⟨xi, yj⟩ ≥ b},

or report that |Q| > m4/5n.
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The main technical result of this section is a data structure for solving DDFN

withO(mnd)-time for preprocessing, Õ(nd)-time per update, andO(min{|Q|,m4/5n})-
time per query.

In Section 14.15.1, we introduce our data structures. In Section 14.15.2,

we show how these data structures help neural network training. Finally, in Sec-

tion 14.15.3, we prove our fine-grained lower bound for DDFN.

14.15.1 Correlation tree data structure

In this section, we consider a neural network 2NN(m, b) (Definition 14.1) with

n data points. We let {w1, · · · , wm} ⊂ Rd be the weights, {x1, · · · , xn} ⊂ Rd be the

data points, and {(wr, xi)}r∈[m],i∈[n] ⊂ Rm+n be the weight-data pairs.

We propose two data structures: Correlation DTree and Correlation WTree.

For the DTree data structure, it contains n binary trees indexed by n data points and

supports the following operations:

• Initialize It takes data points {x1, · · · , xn} ⊂ Rd and weights {w1, · · · , wm} ⊂
Rd as input and compute inner products of all weight-data pairs (wr, xi). It

uses these inner products to create n different trees. For the i-th tree based on

data point xi, it is constructed from m leaf nodes ⟨wr, xi⟩, r ∈ [m] and satisfies

the property that the value of parent node is the maximum value of its child

nodes.

• Update It takes a new weight z ∈ Rd and an index r ∈ [m] as input. For the

i-th tree, it calculate the new inner product ⟨z, xi⟩ and stores the value into

the r-th leaf node. Then it compares the new value with its parent node. It

replaces parent node with new value if it is larger and continue this comparing

process. Otherwise it stops. Repeat the same operation for all n trees.

• Query It takes a threshold b ∈ R≥0 and an index i ∈ [n] as input. Starting

from the root of the i-th tree, it checks if its value is greater than threshold b.
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If no, search ends. If yes, it treats the child nodes as the root of a new subtree

and repeat this searching process until stop. Then it finds all indices r ∈ [m]

that satisfy {wr : sgn(⟨wr, xi⟩ − b) ≥ 0}.

Algorithm 95 Correlation DTree Data Structure
1: data structure CorrelationDTree
2: procedures:
3: Init(S ⊂ Rd,W ⊂ Rd, n,m, d) ▷ Initialize the data structure via building n trees
4: Query(i, b) ▷ i ∈ [n], b ∈ R. Output the set {r ∈ [m] : sgn(⟨wr, xi⟩ − b) ≥ 0}
5: Update(x, i) ▷ Update the i’th point in Rd with x
6: end data structure

For the WTree data structure, it contains m binary trees indexed by m weights

and supports the following operations:

• Initialize Similar to DTree, it takes data points {x1, · · · , xn} ⊂ Rd and weights

{w1, · · · , wm} ⊂ Rd as input and compute inner products of all weight-data pairs

(wr, xi). It uses these inner products to create nm different trees. For the r-th

tree based on weight wi, it is constructed from n leaf nodes ⟨wr, xi⟩, i ∈ [n] and

satisfies the property that the value of parent node is the maximum value of its

child nodes.

• Update It takes a new weight z ∈ Rd and an index r ∈ [m] as input. Then it

re-constructs the r-th tree with weight z.

• Query It takes a threshold b ∈ R≥0 and an index r ∈ [m] as input. Starting

from the root of the r-th tree, it checks if its value is greater than threshold b.

If no, search ends. If yes, it treats the child nodes as the root of a new subtree

and repeat this searching process until stop. Then it finds all indices i ∈ [n]

that satisfy {wr : sgn(⟨wr, xi⟩ − b) ≥ 0}.

Below, we provide the details of the DTree and WTree data structures.
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Algorithm 96 Correlation WTree Data Structure
1: data structure CorrelationWTree
2: procedures:
3: Init(S ⊂ Rd,W ⊂ Rd, n,m, d) ▷ Initialize the data structure via building m

trees
4: Query(r, b) ▷ r ∈ [m], b ∈ R. Output the set {i ∈ [n] : sgn(⟨wr, xi⟩ − b) ≥ 0}
5: Update(w, r) ▷ Update the r’th point in Rd with w
6: end data structure

14.15.1.1 Correlation DTree data structure

We start by stating the main theorem of correlation DTree data structure.

The pseudocodes are presented in Algorithms 97 and 98.

Theorem 14.37 (Correlation DTree data structure). There exists a data structure

with the following procedures:

• Init({w1, w2, · · · , wm} ⊂ Rd, {x1, x2, · · · , xn} ⊂ Rd, n ∈ N,m ∈ N, d ∈ N).

Given a series of weights w1, w2, · · · , wm and datas x1, x2, · · · , xn in d-dimensional

space, it preprocesses in time O(nmd)

• Update(z ∈ Rd, r ∈ [m]). Given a weight z and index r, it updates weight wr
with z in time O(n · (d+ logm))

• Query(i ∈ [n], τ ∈ R). Given an index i indicating data point xi and a threshold

τ , it finds all index r ∈ [m] such that ⟨wr, xi⟩ > τ in time O(|S̃(τ)| · logm),

where S̃(τ) := {r : ⟨wr, xi⟩ > τ}
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Algorithm 97 Correlation DTree data structure
1: data structure CorrelationDTree ▷ Theorem 14.37
2: members
3: W ∈ Rm×d (m weight vectors )
4: X ∈ Rn×d (n data points)
5: Binary tree T1, T2, · · · , Tn ▷ n binary search trees
6: end members
7: public:
8: procedure Init(w1, w2, · · · , wm ∈ Rd,m, x1, x2, · · · , xn ∈ Rd, n, m, d) ▷

Lemma 14.38
9: for i = 1→ n do

10: xi ← xi
11: end for
12: for j = 1→ m do
13: wj ← wj
14: end for
15: for i = 1→ n do ▷ for data point, we create a tree
16: for j = 1→ m do
17: uj ← ⟨xi, wj⟩
18: end for
19: Ti ←MakeMaxTree(u1, · · · , um) ▷ Each node stores the maximum

value for his two children, Algorithm 99
20: end for
21: end procedure
22: procedure Update(z ∈ Rd, r ∈ [m]) ▷ Lemma 14.39
23: wr ← z
24: for i = 1→ n do
25: l← the l-th leaf of tree Ti
26: l.value = ⟨z, xi⟩
27: while l is not root do
28: p ← parent of l
29: p.value← max{p.value, l.value}
30: l← p
31: end while
32: end for
33: end procedure
34: end data structure
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Algorithm 98 Correlation DTrees
1: data structure CorrelationDTree ▷ Theorem 14.37
2: public:
3: procedure Query(i ∈ [n], τ ∈ R≥0) ▷ Lemma 14.40
4: return Find(τ, root(Ti))
5: end procedure
6:
7: private:
8: procedure Find(τ ∈ R≥0, r ∈ T )
9: if r is leaf then

10: return r
11: else
12: r1 ← left child of r, r2 ← right child of r
13: if r1.value ≥ τ then
14: S1 ←Find(τ, r1)
15: end if
16: if r2.value ≥ τ then
17: S2 ←Find(τ, r2)
18: end if
19: end if
20: return S1 ∪ S2

21: end procedure
22: end data structure

Running time for CorrelationDTree Then, we prove the running time of

Init, Update, and Query. We start by showing the running time of Init.

Lemma 14.38 (Running time of Init). Given a series of weights {w1, w2, · · · , wm} ⊂
Rd and datas {x1, x2, · · · , xn} ⊂ Rd, it preprocesses in time O(nmd).

Proof. The Init consists of two independent forloop and two recursive forloops. The

first forloop (start from line 9) has n interations, which takes O(n) time. The second

forloop (start from line 12) has m iterations, which takes O(m) time. Now we consider

the recursive forloop. The outer loop (line 15) has n iterations. In inner loop has m

iterations. In each iteration of the inner loop, line 17 takes O(d) time. Line 19 takes
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Algorithm 99 Constructing a tree satisfying the property that the value of the
parent node is the max value of its child node.
1: procedure MakeMaxTreeInner(r1, · · · , rn)
2: if n = 1 then
3: return r1
4: else
5: for i ∈ [n/2] do
6: Create node r′i
7: if r2i−1.value > r2i.value then
8: r′i ← r2i−1
9: else

10: r′i ← r2i
11: end if
12: Insert r2i−1 as left child
13: Insert r2i as right child
14: end for
15: ▷ If n is odd, create a parent node for the last node.
16: return MakeMaxTreeInner({r′1, · · · , r′i})
17: end if
18: end procedure
19: procedure MakeMaxTree(u1, · · · , un)
20: for i ∈ [n] do
21: Create nodes ri
22: ri.value ← ui
23: end for
24: return MakeMaxTreeInner(r1, · · · , rn)
25: end procedure

O(m) time. Putting it all together, the running time of Init is

O(n+m+ n(md+m)) = O(nmd).

Thus, we complete the proof.

Next, we analyze the running time of Update.

Lemma 14.39 (Running time of Update). Given a weight z ∈ Rd and index j ∈ [m],

it updates weight wj with z in time O(n · (d+ logm)).
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Proof. The running time of Update mainly comes from the forloop (line 24), which

consists of n iterations. In each iteration, line 25 takes O(logm) time, line 26 takes

O(d) time and the while loop takes O(logm) time since it go through a path bottom

up. Putting it together, the running time of Update is O(n(d+ logm)).

Finally, we state the running time for Query procedure.

Lemma 14.40 (Running time of Query). Given a query q ∈ Rd and a threshold

τ > 0, it finds all index i ∈ [n] such that ⟨wi, q⟩ > τ in time O(|S(τ)| · logm), where

S(τ) := {i : ⟨wi, q⟩ > τ}.

Proof. The running time comes from Find with input τ and root(Ti). In Find, we

start from the root node r and find indices in a recursive way. The Init guarantees

that for a node r satisfying r.value > τ , the sub-tree with root r must contains a

leaf whose value is greater than τ If not satisfied, all the values of the nodes in the

sub-tree with root r is less thanτ . This guarantees that all the paths it search does

not have any branches that leads to the leaf we don’t want and it will report all the

indices i satisfying ⟨wi, q⟩ > 0. Note that the depth of T is O(log n), the running

time of Query is O(|S(τ)| · log n)

14.15.1.2 Correlation WTree data structure

In this section, we state the main theorem of correlation WTree data structure.

The pseudocodes are presented in Algorithms 100 and 101.

Theorem 14.41 (Correlation WTree data structure). There exists a data structure

with the following procedures:

• Init({w1, w2, · · · , wm} ⊂ Rd, {x1, x2, · · · , xn} ⊂ Rd, n ∈ N,m ∈ N, d ∈ N).

Given a series of weights w1, w2, · · · , wm and datas x1, x2, · · · , xn in d-dimensional

space, it preprocesses in time O(nmd)
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• Update(z ∈ Rd, r ∈ [m]). Given a weight z and index r, it updates weight wr
with z in time O(nd)

• Query(r ∈ [m], τ ∈ R). Given an index r indicating weight wr and a threshold

τ , it finds all index i ∈ [n] such that ⟨wr, xi⟩ > τ in time O(|S(τ)| · logm),

where S(τ) := {i : ⟨wr, xi⟩ > τ}

Running time for Correlation WTree Then, we prove the running time of Init,

Update and Query. As in DTree, we first show the running time for Init.

Lemma 14.42 (Running time of Init). Given a series of weights {w1, w2, · · · , wm} ⊂
Rd and datas {x1, x2, · · · , xn} ⊂ Rd, it preprocesses in time O(nmd)

Proof. The Init consists of two independent forloop and two recursive forloops. The

first forloop (start from line 10) has n interations, which takes O(n) time. The second

forloop (start from line 13) has m iterations, which takes O(m) time. Now we consider

the recursive forloop. The outer loop (line 16) has m iterations. In inner loop has n

iterations. In each iteration of the inner loop, line 18 takes O(d) time. Line 20 takes

O(n) time. Putting it all together, the running time of Init is

O(n+m+m(nd+ n)) = O(nmd).

Thus, we complete the proof.

Next, we turn to the running time for Update.

Lemma 14.43 (Running time of Update). Given a weight z ∈ Rd and index r ∈ [m],

it updates weight wj with z in time O(nd).

Proof. In this procedure, it generates a new tree for weight wr with n leaves, which

takes O(nd) time. Thus, we complete the proof.

Finally, we present the running time of Query.
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Algorithm 100 Correlation WTree data structure
1: data structure CorrelationWTree ▷ Theorem 14.41
2: members
3: W ∈ Rm×d (m weight vectors )
4: X ∈ Rn×d (n data points)
5: Binary tree T1, T2, · · · , TM ▷ m binary search trees
6: end members
7:
8: public:
9: procedure Init(w1, w2, · · · , wm ∈ Rd,m, x1, x2, · · · , xn ∈ Rd, n, m, d) ▷

Lemma 14.42
10: for i = 1→ n do
11: xi ← xi
12: end for
13: for j = 1→ m do
14: wj ← wj
15: end for
16: for i = 1→ m do ▷ for weight, we create a tree
17: for j = 1→ n do
18: uj ← ⟨xi, wj⟩
19: end for
20: Ti ←MakeTree(u1, · · · , un) ▷ Each node stores the maximum value for

his two children
21: end for
22: end procedure
23: procedure Update(z ∈ Rd, r ∈ [m]) ▷ Lemma 14.43
24: wr ← z
25: for j = 1→ n do
26: uj ← ⟨xj, wr⟩
27: Ti ←MakeTree(u1, · · · , un) ▷ Each node stores the maximum value for

his two children
28: end for
29: end procedure
30: end data structure

Lemma 14.44 (Running time of Query). Given a query q ∈ Rd and a threshold

τ > 0, it finds all index i ∈ [n] such that ⟨wi, q⟩ > τ in time O(|S(τ)| · logm), where

S(τ) := {i : ⟨wi, q⟩ > τ}.
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Algorithm 101 Correlation WTree
1: data structure CorrelationWTree
2: public:
3: procedure Query(r ∈ [m], τ ∈ R≥0) ▷ Lemma 14.44
4: return Find(τ, root(Tr))
5: end procedure
6:
7: private:
8: procedure Find(τ ∈ R≥0, r ∈ T )
9: if r is leaf then

10: return r
11: else
12: r1 ← left child of r, r2 ← right child of r
13: if r1.value ≥ τ then
14: S1 ←Find(τ, r1)
15: end if
16: if r2.value ≥ τ then
17: S2 ←Find(τ, r2)
18: end if
19: end if
20: return S1 ∪ S2

21: end procedure
22: end data structure

Proof. The running time comes from Find with input τ and root(Ti). In Find, we

start from the root node r and find indices in a recursive way. The Init guarantees

that for a node r satisfying r.value > τ , the sub-tree with root r must contain a

leaf whose value is greater than τ If not satisfied, all the values of the nodes in the

sub-tree with root r is less thanτ . This guarantees that all the paths it search does

not have any branches that lead to the leaf we don’t want and it will report all the

index i satisfying ⟨wi, q⟩ > 0. Note that the depth of T is O(log n), the running time

of Query is O(|S(τ)| · log n)
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14.15.2 Training algorithms with correlation tree data structures

In this section, we show two neural network training algorithms using DTree

and WTree data structures.

14.15.2.1 Weights Preprocessing

We first show our training algorithm using DTree, which preprocesses weights

for each data point. The pseudocode is in Algorithm 102.

Theorem 14.45. Given n data points in Rd. Running gradient descent algorithm

(Algorithm 102) on 2NN(m, b =
√
0.4 logm) (Definition 14.1) the expected cost per

iteration of the gradient descent algorithm is

O(m4/5n2d)

Proof. The per-step time complexity is

T = T1 + T2 + T3

=
n∑

i=1

TQuery(m, d, ki,t) + TUpdate · | ∪i∈[n] Si,fire(t)|+ d
∑

i∈[n]

ki,t

The first term T1 =
∑n

i=1 TQuery(m, d, ki,t) corresponds to the running time of query-

ing the active neuron set Si,fire(t) for all training samples i ∈ [n]. With the first result

in Theorem 14.37, the complexity is bounded by O(m4/5n logm).

The second term T2 = TUpdate · | ∪i∈[n] Si,fire(t)| corresponds to updating wr

in the high-dimensional search data-structure (Line 28). Again with the first result

in Theorem 14.37, we have TUpdate = O(n(d + logm)). Combining with the fact

that | ∪i∈[n] Si,fire(t)| ≤ | ∪i∈[n] Si,fire(0)| ≤ O(m4/5n), the second term is bounded by

O(m4/5n2d).

The third term is the time complexity of gradient calculation restricted to the

set Si,fire(t). With the bound on
∑

i∈[n] ki,t (Lemma 14.18), we have d
∑

i∈[n] ki,t ≤
O(m4/5nd)
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Algorithm 102 Training Neural Network via building n trees, where each tree is the
correlation between one data point and all the weights
1: procedure TrainingWithPreprocessWeights({xi}i∈[n], {yi}i∈[n],n,m,d) ▷

Theorem 14.45
2: /*Initialization step*/
3: Sample W (0) and a according to Definition
4: b← √0.4 logm.
5: /*A dynamic data-structure*/
6: CorrelationDTree cdt ▷ Theorem 14.37
7: cdt.Init({xi}i∈[n], {wr(0)}r∈[m], n,m, d) ▷ It takes Tinit(n,m, d) time. Alg. 97
8: /*Iterative step*/
9: for t = 0→ T do

10: /*Forward computation step*/
11: for i = 1→ n do
12: Si,fire ← cdt.Query(i, b) ▷ It takes Tquery(m, ki,t) time. Alg. 98
13: u(t)i ← 1√

m

∑
r∈Si,fire ar · σb(wr(t)

⊤xi) ▷ It takes O(d · ki,t) time
14: end for
15: /*Backward computation step*/
16: P ← 0n×m ▷ P ∈ Rn×m
17: for i = 1→ n do
18: for r ∈ Si,fire do
19: Pi,r ← 1√

m
ar · σ′b(wr(t)⊤xi)

20: end for
21: end for
22: M ← Xdiag(y − u(t)) ▷ M ∈ Rd×n, it takes O(n · d) time
23: ∆W ← M︸︷︷︸

d×n

P︸︷︷︸
n×m

▷ ∆W ∈ Rd×m, it takes O(d · nnz(P )) time,

nnz(P ) = O(nm4/5)
24: W (t+ 1)←W (t)− η ·∆W .
25: /*Update data structure*/
26: Let Q ⊂ [m] where for each r ∈ Q, the ∆W∗,r is not all zeros ▷ |Q| ≤ O(nm4/5)
27: for r ∈ Q do
28: cdt.Update(wr(t+ 1), r) ▷ Alg. 97
29: end for
30: end for
31: return W ▷ W ∈ Rd×m
32: end procedure

Putting them together, we have

T ≤ O(m4/5n logm) +O(m4/5n2d) +O(m4/5nd)

= O(m4/5n2d)
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Thus, we complete the proof.

14.15.2.2 Data Preprocessing

Now, we describe a similar version of the aforementioned training algorithm,

but it uses WTree to preprocess data points based on weights. The pseudocode is in

Algorithms 103 and 104.

Algorithm 103 Training Neural Network via building m trees, where each tree is
the correlation between one weight and all the data points
1: procedure TrainingWithProcessData({xi}i∈[n], {yi}i∈[n],n,m,d) ▷ Theorem 14.46
2: /*Initialization step*/
3: Sample W (0) and a according to Definition
4: b← √0.4 logm.
5: /*A static data-structure*/
6: CorrelationWTree cwt ▷ Algorithm 97, Part 2 of Theorem 14.37
7: cwt.Init({xi}i∈[n], {wr(0)}r∈[m], n,m, d) ▷ It takes Tinit(n,m, d) time
8: /*Initialize S̃r,fire and Si,fire */
9: ▷ It takes

∑m
r=1 Tquery(n, k̃r,t) = O(m4/5n · log n) time

10: S̃r,fire ← ∅ for r ∈ [m]. ▷ S̃r,fire is the set of samples, for which neuron r fires
11: Si,fire ← ∅ for i ∈ [n]. ▷ Si,fire is the set of neurons, which fire for xi
12: for r = 1→ m do
13: S̃r,fire ← cwt.Query(r, b)
14: for i ∈ S̃r,fire do
15: Si,fire.Add(r)
16: end for
17: end for
18: end procedure

Theorem 14.46. Given n data points in Rd. Running gradient descent algorithm

(Algorithm 103) on 2NN(m, b =
√
0.4 logm), the expected per-iteration running time

of initializing S̃r,fire, Si,fire for r ∈ [m], i ∈ [n] is O(m4/5n·log n). The cost per-iteration

of the training algorithm is O(m4/5n2d).

Proof. We analyze the initialization and training parts separately.
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Initialization From Line 10 to Line 17, the sets S̃r,fire, Si,fire for r ∈ [m], i ∈ [n] are

initialized. For each r ∈ [m], we need to query the data structure the set of data

points x’s such that σb(wr(0)⊤x) > 0. Hence the running time of this step is

m∑

r=1

TQuery(n, k̃r,0) = O(
m∑

r=1

k̃r,0 · log n)

= O(
n∑

i=1

ki,0 · log n)

= O(m4/5n · log n)

where the second step follows from
∑m

r=1 k̃r,0 =
∑n

i=1 ki,0.

Training Consider training the neural networkfor T steps. For each step, first

notice that the forward and backward computation parts (Line 6 - Line 18) are the

same as previous algorithm. The time complexity is O(m4/5n).

We next show that maintaining S̃r,fire, r ∈ [m] and Si,fire, i ∈ [n] (Line 21 -

Line 30) takes O(m4/5nd) time. For each fired neuron r ∈ [m], we first remove the

indices of data in the sets Si,fire, which takes time

O(1) ·
∑

r∈∪i∈[n]Si,fire

k̃r,t = O(1) ·
m∑

r=1

k̃r,t = O(m4/5n)

Then, we find the new set of x’s such that σb(⟨wr(t + 1), x⟩) > 0 by querying the

correlation tree data structure. The total ruunning time for all fired neurons is

∑

r∈∪i∈[n]Si,fire

TUpdate(n, d) + TQuery(n, k̃r,t+1) ≲ m4/5n2(d+ logm) +
∑

r∈∪i∈[n]Si,fire

k̃r,t+1 · log n

= O(m4/5n2d)

Then, we update the index sets Si,fire in time O(m4/5n). Therefore, each training step

takes O(m4/5n2d) time, which completes the proof.
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14.15.3 Lower bound for Dynamic Detection of Firing Neurons

The goal of this section is to prove the lower bound for Dynamic Detection of

Firing Neurons.

We refer to a theorem about the maximum bichromatic inner product lower

bound in [Che18].

Theorem 14.47 (Maximum bichromatic inner product lower bound, [Che18]). As-

suming SETH, there is a constant c such that any exact algorithm for Z-Max-IPn,d in

dimension d = clog
∗ n requires n2−o(1) time, with vectors of O(log n)-bit entries.

Putting things together, we state the main result for the lower bound for

Dynamic Detection of Firing Neurons.

Theorem 14.48 (Lower Bound for Dynamic Detection of Firing Neurons). Let d =

2O(log∗ n). Unless SETH fails, for any constants c ∈ (0, 1), no data structure can solve

DDFN with less than m1−cnc−o(1)-time per update and m1−cn1+c−o(1)-time per query.

Proof. Without loss of generality, we assume that m > n. Let d = clog
∗m, where c is

defined in Theorem 14.47.

Suppose there exists a data structure that for (m,n, d+1)-sized instance, can

perform updates in m1−cnc−ϵ-time and answer queries in m1−cn1+c−ϵ-time, for some

c ∈ (0, 1) and ϵ ∈ (0, c).

Let X = {x1, . . . , xm} ⊂ Zd, Y = {y1, . . . , ym} ⊂ Zd be a hard instance of

Z-Max-IPm,d problem constructed in Theorem 14.47. For each vector xi (or yj), we

construct a new vector x̃i (or ỹj) in (d + 1)-dimension such that (x̃i)d+1 = −1 and

(ỹj)d+1 = w, where w is a parameter to be chosen later.

Then, we construct k = ⌈m/n⌉ instances of the DDFN problem in Defini-

tion 14.10 as follows:

X̃(i) := {x̃1, . . . , x̃n}, Ỹ (i) := {ỹ1, . . . , ỹm},
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and b = 0.

We show that the data structures for these instances {(X̃(i), Ỹ (i), b)}i∈[k] can

be used to solve Z-Max-IPn,d(X, Y ).

We perform a binary search for the value of Z-Max-IPn,d(X, Y ). Note that at

most O(log n) iterations suffice to find the exact answer.

Suppose the current value in the binary search is t ∈ Z. Consider the i-th

instance (X̃(i), Ỹ (i), b) for any i ∈ [k]. We first call Update() to set (ỹj)d+1 = t for

each j ∈ [m]. By the data structure’s guarantee, this step takes O(m ·m1−cnc−ϵ) =

O(m2−cnc−ϵ) time. Then, we call Query(). Notice that

⟨x̃i, ỹj⟩ = ⟨xi, yj⟩ − t ≥ 0 ⇐⇒ ⟨xi, yj⟩ ≥ t.

Hence, Query() will return all pairs of (i, j) such that ⟨xi, yj⟩ ≥ t. This step runs

in O(m1−cn1+c−ϵ)-time. We repeat this process for all k instances. And based on

whether the outputs of all the Query() are empty or not, we know the direction of

the binary search for the next iteration.

Hence, the total running time of each iteration is

O(k · (m2−cnc−ϵ +m1−cn1+c−ϵ))

= O(m3−cnc−ϵ−1 +m2−cnc−ϵ)

≤ O(m2−ϵ),

which follows from the assumption of m ≥ n. Thus, we can solve Z-Max-IPn,d(X, Y )

in Õ(m2−ϵ) < m2−o(1)-time, which contradicts to the lower bound for Z-Max-IPn,d in

Theorem 14.47.

Therefore, no such data structure can exist.
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Algorithm 104 Training with process data (continue)
1: procedure TrainingWithProcessData({xi}i∈[n], {yi}i∈[n],n,m,d)
2: · · · ▷ Algorithm 103
3: /*Iterative step*/
4: for t = 1→ T do
5: /*Forward computation step*/
6: for i = 1→ n do
7: u(t)i ← 1√

m

∑
r∈Si,fire ar · σb(wr(t)⊤xi) ▷ It takes O(d · ki,t) time

8: end for
9: /*Backward computation step*/

10: P ← 0n×m ▷ P ∈ Rn×m

11: for i = 1→ n do
12: for r ∈ Si,fire do
13: Pi,r ← 1√

m
ar · σ′b(wr(t)⊤xi)

14: end for
15: end for
16: M ← Xdiag(y − u(t)) ▷ M ∈ Rd×n, it takes O(n · d) time
17: ∆W ← M︸︷︷︸

d×n

P︸︷︷︸
n×m

▷ ∆W ∈ Rd×m, it takes O(d · nnz(P )) time,

nnz(P ) = O(nm4/5)
18: W (t+ 1)← W (t)− η ·∆W .
19: /*Update S̃r,fire and Si,fire step*/
20: ▷ It takes O(

∑n
i=1 ki,t +

∑
r∈S[n],fire

Tquery(n, d, k̃r,t+1)) = O(n · log n ·m4/5)

21: S[n],fire ← ∪i∈[n]Si,fire
22: for r ∈ S[n],fire do
23: for i ∈ S̃r,fire do ▷ Removing old fired neuron indices. It takes O(k̃r,t)

time
24: Si,fire.Del(r)
25: end for
26: cwt.Update(wr(t+ 1), r) ▷ It takes Tupdate(n, d) time
27: S̃r,fire ← cwt.Query(r, b) ▷ It takes Tquery(n, d, k̃r,t+1) time
28: for i ∈ S̃r,fire do ▷ Adding new fired neuron indices. It takes O(k̃r,t+1)

time
29: Si,fire.Add(r)
30: end for
31: end for
32: end for
33: return W ▷ W ∈ Rd×m

34: end procedure
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Chapter 15: Training Multi-Layer
Over-Parameterized Neural Networks

15.1 Introduction

Convex and non-convex optimizations are popular topics across various com-

munities, such as theoretical computer science, operational research, numerical meth-

ods and machine learning. Typically, optimization algorithms comprise of two parts:

the number of iterations (or iteration counts) and the cost per iteration. While reduc-

ing the iteration count is critical [LS14, LSW15], recently, there are more and more

focus on improving the cost per iteration [CLS19, LSZ19, Ye20, BLSS20, JLSW20,

JKL+20, BLL+21, DLY21, JSWZ21]. As the popularity of deep neural networks

grows in the recent year, developing efficient optimization algorithms to train deep

neural networks that can both have a good convergence rate and a fast training time

has been a central topic. From a theoretical point of view, it is highly non-trivial to

prove the most basic algorithm such as gradient descent will converge in training deep

neural networks due to the non-convexity of the architecture. A rich body of works

has been devoted to use the power of over-parametrization for convergence analy-

sis [LL18, JGH18, DZPS19, AZLS19a, AZLS19b, DLL+19]. The key ingredient of

over-parametrization involves using a much wider neural network, where the network

width m = poly(n, d). However, this induces a weight matrix W ∈ Rm×m (except

for the input layer, which is of size m × d). Training the neural network involves

performing matrix-vector products with the m × m matrix per layer, which would

take Θ(m2) time assuming no structures on the weight matrix W and the vector h

being multiplied, and in standard network training, W and h are both dense. Hence,

it is critical to reduce the cost of training per iteration.

We hence ask the following question:

Is it possible to reduce the cost per iteration during the training process to truly
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subquadratic in m?

In the case of training two-layer over-parametrized neural networks, two in-

teresting results have been obtained by Brand, Peng, Song and Weinstein [BPSW21]

and Song, Yang and Zhang [SYZ21]. However, we note that the setting both of these

papers studied is different from ours, specifically,

• In the two-layer case, they only need to train a weight matrix of sizem×d. Since

evaluating one data point in d dimensional space for neural network functions

takes O(md) time, the cost per iteration bound they want to match [BPSW21]

or beat [SYZ21] is O(md).

• In the multiple layer case, instead of only having a weight matrix of size m× d,
we will have at least one weight matrix of size m×m. Since evaluating one data

point in d dimensional space for neural network functions takes O(m2) time, the

cost per iteration bound we’re trying to beat in this chapter is O(m2).

In [BPSW21], they provide an algorithm that can adaptively choose the step

size for different gradient directions associated to different data points, which is one

of the goal we want to achieve. However, their method involves forming a Jacobian

matrix of the data, which is of size n×md in the two-layer case, but of size n×m2 in

our case. Hence, their algorithm can only imply an O(nm2) cost per iteration, which

cannot match our subquadratic goal.

In [SYZ21], they beat the nmd barrier for cost per iteration by leveraging

two key ideas: use a shifted ReLU activation and via a sparsity analysis, they show

that only o(m) number of neurons being fired up1. They further use data structure

to preprocess both data points and training weights. However, their algorithm only

works for small d due to the high (exponential) dependence on d in the proprocessing

1Such phenomenon has been observed in practice as in [CMJF+20, CLP+21]
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phase. In multiple layer neural network, instead of only having weight matrix with

size m × d, we will have at least one weight matrix with size m × m, this directly

translates to a high dependence on m in the proprocessing phase. Therefore, the

techniques presented in [SYZ21] cannot give n · o(m2) cost per iteration.

In this chapter, we take the first step to break the m2 barrier on cost per

iteration for training multiple layer over-parametrized neural networks.

15.1.1 Our result

Our main result can be summarized in the following three theorems, with one

analyzing the convergence behavior of a general Gram-based optimization framework,

one designing an efficient algorithm to realize the subqudratic cost per iteration, and

the third is a novel algorithm to solve tensor-based regression in high precision and

fast, which is a key step in our meta algorithm.

Throughout this chapter, we will use n to denote the number of training data

points, d to denote the dimension of input data points, m to denote the width of the

network and L to denote the number of layers of the network. We use λL to denote

the smallest eigenvalue of the neural tangent kernel induced by our neural network.

We use ft ∈ Rn to denote the prediction of neural network at time t.

Our first theorem demonstrates the fast convergence rate of our algorithm.

Theorem 15.1 (Convergence, informal version of Theorem 15.32). Suppose the width

of the neural network satisfies m ≥ poly(n, L, λL), then there exists an algorithm

(Algorithm 105) such that, over the randomness of initialization of the network and

the algorithm, with probability at least 1− e−Ω(log2 n), we have

∥ft+1 − y∥2 ≤
1

3
∥ft − y∥2.

The above theorem establishes the linear convergence behavior of our method.

However, compared to one-hidden layer case, our analysis is much more sophisti-
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cated since we have to carefully control the probability so that it does not blow up

exponentially with respect to the number of layers.

The next theorem concerns the cost per iteration of our algorithm.

Theorem 15.2 (Runtime, informal version of Theorem 15.5). There exists a ran-

domized algorithm (Algorithm 105) that trains a multi-layer neural network of width

m with the cost per training iteration being

Õ(nm2−Ω(1)).

We improve the overall training time of multi-layer over-parametrized networks

from Tinit + T · Õ(nm2) to Tinit + T · õ(nm2), where Tinit is the initialization time

of training, typically takes O(nm2). As we have argued before, multi-layer over-

parametrized networks require m to be in the order of n4, hence improving the cost

per iteration from quadratic to subquadratic is an important gain in speeding up

training. Its advantage is even more evident when one seeks a high precision solution,

and hence the number of iterations T is large.

We highlight that it is non-trivial to obtain a subquadratic running time per

iteration: If not handled properly, computing the matrix-vector product with weight

matrices will take O(m2) time! This means that even for method such as gradient

descent, it is not clear how to achieve a subquadratic running time, since one has to

multiply the weight matrix with a vector in both forward evaluation and backward

computation. In our case, we also have a Jacobian matrix of size n×m2, so forming

it naively will cost O(nm2) time, which is prohibitively large. Finally, note that the

update matrix is also an m ×m matrix. In order to circumvent these problems, we

exploit the fact that the gradient is of low rank (rank n), hence one can compute a

rank-n factorization and use it to support fast matrix-vector product. We also ob-

serve that each row of the Jacobian matrix can be formulated as a tensor product of

two vectors, therefore we can make use of fast randomized linear algebra to approxi-

mate the tensor product efficiently. As a byproduct, we have the following technical

theorem:

1002



Theorem 15.3 (Fast Tensor Regression, informal version of Theorem 15.17). Given

two n × m matrices U and V with m ≫ n and a target vector c ∈ Rn. Let J =

[vec(u1v
⊤
1 )
⊤, . . . , vec(unv

⊤
n )
⊤] ∈ Rn×m2 where ui is the i-th row of matrix U ∀i ∈ [n].

There is a randomized algorithm that takes Õ(nm + n2(log(κ/ϵ) + log(m/δ)) + nω)

time and outputs a vector x̂ ∈ Rn such that

∥JJ⊤x̂− c∥2 ≤ ϵ∥c∥2

holds with probability at least 1− δ, and κ is the condition number of J .

From a high level, the algorithm proceeds as follows: given matrices U and V ,

it forms an approximation J̃ ∈ Rn×n log(m/δ), where each row is generated by applying

fast tensor sketching technique to ui and vi ([AKK+20]). Then, it uses another

sketching matrix for J̃ to obtain a good preconditioner R for J̃ . Subsequently, it runs

a gradient descent to solve the regression.

To understand this runtime better, we note that nm term is the size of matrices

U and V , hence reading the entries from these matrices will take at least O(nm)

time. The algorithm then uses tensor-based sketching techniques ([AKK+20]) to

squash length m2 tensors to length O(n log(m/ϵδ)). All subsequent operations are

performed on these much smaller vectors. Finally, computing the preconditioner takes

Õ(nω) time2, and running the gradient descent takes Õ(n2 log(κ/ϵ)) time.

15.1.2 Related Work

Convex and Non-Convex Optimization. In convex optimization problems, such

as linear programming ([Vai89b, DS08, LS14, CLS19, BLSS20, Ye20, SY21, DLY21,

JSWZ21]), empirical risk minimization ([LSZ19]), cutting plane method ([JLSW20]),

maximum bipartite matching and max-flow [BLL+21, GLP21, vdBGJ+22, AMV21]

and semi-definite programming ([LSW15, JKL+20, HJS+22]), one typically uses an

2Here ω is the exponent of matrix multiplication [Wil12, LG14, AW21]
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algorithm that can dynamic adjust the search direction and step size to reduce the

iteration count. Due to the prohibitively high cost of implementing one step of these

methods, most of these works focus on improving the cost per iteration.

In non-convex setting, there’s a vast body of ongoing works ([MG15, BRB17,

PW17, ABH17, BLH18, CGH+19, ZMG19, BPSW21, YGS+21]) that try to improve

the iteration count and cost per iteration, especially in the setting of training deep

neural network. As shown in [CGH+19], it is possible to exploit the equivalence

between over-parametrized networks and neural tangent kernel to optimize an n ×
n matrix instead of an m2 × m2 matrix, which is an important breakthrough in

gaining speedup for such method. Sketching and sampling-based methods can also

be used to accelerate the computation of inverses of the Hessian matrix ([PW17]). In

spirit, our work resembles most with [CGH+19] and [BPSW21], in the sense that our

optimization also works on an n× n Gram matrix. Our algorithm also makes use of

sketching and sampling, as in [PW17].

Over-parameterized Neural Networks. In the deep learning community, un-

derstanding the geometry and convergence behavior of various optimization algo-

rithms on over-parameterized neural networks has received a lot of attention ([LL18,

JGH18, DZPS19, AZLS19a, AZLS19b, DLL+19, SY19, BPSW21, ZCZG18, CG19,

LXS+19, LZB20, LSS+20, OS20, LZB22, CCZG21, HLSY21, SYZ21]). The seminal

work of [JGH18] initiates the study of neural tangent kernel (NTK), which is a very

useful analytical model in the deep learning theory area. By over-parametrizing the

neural network so that the network width is relatively large (m ≥ Ω(n4)), one can

show that the training dynamic on a neural network is almost the same as that on a

NTK.

Sketching. Using randomized linear algebra to reduce the dimension of the problem

and speedup the algorithms for various problems has been a growing trend in machine

learning community ([Sar06, CW13, Woo14]) due to its wide range of applications
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to various tasks, especially the efficient approximation of kernel matrices ([ANW14,

AKK+20, WZ20, SWYZ21]). The standard “Sketch-and-Solve” ([CW13]) paradigm

involves reducing the dimension of the problem via sketching and then using a black-

box for the original problem to gain an edge on computational efficiency. Another

line of work is to use sketching as a preconditioner ([Woo14, BPSW21]) to obtain a

high precision solution.

Roadmap. In Section 15.2, we give a preliminary view of the training setup we

consider in this chapter. In Section 15.2.1, we introduce the notations that will be

used throughout this chapter. In Section 15.2.2, we consider the training setting. In

Section 15.3, we overview the techniques employed in this chapter. In Section 15.3.1,

we examine the algorithmic tools utilized in this chapter to achieve subquadratic

cost per iteration. In Section 15.3.2, we demonstrate various techniques to prove the

convergence of our second-order method. In Section 15.4, we summarize the results

in this chapter and point out some future directions.

15.2 Preliminaries
15.2.1 Notations

For any integer n > 0, let [n] denote the set {1, 2, · · · , n}. Let Pr[·] denote

probability and E[·] denote expectation. We use ∥x∥2 to denote the ℓ2 norm of a

vector x. We use ∥A∥ and ∥A∥F to denote the spectral norm and the Frobenius norm

of matrix A, respectively. We use A⊤ to denote the transpose of matrix A. We use Im
to denote the identity matrix of size m×m. For α being a vector or matrix, we use

∥α∥0 to denote the number of nonzero entries of α. Given a real square matrix A, we

use λmax(A) and λmin(A) to denote its largest and smallest eigenvalues respectively.

Given a real matrix A, we use σmax(A) and σmin(A) to denote its largest and smallest

singular values respectively. We use N(µ, σ2) to denote the Gaussian distribution

with mean µ and variance σ2. We use Õ(f(n)) to denote O(f(n) ·poly log(f(n)). We
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use ⟨·, ·⟩ to denote the inner product, when applying to two vectors, this denotes the

standard dot product between two vectors, and when applying to two matrices, this

means ⟨A,B⟩ = tr[A⊤B], i.e., the trace of A⊤B.

15.2.2 Problem setup

Let X ∈ Rm0×n denote the data matrix with n data points and m0 features.

By proper re-scaling, we have ∥xi∥2 = 1 for all i ∈ [n]. Consider an L layer neural

network with one vector a ∈ RmL and L matrices WL ∈ RmL×mL−1 , · · · , W2 ∈ Rm2×m1

and W1 ∈ Rm1×m0 . We will use Wℓ(t) to denote the weight matrix at layer ℓ at time

t, and ∇Wℓ(t) to denote its gradient. We also use W (t) = {W1(t), . . . ,WL(t)} to

denote the collection of weight matrices at time t.

Architecture. We first describe our network architecture. The network con-

sists of L hidden layers, each represented by a weight matrix Wℓ ∈ Rmℓ×mℓ−1 for any

ℓ ∈ [L]. The output layer consists of a vector a ∈ RmL . We define the neural network

prediction function f : Rm0 → R as follows:

f(W,x) = a⊤ϕ(WL(ϕ(· · ·ϕ(W1x)))),

where ϕ : R → R is the (shifted) ReLU activation function (σb(x) = max{x − b, 0})
applied coordinate-wise to a vector.

We measure the loss via the squared-loss function:

L(W ) =
1

2

n∑

i=1

(yi − f(W,xi))2.

This is also the objective function for our training.

The prediction function ft : Rm0×n → Rn is defined as

ft(X) =
[
f(W (t), x1) f(W (t), x2) · · · f(W (t), xn)

]⊤
.

Initialization. Our neural networks are initialized as follows:
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• For each ℓ ∈ [L], the layer-ℓ’s weight parameter Wℓ(0) ∈ Rmℓ×mℓ−1 is initialized

such that each entry is sampled from N(0, 2
mℓ

).

• Each entry of a is an i.i.d. sample from {−1,+1} uniformly at random.

Gradient. In order to write gradient in an elegant way, we define some

artificial variables:

gi,1 = W1xi, hi,1 = ϕ(W1xi), ∀i ∈ [n]

gi,ℓ = Wℓhi,ℓ−1, hi,ℓ = ϕ(Wℓhi,ℓ−1), ∀i ∈ [n],∀ℓ ∈ [L]\{1} (15.1)

Di,1 = diag
(
ϕ′(W1xi)

)
, ∀i ∈ [n]

Di,ℓ = diag
(
ϕ′(Wℓhi,ℓ−1)

)
, ∀i ∈ [n],∀ℓ ∈ [L]\{1}

Using the definitions of f and h, we have

f(W,xi) = a⊤hi,L, ∈ R, ∀i ∈ [n]

We can compute the gradient of L in terms of Wℓ ∈ Rmℓ×mℓ−1 , for all ℓ ≥ 2

∂L(W )

∂Wℓ

=
n∑

i=1

(f(W,xi)− yi) Di,ℓ︸︷︷︸
mℓ×mℓ




L∏

k=ℓ+1

W⊤
k︸︷︷︸

mk−1×mk

Di,k︸︷︷︸
mk×mk


 a︸︷︷︸

mL×1

h⊤i,ℓ−1︸ ︷︷ ︸
1×mℓ−1

(15.2)

Note that the gradient for W1 ∈ Rm1×m0 (recall that m0 = d) is slightly different and

can not be written by general form. By the chain rule, the gradient of the variables

in W1 can be expressed as:

∂L(W )

∂W1

=
n∑

i=1

(f(W,xi)− yi) Di,1︸︷︷︸
m1×m1




L∏

k=2

W⊤
k︸︷︷︸

mk−1×mk

Di,k︸︷︷︸
mk×mk


 a︸︷︷︸

mL×1

x⊤i︸︷︷︸
1×m0

(15.3)

It is worth noting that the gradient matrix is of rank n, since it’s a sum of n

rank-1 matrices.
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Jacobian. For each layer ℓ ∈ [L] and time t ∈ [T ], we define the Jacobian

matrix Jℓ,t ∈ Rn×mℓmℓ−1 via the following formulation:

Jℓ,t :=
[
vec(∂f(W (t),x1)

∂Wℓ(t)
) vec(∂f(W (t),x2)

∂Wℓ(t)
) · · · vec(∂f(W (t),xn)

∂Wℓ(t)
)
]⊤
.

The Gram matrix at layer ℓ and time t is then defined as Gℓ,t = Jℓ,tJ
⊤
ℓ,t ∈ Rn×n

whose (i, j)-th entry is

〈∂f(W (t), xi)

∂Wℓ

,
∂f(W (t), xj)

∂Wℓ

〉
.

15.3 Technique Overview

In this section, we give an overview of the techniques employed in this chapter.

In Section 15.3.1, we showcase our algorithm and explain various techniques being

used to obtain a subquadratic cost per iteration. In Section 15.3.2, we give an overview

of the proof to show the convergence of our algorithm. To give a simpler and cleaner

presentation, we assume mℓ = m for all ℓ ∈ [L].

15.3.1 Subquadratic time

In this section, we study the different techniques being used to achieve the

subquadratic cost per iteration.

We start by demonstrating our algorithm:
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Algorithm 105 Informal version of our algorithm.
1: procedure OurAlgorithm(f, {xi, yi}i∈[n]) ▷ Theorem 15.1,15.2
2: /*Initialization*/
3: Initialize Wℓ(0), ∀ℓ ∈ [L]
4: Store hi,L−1 in memory, ∀i ∈ [n] ▷ Takes O(nm2) time
5: for t = 0→ T do
6: /*Forward computation*/
7: vi,L ← hi,L−1,∀i ∈ [n]
8: hi,L ← ϕ((WL(0) + ∆WL)hi,L−1), ∀i ∈ [n] ▷ Takes o(nm2) time
9: Di,L ← diag(hi,L),∀i ∈ [n]

10: ft ← [a⊤h1,L, . . . , a
⊤hn,L]

⊤ ▷ Takes O(nm) time
11: /*Backward computation*/
12: ui,L ← a⊤Di,L

13: Form J̃L,t that approximates JL,t using {ui,L}ni=1, {vi,L}ni=1

14: ▷ Takes Õ(mn) time, J̃L,t ∈ Rn×s where s = Õ(n)

15: Compute gL that approximates (J̃L,tJ̃
⊤
L,t)
−1(ft − y)

16: Form J⊤L,tgℓ via low rank factorization
∑n

i=1 gL,iui,Lv
⊤
i,L

17: Implicitly update ∆WL ← ∆WL +
∑n

i=1 gL,iui,Lv
⊤
i,L

18: end for
19: end procedure

Step 1: Invert Gram by solving regression. The update rule of our algorithm

is given by

WL(t+ 1)← WL(t)− J⊤L,t(JL,tJ⊤L,t)−1(ft − y),

where c is ft − y after proper scaling. Naively forming the Gram matrix JL,tJ⊤L,t will

take O(n2m2) time and inverting it will take O(nω) time. To avoid the quadratic cost

at this step, we instead solve a regression, or a linear system since the Gram matrix

has full rank: find the vector gL,t ∈ Rn such that

∥JL,tJ⊤L,tgL,t − (ft − y)∥22

is minimized. This enables us to utilize the power of sketching to solve the regression

efficiently.
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Step 2: Solve Gram regression via preconditioning. In order to solve the

above regression, we adapt the idea of obtaining a good preconditioner via sketching

then apply iterative method to solve it ([BPSW21]). Roughly speaking, we first use

a random matrix S ∈ Rs×m2 that has the subspace embedding property ([Sar06]) to

reduce the number of rows of J⊤, then we run a QR decomposition on matrix SJ⊤.

This gives us a matrix R such that SJ⊤R has orthonormal columns. We then use

gradient descent to optimize the objective ∥JJ⊤Rzt − y∥22. Since S is a subspace

embedding for J⊤, we can make sure that the condition number of the matrix J⊤R is

small (O(1)), hence the gradient descent converges after log(κ/ϵ) iterations, where κ

is the condition number of J . However, in order to implement the gradient descent,

we still need to multiply an m2 × n matrix with a length n vector, in the worst

case this will incur a time of O(nm2). In order to bypass this barrier, we need to

exploit extra structural properties of the Jocobian, which will be demonstrated in the

following steps.

Step 3: Low rank structure of the gradient. Instead of studying Jacobian

directly, we first try to understand the low rank structure of the gradient. Consider
∂f(W,xi)
∂WL

∈ Rm×m, it can be written as (for simplicity, we use hi,0 to denote xi):

∂f(W,xi)

∂WL

= hi,L−1︸ ︷︷ ︸
vi∈Rm×1

a⊤Di,L︸ ︷︷ ︸
u⊤i ∈R1×m

.

This means the gradient is essentially an outer product of two vectors, and hence has

rank one. This has several interesting consequences: for over-parametrized networks,

the gradient is merely of rank n instead of m. When using first-order method such as

gradient descent or stochastic gradient descent, the weight is updated via a low rank

matrix. To some extent, this explains why the weight does not move too far from

initialization in over-parametrized networks when using first-order method to train.

Also, as we will illustrate below, this enables the efficient approximation of Jacobian

matrices and maintenance of the change.
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Step 4: Fast approximation of the Jacobian matrix. We now turn our at-

tention to design a fast approximation algorithm to the Jacobian matrix. Recall

that Jacobian matrix JL,t ∈ Rn×m2 is an n ×m2 matrix, therefore writing down the

matrix will take O(nm2) time. However, it is worth noticing that each row of JL,t
is vec(uiv

⊤
i )
⊤, ∀i ∈ [n], or equivalently, ui ◦ vi where ◦ denotes the tensor product

between two vectors. Suppose we are given the collection of {u1, . . . , un} ∈ (Rm)n

and {v1, . . . , vn} ∈ (Rm)n, then we can compute the tensor product ui ◦ vi via tensor-

based sketching techniques, such as TensorSketch ([ANW14, DSSW17, DJS+19]) or

TensorSRHT ([AKK+20, WZ20]) in time nearly linear in m and the targeted sketch-

ing dimension s, in contrast to the naive O(m2) time. Since it suffices to preserve

the length of all vectors in the column space of J⊤L,t, the target dimension s can be

chosen as O(ϵ−2n · poly(log(m/ϵδ))). Use J̃L,t ∈ Rn×s to denote this approximation

of JL,t, we perform the preconditioned gradient descent we described above on this

smaller matrix. This enables to lower the overall cost of the regression step to be

subquadratic in m.

Step 5: Efficient update via low rank factorization. The low rank structure

of the gradient can further be utilized to represent the change on weight matrices ∆W

in a way such that any matrix-vector product involving ∆W can be performed fast.

Let gL ∈ Rn denote the solution to the regression problem posed in Step 1. Note that

by the update rule of our method, we shall use J⊤L,tgL ∈ Rm×m to update the weight

matrix, but writing down the matrix will already take O(m2) time. Therefore, it is

instructive to find a succinct representation for the update. The key observation is

that each column of J⊤L,t is a tensor product of two vectors: ui ◦ vi or equivalently,

uiv
⊤
i . The update matrix can be rewritten as

∑n
i=1 gL,iuiv

⊤
i , and we can use this

representation for the update on the weight, instead of adding it directly. Let

UL :=



| | . . . |

gL,1u1 gL,2u2 . . . gL,nun
| | . . . |


 ∈ Rm×n, VL :=



| | . . . |
v1 v2 . . . vn
| | . . . |


 ∈ Rm×n,
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then the update can be represented as ULV ⊤L . Consider multiplying a vector y ∈ Rm

with this representation, we first multiply y with V ⊤L ∈ Rn×m, which takes O(mn)

time. Then we multiply V ⊤L y ∈ Rn with UL ∈ Rm×n which takes O(mn) time. This

drastically reduces the cost of multiplying the weight matrix with a vector from O(m2)

to O(mn).

It is tempting to store all intermediate low rank representations across all

iterations and use them to facilitate matrix-vector product, which incurs a runtime

of O(Tmn). This is fine when T is relatively small, however, if one looks for a high

precision solution which requires a large number of iterations, then T might be too

large and O(Tmn) might be in the order of O(m2). To circumvent this problem, we

design a data structure so that it will exactly compute the m × m change matrix

and update the weight and clean up the cumulative changes. This can be viewed as

a “restart” of the data structure. To choose the correct number of updates before

restarting, we utilize the dual exponent of matrix multiplication α ([GU18]), which

means it takes O(m2+o(1)) time to multiply an m×m by an m×mα matrix. Hence,

we restart the data structure after around mα/n updates. Therefore, we achieve an

amortized o(m2) time, which is invariant even though the number of iterations T

grows larger and larger.

15.3.2 Convergence analysis

In this section, we demonstrate the strategy to prove that our second-order

method achieves a linear convergence rate on the training loss.

Step 1: Initialization. Let W (0) be the random initialization. We first show that

for any data point xi, the initial neural network output f(W (0), xi) = Õ(1). The

analysis draws inspiration from [AZLS19a]. The general idea is, given a fixed unit

length vector x, multiplying it with a random Gaussian matrix W will make sure

that ∥Wx∥22 ≈ 2. Since W is a random Gaussian matrix, applying shifted ReLU
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activation gives a random vector with a truncated Gaussian distribution conditioned

on a binomial random variable indicating which neurons are activated. We will end

up with ∥ϕ(Wx)∥2 ≈ 1 as well as ϕ(Wx) being sparse. Inductively applying this

idea to each layer and carefully controlling the error occurring at each layer, we can

show that with good probability, ∥hi,L∥2 is a constant. We conclude the argument

by exploiting the fact that a is a Rademacher random vector so the inner product

⟨a, hi,L⟩ concentrates around ∥hi,L∥2, and hence with good probability, the value of

f(W (0), xi) = Õ(1).

Furthermore, we show that the Gram matrix for the multiple-layer over-

parametrized neural network, which is defined as Jℓ,0J⊤ℓ,0, has a nontrivial minimum

eigenvalue after the initialization. In particular, we adapt the neural tangent kernel

(NTK) for multiple-layer neural networks defined by [DLL+19] into our setting by

analyzing the corresponding Gaussian process with shifted ReLU activation function.

Then, we can prove that with high probability, the least eigenvalue of the initial Gram

matrix is lower bounded by the least eigenvalue of the neural tangent kernel matrix.

Step 2: Small perturbation. The next step is to show that if all weight ma-

trices undergo a small perturbation from initialization (in terms of spectral norm),

then the corresponding Jacobian matrix has not changed too much. As long as the

perturbation is small enough, it is possible to show that the change of the h vector

(in terms of ℓ2 norm) and the consecutive product (in terms of spectral norm) is

also small. Finally, we use the concentration property of Rademacher random vari-

ables and Gaussian random variables to conclude that the change of Jacobian has a

relatively small spectral norm and Frobenious norm.

Step 3: Connect everything via a double induction. Put things together, we

use a double induction argument, where we assume the perturbation of weight matrix

is small and the gap between ft and y is at most 1/3 of the gap between ft−1 and

y. By carefully bounding various terms and exploiting the fact the Jacobian matrix
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always has a relative small spectral norm (Õ(
√
n)), we first show that the weights

are not moving too far from the initialization, then use this fact to derive a final

convergence bound for ∥ft − y∥2.

15.4 Discussion and Future Directions

In this chapter, we propose and analyze a second-order method to train multi-

layer over-parametrized neural networks. Our algorithm achieves a linear conver-

gence rate in terms of training loss and achieves a subquadratic (o(m2)) cost per

training iteration. From an analytical perspective, we greatly extend the analysis

of ([AZLS19a]) to our method, coupled with the use of the equivalence between multi-

layer over-parametrized networks and neural tangent kernels ([DLL+19]). From an

algorithmic perspective, we achieve a subquadratic cost per iteration, which is a sig-

nificant improvement from O(m2) time per iteration due to the prohibitively large

network width m. Our algorithm combines various techniques, such as training with

the Gram matrix, solving the Gram regression via sketching-based preconditioning,

fast tensor computation and dimensionality reduction, and low-rank decomposition

of weight updates. Our algorithm is especially valuable when one requires a high

precision solution on training loss, and hence the number of iterations is large.

One of the interesting questions from our work is: is it possible to obtain an

algorithm that has a nearly linear cost per iteration on m as in the case of training

one-hidden layer over-parametrized networks ([BPSW21])? In particular, can this

runtime be achieved under the current best width of multi-layer over-parametrized

networks (m ≥ n8)? We note that the major limitation in our method is the sparsity

of the change of the diagonal matrices (∆D) is directly related to the magnitude

of the change of weights (∥∆W∥). In our analysis of convergence, we go through a

careful double induction argument, which in fact imposes on a lower bound on ∥∆W∥.
It seems to us that, in order to achieve a nearly linear runtime, one has to adapt a

different analytical framework or approach the problem from a different perspective.
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A related question is, how can we maintain the changes of weight more ef-

ficiently? In our work, we achieve speedup in the neural network training process

by observing that the change of the weights are small in each iteration. Similar

phenomenon also appears in some classical optimization problem (e.g., solving lin-

ear program [CLS19, JSWZ21] and solving semi-definite program [JKL+20]) and they

achieve further speedup by using lazy update and amortization techniques to compute

the weight changes, or using more complicated data structure to maintain the changes

of the weight changes. Can we adapt their techniques to neural network training?

An orthogonal direction to maintain the change is to design an initialization setup

such that while we still have enough randomness to obtain provable guarantees, the

matrix-vector product with the initial weight matrix can be performed faster than

O(m2) by sparsifying the Gaussian matrix as in [DLPM21] or imposing extra struc-

tural assumption such as using circulant Gaussian [RRT12, NN13, KMR14].

Another question concerns activation functions. In this chapter, we consider

the shifted ReLU activation and design our algorithm and analysis around its proper-

ties. Is it possible to generalize our algorithm and analysis to various other activation

functions, such as sigmoid, tanh or leaky ReLU? If one chooses a smooth activation,

can we get a better result in terms of convergence rate? Can we leverage this structure

to design faster algorithms?

Finally, the network architecture considered in this chapter is the standard

feedforward network. Is it possible to extend our analysis and algorithm to other archi-

tectures, such as recurrent neural networks (RNN)? For RNN, the weight matrices for

each layer are the same. Hence it is trickier to analyze the training dynamics on such

networks. Though the convergence of the first-order method on over-parametrized

multi-layer RNN has been established, it is unclear whether such analysis can be

extended to our method.

Roadmap. In Section 15.5, we remind readers with the notations and some prob-

ability tools. In Section 15.6, we illustrate the complete version of our algorithm and

1015



give a runtime analysis of it. In Section 15.7, we design a simple low rank mainte-

nance data structure and use it to efficiently implement matrix-vector product. In

Section 15.8, we introduce an efficient regression solver handling our Jacobian and

Gram regression. In Section 15.9, we study the spectral property of the Gram matrix

at each layer and connects it with multi-layer neural tangent kernels. In Section 15.10,

we analyze the convergence of our algorithm by using some heavy machinery such as

structural analysis of the gradient and a careful double induction. In Section 15.11,

we give a detailed proof of one technical lemma.

15.5 Preliminaries

In this section, we introduce notations that will be used throughout the rest

of the chapter and a technical tool that will be heavily exploited in the later proofs.

Notations. For any n ∈ N+, let [n] denote the set {1, 2, · · · , n}. We use E[·] for

expectation and Pr[·] for probability. For any vector x ∈ Rd, we use ∥x∥2 for the ℓ2
norm of a vector x. For any matrix A ∈ Rm×m, We use ∥A∥ for the spectral norm

of matrix A, i.e., ∥A∥ = maxi∈[m]{|λi(A)} where λi(A) is the i-th eigenvalue. We use

∥A∥F for the Frobenius norm of A. For any A ∈ Rn×m, we define A⊤ ∈ Rm×n to be

the transpose of A. We use Im for the identity matrix of size m ×m. For matrix A

or vector x, ∥A∥0, ∥x∥0 denote the number of nonzero entries of A and x respectively.

Note that ∥ · ∥0 is a semi-norm since it satisfies triangle inequality. Given a real

square matrix A, we use λmax(A) and λmin(A) for its largest and smallest eigenvalues

respectively. Given a real matrix A, we use σmax(A) and σmin(A) for its largest and

smallest singular values respectively. We use N(µ, σ2) for the Gaussian distribution

with mean µ and variance σ2. We use Õ(f(n)) for O(f(n) · poly log(f(n)). Let ⟨·, ·⟩
be the inner product between two vectors or two matrices. When applying it to two

vectors, this means the standard dot product between two vectors, and when applying

to two matrices, this means ⟨A,B⟩ = tr[A⊤B] where tr[A] denote the trace of matrix
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A. We use x ◦ y = vec(xy⊤) for the tensor product between two conforming vectors

x and y.

Fact 15.4 (Minimum eigenvalue of Hadamard product matrices, [Sch11]). Let A,B ∈
Rn×n be two PSD matrices. Then, we have

λmin(A⊙B) ≥ min
i∈[n]

(B)i,i · λmin(A).

15.6 Complete Algorithm and Its Runtime Analysis

In this section, we first present our complete algorithm, then we analyze its

running time. We show that as long as we use the shifted ReLU activation so that

the number of activated neurons is sparse, then all our operations can be realized in

subquadratic time.

Algorithm 106 Training last layer.

1: procedure CompleteAlgorithm(X ∈ Rd×n, y ∈ Rn) ▷ Theorem 15.5
2: /*Initialization*/
3: Initialize Wℓ(0), ∀ℓ ∈ [L]
4: Compute hi,ℓ for ℓ ∈ [L− 1] ▷ Takes O(nm2L) time
5: Store hi,L−1 in memory, ∀i ∈ [n]
6: LowRankMaintenance LMR ▷ Algorithm 107
7: LMR.Init({W1(0) . . . ,WL(0)})
8: for t = 0→ T do
9: /*Forward computation*/

10: vi,L ← hi,L−1,∀i ∈ [n]
11: gi,L ← LMR.Query(L, hi,L−1),∀i ∈ [n] ▷ Takes o(nm2) time
12: hi,L ← ϕ(gi,L),∀i ∈ [n] ▷ hi,L is sparse
13: Di,L ← diag(ϕ′(gi,L)),∀i ∈ [n] ▷ Di,L is sparse
14: ft ← [a⊤h1,L, . . . , a

⊤hn,L]
⊤ ▷ Takes O(nm) time

15: /*Backward computation*/
16: ui,L ← a⊤Di,L,∀i ∈ [n] ▷ Takes o(nm) time
17: gL ← FastTensorRegression({ui,L}ni=1, {vi,L}ni=1, ft−y) with precision√

λL/n
18: LMR.Update({gL,iui,L}ni=1, {vi,L}ni=1)
19: end for
20: end procedure
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Theorem 15.5 (Formal version of Theorem 15.2). Let X ∈ Rd×n and y ∈ Rn, and

let k denote the sparsity of Di,ℓ and s denote the sparsity of ∆Di,ℓ, ∀ℓ ∈ [L], i ∈ [n].

Let m denote the width of neural network, L denote the number of layers and α

denote the dual matrix multiplication exponent (Def. 15.1),then the running time of

Algorithm 106 is

O(Tinit + T · Titer),

where

Tinit = O(m2nL),

Titer = Õ(n · (m2−α +m · (s+ k))).

Therefore, the cost per iteration of Algorithm 106 is

Õ(n · (m2−α +m · (s+ k))).

Proof. We analyze Tinit and Titer separately.

Initialization time. We will first initialize (L − 1) m × m matrices and

one m × d matrix, which takes O(m2L) time. Compute hi,L−1 for all i ∈ [n] takes

O(m2nL) time. Finally, initialize the data structure takes O(m2L) time. Hence,

Tinit = O(m2nL).

Cost per iteration. For each iteration, we perform one forward computation

from layer 1 to L, then we train the last layer via solving a regression based on its

Jacobian matrix.

• Forward computation: In forward computation, we first compute gi,L ∈ Rm,

which involves using the Query procedure of LMR data structure, hence by

Lemma 15.7, it takes O(m·(s+k+mα)) time. Compute hi,L andDi,L takes O(m)

time. Hence the overall runtime of forward computation is O(nm ·(s+k+mα)).
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• Backward computation: In backward computation, we first compute ui,L ∈
Rm, which takes O(m(s + k)) time owing to the sparsity of Di,L. Then, we

call Algorithm 110 to solve the Gram regression problem, which due to Theo-

rem 15.17 takes Õ(mn + nω) time. Note that even we want a high probability

version of the solver with e− log2 nL failure probability, we only pay extra log2 nL

term in running time, which is absorbed by the Õ(·) notation. Finally, the

update takes O(m2−αn) amortized time owing to Lemma 15.7. Put things to-

gether, we get an overall running time of Õ(n(m(s+ k) +m2−α)) time.

This concludes the proof of our Theorem.

Corollary 15.6. Suppose the network width m is chosen as in 15.11 and the shift

parameter b is chosen as in 15.10, then the cost per iteration of Algorithm 106 is

Õ(m2−αn).

Remark 15.1. As long as the neural network is wide enough, as in 15.11 and we choose

the shift threshold properly, as in 15.10, then we can make sure that both sparsity

parameters k and s to be o(m), and we achieve subquadratic cost per iteration.

We also compare our result with our approaches. Note that a naive implemen-

tation of variants of gradient descent will take O(nm2) time, namely, one evaluates

the gradient with respect to each data point and sum them up. By batching the n

data points and use fast rectangular matrix multiplication, the running time can be

improved to Tmat(m,n,m), in the setting where n ≤ mα, this will only take O(m2+o(1))

time.

In the specific parameter set we choose, we need that m2−αn < m2 to truly

beat the quadratic barrier, which implies that n < mα. As we will later see the

choice of m (Def. 15.11), we will have n ≤ m1/4, which means that we get a truly

subquadratic time in m.
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15.7 Low Rank Maintenance and Efficient Computation of the
Change

The goal of this section is to present a data structure that maintains the low

rank representation of the change of weights in a lazy fashion, so that it can support

matrix-vector product query efficiently.

15.7.1 Low rank maintenance

In this section, we design a lazy data structure that maintains a low rank

representation of the change of weights. We also show that using this data structure,

we can implement matrix-vector product query fast.

Before moving, we define some notions related to rectangular matrix multipli-

cation.

Definition 15.1 ([Wil12, GU18]). Let ω be the matrix multiplication exponent such

that it takes nω+o(1) time to multiply two n× n matrices.

Let α be the dual exponent of the matrix multiplication which is the supremum

among all a ≥ 0 such that it takes n2+o(1) time to multiply an n×n by n×na matrix.

Additionally, we define the function ω(·) where ω(b) denotes the exponent of

multiplying an n × n matrix by an n × nb matrix. Hence, we have ω(1) = ω and

ω(α) = 2.

The overall idea of our low rank maintenance data structure is as follows: we

keep accumulating the low rank change, when the rank of the change reaches a certain

threshold (mα), then we restart the data structure and update the weight matrix.
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Algorithm 107 Low rank maintenance data structure
1: data structure LowRankMaintenance ▷ Lemma 15.7
2: members
3: rℓ, ∀ℓ ∈ [L] ▷ rℓ denotes the accumulated rank of the change
4: Wℓ,∀ℓ ∈ [L] ▷ {Wℓ}Lℓ=1 ∈ (Rm×m)L

5: ∆Wℓ,∀ℓ ∈ [L] ▷ {∆Wℓ}Lℓ=1 ∈ (Rm×m)L

6: end members
7:
8: procedures
9: Init({W1(0), . . .WL(0)}) ▷ Initialize the data structure

10: Update(Uℓ, Vℓ) ▷ Update the low rank representation
11: Query(ℓ, y) ▷ Compute the matrix-vector product between ∆Wℓ and y
12: end procedures
13: end data structure

Algorithm 108 Procedures of LRM data structure
1: procedure Init({W1(0), . . . ,WL(0)}) ▷ Lemma 15.7
2: Wℓ ← Wℓ(0)
3: ∆Wℓ ← 0,∀ℓ ∈ [L]
4: rℓ ← 0,∀ℓ ∈ [L]
5: end procedure
6:
7: procedure Update(Uℓ ∈ Rm×n, Vℓ ∈ Rm×n) ▷ Lemma 15.7
8: ∆Wℓ ← ∆Wℓ+UℓV

⊤
ℓ without forming the product and sum the two matrices

9: rℓ ← rℓ + n
10: if rℓ = ma where a = ω(2) then
11: Wℓ ← Wℓ +∆Wℓ ▷ Takes O(m2) time
12: rℓ ← 0
13: ∆Wℓ ← 0
14: end if
15: end procedure
16:
17: procedure Query(ℓ ∈ [L], y ∈ Rm) ▷ Lemma 15.7
18: z ← Wℓ · y +∆Wℓ · y ▷ Takes O(nnz(y) ·m+mrℓ) time
19: return z
20: end procedure

Lemma 15.7. There exists a deterministic data structure (Algorithm 107) such that
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maintains

∆W1, . . . ,∆WL

such that

• The procedure Init (Algorithm 108) takes O(m2L) time.

• The procedure Update (Algorithm 108) takes O(nm2−α+o(1)) amortized time,

where α = ω(2).

• The procedure Query (Algorithm 108) takes O(m · (nnz(y) + rℓ)) time, where

rℓ is the rank of ∆Wℓ when Query is called.

Proof. The runtime for Init is straightforward, for Query, notice that we are multi-

plying vector y with a (possibly) dense matrix Wℓ ∈ Rm×m, which takes O(nnz(y) ·m)

time, and an accumulated low rank matrix ∆Wℓ with rank rℓ. By using the low rank

decomposition ∆Wℓ = UV ⊤ with U, V ∈ Rm×rℓ , the time to multiply y with ∆W is

O(mrℓ). Combine them together, we get a running time of O(m · (nnz(y) + rℓ)).

It remains to analyze the amortized cost of Update. Note that if rℓ < ma,

then we just pay O(1) time to update corresponding variables in the data structure.

If rℓ = ma, then we will explicitly form the m ×m matrix ∆Wℓ. To form it, notice

we have accumulated rℓ/n different sums of rank-n decompositions, which can be

represented as

U = [Uℓ(1), Uℓ(2), . . . , Uℓ(rℓ/n)] ∈ Rm×rℓ ,

V = [Vℓ(1), Vℓ(2), . . . , Vℓ(rℓ/n)] ∈ Rm×rℓ ,

and ∆Wℓ = UV ⊤, which takes O(m2+o(1)) time to compute since rℓ = ma and a =

ω(2). Finally, note that this update of Wℓ only happens once per rℓ/n number of calls

to Update, therefore we can charge each step by O( m2

rℓ/n
) = O(m2−an) = O(m2−αn),

arrives at our final amortized running time.
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Remark 15.2. Currently, the dual matrix multiplication exponent α ≈ 0.31 [GU18],

hence the amortized time for Update is O(nm1.69). If m ≥ n4, then we achieve

an update time of o(m2). Similarly, the time for Query is O(m · (nnz(y) + rℓ)) =

O(m · nnz(y) + m1+α) = O(m · nnz(y) + m1.31), as long as nnz(y) = o(m), then its

running time is also o(m2). In our application of training neural networks, we will

make sure that the inputted vector y is sparse.

15.7.2 Efficient computation of rank-1 decompositions

We illustrate the method to compute the vectors ui,ℓ, vi,ℓ ∈ Rm using the low

rank maintenance data structure. Recall the definition of these vectors:

ui,ℓ(t)
⊤ = a⊤Di,L(t)WL(t) . . . Di,ℓ+1(t)Wℓ+1(t)Di,ℓ(t) ∈ R1×m,

vi,ℓ(t) = hi,ℓ−1(t) ∈ Rm.

Before proceeding, we list the assumptions we will be using:

• For any ℓ ∈ [L], Di,ℓ(t) is sD-sparse, where sD := k + s, k is the sparsity of

Di,ℓ(0) and s is the sparsity of Di,ℓ(t)−Di,ℓ(0).

• For any ℓ ∈ [L], the change of the weight matrix Wℓ, ∆Wℓ(t) := Wℓ(t)−Wℓ(0),

is of low-rank. That is, ∆Wℓ(t) =
∑rt

j=1 yℓ,jz
⊤
ℓ,j.

• For any i ∈ [n], W1(0)xi is pre-computed.

We first note that as a direct consequence of Di,ℓ(0) is k-sparse, hi,ℓ(0) is k-

sparse as well. Similarly, hi,ℓ(t) − hi,ℓ(0) has sparsity s. Hence hi,ℓ(t) has sparsity

bounded by sD.

Compute ui,ℓ(t). Compute ui,ℓ(t) is equivalent to compute the following vector:

Di,ℓ(t)(Wℓ+1(0) + ∆Wℓ+1(t))
⊤Di,ℓ+1(t) · · · (WL(0) + ∆WL(t))

⊤Di,L(t)a.

1023



First, we know that Di,L(t)a ∈ Rm is an sD-sparse vector, and it takes O(sD) time.

The next matrix is (WL(0)+∆WL(t))
⊤, which gives two terms: WL(0)

⊤(Di,L(t)a) and

∆WL(t)
⊤(Di,L(t)a). For the first term, since Di,L(t)a is sD-sparse, it takes O(msD)-

time. For the second term, we have

∆WL(t)
⊤(Di,L(t)a) =

rt∑

j=1

zL,jy
⊤
L,j(Di,L(t)a)

=
rt∑

j=1

zL,j · ⟨yL,j, Di,L(t)a⟩.

Each inner-product takes O(sD)-time and it takes O(mrt + sDrt) = O(mrt)-time in

total. Hence, in O(m(sD + rt))-time, we compute the vector WL(t)
⊤Di,L(t)a. Note

that we do not assume the sparsity of a.

Thus, by repeating this process for the L−ℓ intermediate matricesW⊤
j (t)Di,j(t),

we can obtain the vector
(

L∏

j=ℓ+1

W⊤
j (t)Di,j(t)

)
a

in time O((L−ℓ)m(sD+rt)). Finally, by multiplying a sparse diagonal matrix Di,ℓ(t),

we get the desired vector ui,ℓ(t).

Compute vi,ℓ(t). Note that vi,ℓ(t) is essentially hi,ℓ−1(t), so we consider how to

compute hi,ℓ(t) for general ℓ ∈ [L]. Recall that

hi,ℓ(t) = ϕ((Wℓ(0) + ∆Wℓ(t))hi,ℓ−1(t)),

since hi,ℓ−1(t) is sD-sparse, the product Wℓ(0)hi,ℓ−1(t) can be computed in O(msD)

time. For the product ∆Wℓ(t)hi,ℓ−1(t) can be computed use the low rank decompo-

sition, which takes O(mrt) time. Apply the shifted ReLU takes O(m) time. Hence,

the total time is O(m(rt + sD)) time.

The running time results are summarized in the following lemma:
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Lemma 15.8. For ℓ ∈ [L] and i ∈ [n], suppose ∥Di,ℓ(0)∥0 ≤ k. Let t > 0. Suppose

the change of Di,ℓ is sparse, i.e., ∥Di,ℓ(t) − Di,ℓ(0)∥0 ≤ s. For ℓ ∈ [L], i ∈ [n], for

any t > 0, suppose the change of Wℓ is of low-rank, i.e., ∆Wℓ(t) =
∑rt

j=1 yℓ,jz
⊤
ℓ,j. We

further assume that {yℓ,j, zℓ,j}ℓ∈[L],j∈[rt] and {W1(0)xi}i∈[n] are pre-computed.

Then, for any ℓ ∈ [L] and i ∈ [n], the vectors uℓ,i(t), vℓ,i(t) ∈ Rm can be

computed in

O(mL(s+ k + rt))

time.

As a direct consequence, if we combine Lemma 15.7 and Lemma 15.8, then we

get the following corollary:

Corollary 15.9. For ℓ ∈ [L] and i ∈ [n], we can compute vi,ℓ(t), ui,ℓ(t) ∈ Rm as in

Algorithm 106 with the following time bound:

• Compute ui,ℓ(t) in time O(mL(s+ k + rℓ)).

• Compute vi,ℓ(t) in time O(m(s+ k + rℓ)).

Remark 15.3. We note that the result we present is more general than needed for

our algorithm, since it can handle the updates across all layers. This means we can

use it to implement a subquadratic cost per iteration algorithm for gradient descent

algorithm over all layers. In this chapter, we focus our attention to the training of

last layer, since the step size of that algorithm is chosen adaptively.

15.8 Fast Tensor Product Regression

In this section, we show how to solve a specific type of regression fast using

both tensor-based sketching matrices for approximation, and sketching-based precon-

ditioner for high precision solution.
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Consider the following problem: Given two matrices U = [u⊤1 , . . . , u
⊤
n ]
⊤, V =

[v⊤1 , . . . , v
⊤
n ] ∈ Rm×n with m≫ n, consider the matrix J ∈ Rn×m2 formed by

J =




vec(u1v
⊤
1 )
⊤

vec(u2v
⊤
2 )
⊤

...
vec(unv

⊤
n )
⊤


 .

We are also given a vector c in n dimension, our task is to find a solution to the

following regression problem:

min
x∈Rn

∥JJ⊤x− c∥22.

Our main theorem for this section is as follows:

Theorem 15.10 (Restatement of Theorem 15.17). Given two n×m matrices U and

V , and a target vector c ∈ Rn. Let J = [vec(u1v
⊤
1 )
⊤, . . . , vec(unv

⊤
n )
⊤] ∈ Rn×m2. There

is an algorithm (Algorithm 110) takes Õ(nm+n2(log(κ/ϵ)+log(m/ϵδ)ϵ−2)+nω) time

and outputs a vector x̂ ∈ Rn such that

∥JJ⊤x̂− c∥2 ≤ ϵ∥c∥2

holds with probability at least 1− δ, and κ is the condition number of J .

15.8.1 Approximate J via TensorSketch

We introduce the notion of TensorSketch for two vectors:

Definition 15.2. Let h1, h2 : [m] → [s] be 3-wise independent hash functions, also

let σ : [m] → {±1} be a 4-wise independent random sign function. The degree two

TensorSketch transform, S : Rm × Rm → Rs is defined as follows: for any i, j ∈ [m]

and r ∈ [s],

Sr,(i,j) = σ1(i) · σ2(j) · 1[h1(i) + h2(j) = r mod s].
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Remark 15.4. Apply S to two vectors x, y ∈ Rm can be implemented in timeO(s log s+

nnz(x) + nnz(y)).

We introduce one key technical lemma from [ANW14]:

Lemma 15.11 (Theorem 1 of [ANW14]). Let S ∈ Rs×m2 be the TensorSketch matrix,

consider a fixed n-dimensional subspace V . If s = Ω(n2/(ϵ2δ)), then with probability

at least 1− δ, ∥Sx∥2 = (1± ϵ)∥x∥2 simultaneously for all x ∈ V .

Now we are ready to prove the main lemma of this section:

Lemma 15.12. Let ϵ, δ ∈ (0, 1) denote two parameters. Let J ∈ Rn×m2 represent a

matrix such that the i-th row of J is equal to vec(uiv
⊤
i ) for some ui, vi ∈ Rm. Then,

we can compute a matrix J̃ ∈ Rn×s such that for any vector x ∈ Rn, with probability

at least 1− δ, we have

∥J̃⊤x∥2 = (1± ϵ)∥J⊤x∥2,

where s = Ω(n2/(ϵ2δ)). The time to compute J̃ is O(ns log s+ nnz(U) + nnz(V )).

Proof. Notice that the row space of matrix J can be viewed as an n-dimensional

subspace, hence, by Lemma 15.11, the TensorSketch matrix S with s = Ω(n2/(ϵ2δ))

can preserve the length of all vectors in the subspace generated by J⊤ with probability

1− δ, to a multiplicative factor of 1± ϵ.

The running time part is to apply the FFT algorithm to each row of J with a

total of n rows. For each row, it takes O(s log s+m) time, hence the overall running

time is O(n(s log s+m)).

15.8.2 Approximate J via TensorSRHT

We note that the dependence on the target dimension of sketching is O(1/δ)

for TensorSketch. We introduce another kind of sketching technique for tensor, called

TensorSRHT. The tradeoff is we lose input sparsity runtime of matrices U and V .
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Definition 15.3. We define the TensorSRHT S : Rm × Rm → Rs as S = 1√
s
P ·

(HD1 × HD2), where each row of P ∈ {0, 1}s×m2 contains only one 1 at a random

coordinate, one can view P as a sampling matrix. H is a m×m Hadamard matrix,

and D1, D2 are two m × m independent diagonal matrices with diagonals that are

each independently set to be a Rademacher random variable (uniform in {−1, 1}).

Remark 15.5. By using FFT algorithm, apply S to two vectors x, y ∈ Rm takes time

O(m logm+ s).

We again introduce a technical lemma for TensorSRHT.

Lemma 15.13 (Theorem 3 of [AKK+20]). Let S ∈ Rs×m2 be the TensorSRHT matrix,

consider a fixed n-dimensional subspace V . If s = Ω(n log3(nm/ϵδ)ϵ−2), then with

probability at least 1− δ, ∥Sx∥2 = (1± ϵ)∥x∥2 simultaneously for all x ∈ V .

Lemma 15.14. Let ϵ, δ ∈ (0, 1) denote two parameters. Given a list of vectors

u1, · · · , um, v1, · · · , vm ∈ Rm. Let J ∈ Rn×m2 represent a matrix where the i-th row of

J is equal to vec(uiv
⊤
i ). Then, we can compute a matrix J̃ ∈ Rn×s such that for any

vector x ∈ Rn, with probability at least 1− δ, we have

∥J̃⊤x∥2 = (1± ϵ)∥J⊤x∥2,

where s = Ω(n log3(nm/(ϵδ))ϵ−2). The time to compute J̃ is O(n(m logm+ s)).

Proof. The correctness follows directly from Lemma 15.13. The running time follows

from the FFT algorithm to each row of J , each application takes O(m logm+s) time,

and we need to apply it to n rows.

15.8.3 Sketching-based Preconditioner

In this section, we first use TensorSketch and TensorSRHT to approximate J ,

then use a general sketching matrix as a preconditioner to solve a regression task

involving JJ⊤.

Before proceeding, we introduce the notion of subspace embedding :
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Definition 15.4 (Subspace Embedding, [Sar06]). Let A ∈ RN×k, we say a matrix

S ∈ Rs×N is a (1 ± ϵ) − ℓ2 subspace embedding for A if for any x ∈ Rk, we have

∥SAx∥22 = (1±ϵ)∥Ax∥22. Equivalently, ∥I−U⊤S⊤SU∥ ≤ ϵ where U is an orthonormal

basis for the column space of A.

We will mainly utilize efficient subspace embedding.

Definition 15.5 ([LDFU13, Woo14]). Given a matrix A ∈ RN×k with N = poly(k),

then we can compute an S ∈ Rkpoly(log(k/δ))/ϵ2×N such that with probability at least

1− δ, we have

∥SAx∥2 = (1± ϵ)∥Ax∥2

hols for all x ∈ Rk. Moreover, SA can be computed in O(Nk log((k logN)/ϵ)) time.

Algorithm 109 Fast Regression algorithm of [BPSW21]]
1: procedure FastRegression(A, y, ϵ) ▷ Lemma 15.15
2: ▷ A ∈ RN×k is full rank, ϵ ∈ (0, 1/2)
3: Compute a subspace embedding SA ▷ S ∈ Rkpoly(log k) ×N
4: Compute R such that SAR has orthonormal columns via QR decomposition
▷ R ∈ Rk×k

5: z0 = 0k ∈ Rk

6: t← 0
7: while ∥A⊤ARzt − y∥2 ≥ ϵ do
8: zt+1 ← zt − (R⊤A⊤AR)⊤(R⊤A⊤ARzt −R⊤y)
9: t← t+ 1

10: end while
11: return Rzt
12: end procedure

Lemma 15.15 (Lemma 4.2 of [BPSW21]). Let N = Ω(kpoly(log k)). Given a matrix

A ∈ RN×k, let κ denote its condition number. Consider the following regression task:

min
x∈Rk

∥A⊤Ax− y∥2.
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Using the procedure FastRegression (Algorithm 109), with probability at least 1−δ,
we can compute an ϵ-approximate solution x̂ satisfying

∥A⊤Ax̂− y∥2 ≤ ϵ∥y∥2

in time Õ(Nk log(κ/ϵ) + kω).

Our algorithm is similar to the ridge regression procedure in [SWYZ21], where

they first apply their sketching algorithm as a bootstrapping to reduce the dimension

of the original matrix, then use another subspace embedding to proceed and get

stronger guarantee.

We shall first prove a useful lemma.

Lemma 15.16. Let A ∈ RN×k, suppose SA is a subspace embedding for A (Def. 15.5),

then we have for any x ∈ Rk, with probability at least 1− δ,

∥(SA)⊤SAx− b∥2 = (1± ϵ)∥A⊤Ax− b∥2.

Proof. Throughout the proof, we condition on the event that S preserves the length

of all vectors in the column space of A.

Note that

∥(SA)⊤SAx− b∥22 = ∥(SA)⊤SAx∥22 + ∥b∥22 − 2⟨(SA)⊤SAx, b⟩.

We will first bound the norm of (SA)⊤SAx, then the inner product term.

Bounding ∥(SA)⊤SAx∥22.

Let U ∈ RN×k represent an orthonormal basis of A, then use an alternative

definition of subspace embedding, we have ∥U⊤S⊤SU − I∥ ≤ ϵ, this means all the

eigenvalues of U⊤S⊤SU lie in the range of of [(1−ϵ)2, (1+ϵ)2]. Let V denote the matrix

U⊤S⊤SU , then we know that all eigenvalues of V ⊤V lie in range [(1− ϵ)4, (1 + ϵ)4].

Setting ϵ as ϵ/4, we arrive at ∥V ⊤V − I∥ ≤ ϵ. This shows that for any x ∈ Rk, we

have ∥(SA)⊤SAx∥2 = (1± ϵ)∥A⊤Ax∥2.
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Bounding ⟨(SA)⊤SAx, b⟩.

Note that

⟨(SA)⊤SAx, b⟩ = ⟨SAx, SAb⟩

= 1/2 · (∥SAx∥22 + ∥SAb∥22 − ∥SA(x− b)∥22)

= 1/2 · (1± ϵ)(∥Ax∥22 + ∥Ab∥22 − ∥A(x− b)∥22)

= (1± ϵ)⟨A⊤Ax, b⟩.

Combining these two terms, we conclude that, with probability at least 1− δ,

∥(SA)⊤SAx− b∥2 = (1± ϵ)∥A⊤Ax− b∥2.

Algorithm 110 Fast Regression via tensor trick
1: procedure FastTensorRegression({ui}ni=1 ∈ Rm×n, {vi}ni=1 ∈ Rm×n, c ∈ Rn)
▷ Theorem 15.17

2: ▷ J = [vec(u1v
⊤
1 )
⊤, vec(u2v

⊤
2 )
⊤, . . . , vec(unv

⊤
n )
⊤]⊤ ∈ Rn×m2

3: s1 ← Θ(n log3(nm/δ))
4: s2 ← Θ((n+ logm) log n)
5: Let S1 ∈ Rs1×m2 be a sketching matrix ▷ S1 can be TensorSketch or

TensorSRHT
6: Compute J̃ = JS⊤1 via FFT algorithm ▷ J̃ ∈ Rn×s1

7: Choose S2 ∈ Rs2×s1 to be a sketching matrix (see Def. 15.5)
8: Compute a subspace embedding S2J̃

⊤

9: Compute R such that S2J̃
⊤R has orthonormal columns via QR decomposition

▷ R ∈ Rn×n

10: z0 ← 0k ∈ Rk

11: t← 0
12: while ∥J̃ J̃⊤Rzt − c∥2 ≥ ϵ do
13: zt+1 ← zt − (R⊤J̃ J̃⊤R)⊤(R⊤J̃ J̃⊤Rzt −R⊤c)
14: t← t+ 1
15: end while
16: return Rzt
17: end procedure
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Theorem 15.17. Given two n×m matrices U and V , and a target vector c ∈ Rn. Let

J = [vec(u1v
⊤
1 )
⊤, . . . , vec(unv

⊤
n )
⊤] ∈ Rn×m2. There is an algorithm (Algorithm 110)

takes Õ(nm+ n2(log(κ/ϵ) + log(m/δ)) + nω) time and outputs a vector x̂ ∈ Rn such

that

∥JJ⊤x̂− c∥2 ≤ ϵ∥c∥2

holds with probability at least 1− δ, and κ is the condition number of J .

Proof. We can decompose Algorithm 110 into two parts:

• Applying S1 to efficiently form matrix J̃ to approximate J and reduce its di-

mension, notice here we only need ϵ for this part to be a small constant, pick

ϵ = 0.1 suffices.

• Using S2 as a preconditioner and solve the regression problem iteratively.

Let x̂ denote the solution found by the iterative regime. We will prove this statement

in two-folds:

• First, we will show that ∥J̃ J̃⊤x̂− c∥2 ≤ ϵ∥c∥2 with probability at least 1− δ;

• Then, we will show that ∥JJ⊤x̂− c∥2 = (1± 0.1)∥J̃ J̃⊤x̂− c∥2 with probability

at least 1− δ.

Combining these two statements, we can show that

∥JJ⊤x̂− c∥2 = (1± 0.1)∥J̃ J̃⊤x̂− c∥2
≤ 1.1ϵ∥c∥2

Setting ϵ to ϵ/1.1 and δ to δ/2, we conclude our proof. It remains to prove these two

parts.
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Part 1 ∥J̃ J̃⊤x̂−c∥2 ≤ ϵ∥c∥2. We observe the iterative procedure is essentially

the same as running FastRegression on input J̃⊤, y, ϵ, hence by Lemma 15.15, we

know

Pr
[
∥J̃ J̃⊤x̂− c∥2 ≤ ϵ∥c∥2

]
≥ 1− δ.

Part 2 ∥JJ⊤x̂ − c∥2 = (1 ± 0.1)∥J̃ J̃⊤x̂ − c∥2. To prove this part, note that

by Lemma 15.13, we know that J̃⊤ is a subspace embedding for J⊤. Hence, we can

utilize Lemma 15.16 and get that,

Pr
[
∥JJ⊤x̂− c∥2 = (1± 0.1)∥J̃ J̃⊤x̂− c∥2

]
≥ 1− δ.

Combining these two parts, we have proven the correctness of the theorem.

It remains to justify the running time. Note that running time can be decomposed

into two parts: 1). The time to generate J̃ , 2). The time to compute x̂ via iterative

scheme.

Part 1 Generate J̃. To generate J̃ , we apply S1 ∈ Rs1×m2 which is a

TensorSRHT. By Lemma 15.14, it takes O(n(m logm+ s1)) time to compute J̃ , plug

in s1 = Θ(n log3(nm/δ)), the time is Õ(nm).

Part 2 Compute x̂. To compute x̂, essentially we run FastRegression

on J̃⊤, c, ϵ, hence by Lemma 15.15, it takes Õ(s2n log(κ/ϵ) + nω) time, with s2 =

Θ((n + logm) log n) and κ is the condition number of J̃ , which has the guarantee

κ = (1± ϵ)κ(J). Hence, the overall running time of this part is Õ(n2 log(κ/ϵ) + nω).

Put things together, the overall running time is Õ(nm+n2 log(κ/ϵ)+nω).

Remark 15.6. Due to the probability requirement (union bounding over all data

points), here we only prove by using TensorSRHT. One can use similar strategy

to obtain an input sparsity time version using TensorSketch. We remark that this

framework is similar to the approach [SWYZ21] takes to solve kernel ridge regression,

where one first uses a shallow but fast sketch to bootstrap, then use another sketching

to proceed with the main task.
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We also point out that in a more general neural network architecture, the

network width between different layers might differ, i.e., we are in fact dealing with

the tensor product u ⊗ v where u ∈ Rmℓ and v ∈ Rmℓ−1 . Our sketching can be

modified to handle this kind of inputs. Specifically, for TensorSketch, it is defined by

a pair of hash functions and sign functions, we can change their domain to handle

different input dimensions. For TensorSRHT, it’s more tricky, however, we note that

the Hadamard matrix is merely for speeding up computation via FFT algorithm,

hence we can differ the size of D1 and D2, and change the size of sampling matrix P

accordingly.

15.9 Spectral Properties of Over-parametrized Deep Neural
Network

In this section, we study the spectral structure of our Gram matrix and its

connection to the multi-layer NTK matrix. We show two different results regarding

the minimum eigenvalue of the last layer and the intermediate layers. We also show

that as long as the weight matrix does not move too far, the eigenvalue of the Gram

matrix is relatively stable around its initialization.

15.9.1 Bounds on the Least Eigenvalue of Kernel at Initialization

The following fact gives the exact form of the Gram matrix of the ℓ-th layer

of the neural network.

Fact 15.18 (Multi-layer Gram matrix). For any ℓ ∈ [L], let Gℓ = JℓJ
⊤
ℓ ∈ Rn×n be

the layer-ℓ’s Gram matrix. Then, for any i, j ∈ [n],

(Gℓ)i,j = h⊤i,ℓ−1hj,ℓ−1 · a⊤
(
Di,ℓ

L∏

k=ℓ+1

W⊤
k Di,k

)⊤(
Dj,ℓ

L∏

k=ℓ+1

W⊤
k Dj,k

)
a,

where hi,ℓ−1 =
∏ℓ−1

k=1Di,kWkxi.
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Proof. For for any i, j ∈ [n], by definition,

(Gℓ)i,j = vec(
∂f(W,xi)

∂Wℓ

)⊤vec(
∂f(W,xj)

∂Wℓ

)

= vec

(
Di,ℓ

L∏

k=ℓ+1

W⊤
k Di,kah

⊤
i,ℓ−1

)⊤
vec

(
Dj,ℓ

L∏

k=ℓ+1

W⊤
k Dj,kah

⊤
j,ℓ−1

)

=

(
(hi,ℓ−1 ⊗ Imℓ

)

(
Di,ℓ

L∏

k=ℓ+1

W⊤
k Di,ka

))⊤
(hj,ℓ−1 ⊗ Imℓ

)

(
Dj,ℓ

L∏

k=ℓ+1

W⊤
k Dj,ka

)

=

(
Di,ℓ

L∏

k=ℓ+1

W⊤
k Di,ka

)⊤
(h⊤i,ℓ−1 ⊗ Imℓ

)(hj,ℓ−1 ⊗ Imℓ
)

(
Dj,ℓ

L∏

k=ℓ+1

W⊤
k Dj,ka

)

= a⊤

(
Di,ℓ

L∏

k=ℓ+1

W⊤
k Di,k

)⊤(
Dj,ℓ

L∏

k=ℓ+1

W⊤
k Dj,k

)
a · h⊤i,ℓ−1hj,ℓ−1.

The following lemma handles the least eigenvalue for all intermediate layers

ℓ ∈ [L− 1].

Lemma 15.19 (Bounds on the least eigenvalue at initialization for layer 1 to L− 1).

Let λ := minℓ∈[L−1] λℓ. Then, for all ℓ ∈ [L − 1], with probability at least 1 − δ, we

have

λmin(Gℓ) ≥ Ω(λδ2n−2L−1).

Proof. Let ℓ ∈ [L] and i, j ∈ [n]. By Fact 15.18, the (i, j)-th entry of the layer-ℓ Gram

matrix can be expressed as

(Gℓ)i,j = h⊤i,ℓ−1hj,ℓ−1 · a⊤
(
Di,ℓ

L∏

k=ℓ+1

W⊤
k Di,k

)⊤(
Dj,ℓ

L∏

k=ℓ+1

W⊤
k Dj,k

)
a

= (Hℓ−1)i,j · (Aℓ)i,j,

where (Hℓ−1)i,j = h⊤i,ℓ−1hj,ℓ−1 and (Aℓ)i,j = a⊤(Di,ℓ

∏L
k=ℓ+1W

⊤
k Di,k)

⊤(Dj,ℓ

∏L
k=ℓ+1W

⊤
k Dj,k)a.

Hence, we can write Gℓ as

Gℓ = Hℓ−1 ⊙ Aℓ,
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where ⊙ represents the Hadamard product.

By Fact 15.4, we have

λmin(Gℓ) ≥ min
i∈[n]

(Aℓ)i,i · λmin(Hℓ)

Note that for i ∈ [n],

(Aℓ)i,i = a⊤(Di,ℓ

L∏

k=ℓ+1

W⊤
k Di,k)

⊤(Di,ℓ

L∏

k=ℓ+1

W⊤
k Di,k)a

=
∥∥∥Di,ℓ

L∏

k=ℓ+1

W⊤
k Di,ka

∥∥∥
2

2

≥

〈
Wℓ

∏ℓ−1
k=1Di,kWkxi, Di,ℓ

∏L
k=ℓ+1W

⊤
k Di,ka

〉2

∥Wℓ

∏ℓ−1
k=1Di,kWkxi∥22

=
⟨a, hi,L⟩2

∥Wℓ

∏ℓ−1
k=1Di,kWkxi∥22

.

By Lemma 15.28 part (a), we have

∥∥∥Wℓ

ℓ−1∏

k=1

Di,kWkxi

∥∥∥
2

2
≤ O(

√
L)

with probability 1 − e−Ω(k/L2) for all i ∈ [n], where k = m exp(−b2m/4) = m0.8 by

our choice of parameters.

By Lemma 15.27,

Pr[∀i ∈ [n], ∥hi,L∥2 ∈ 1± ϵ] ≥ 1−O(nL) · exp(−Ω(kϵ2/L2)).

Conditioning on this event, let hi,L be a fixed vector h with length 1± ϵ and consider

the randomness of the Rademacher vector a.

Note that ⟨a, h⟩ can be written as a⊤(hh⊤)a = a⊤Ba, where B := hh⊤ satisfies

∥B∥ = ∥h∥22 and ∥B∥2HS = ∥h∥42. For r ∈ [mL], we know that ar is a centered

subgaussian random variable with ∥ar∥ψ2 = 1.
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By Lemma A.9, we have

Pr[|⟨a, h⟩| ≤ t] ≤ min

{
C1t

∥h∥2
,

C2t

Õ(m−0.2)
√
k

}
≤ Õ(t).

By taking t to be O(δ/n), we have

Pr[∀i ∈ [n], ⟨a, hi,L⟩2 = Ω(δ2/n2)] ≥ 1−O(δ).

Applying a union bound gives

Pr[min
i∈[n]

(Aℓ)i,i = Ω(δ2n−2L−1)] ≥ 1− δ/2.

By Lemma 15.20, with probability at least 1− δ/2, we have:

λmin(Hℓ−1) ≥ Ω(λ)

for all ℓ ∈ [L].

Combine them together, we get that

λmin(Gℓ) ≥ Ω(δ2λn−2L−1)

for all ℓ ∈ [L] with probability 1− δ, which completes the proof of the lemma.

In order to bound λmin(Hℓ), we first define the NTK kernel for multiple layer

neural network.

Definition 15.6 (Multiple layer NTK kernel). The NTK kernel Kℓ ∈ Rn×n for

ℓ ∈ {0, . . . , L} of an L-layer neural network are defined as follows:

• (K0)i,j := x⊤i xj

• For ℓ > 0, let Σℓ,i,j :=

[
(Kℓ−1)i,i (Kℓ−1)i,j
(Kℓ−1)j,i (Kℓ−1)j,j

]
∈ R2×2 for any (i, j) ∈ [n] × [n].

Then,

(Kℓ)i,j := E(x1,x2)∼N(0,2Σℓ−1,i,j)[ϕ(x1)ϕ(x2)] ∀ℓ ∈ [L− 1],

(KL)i,j := E(x1,x2)∼N(0,2ΣL−1,i,j)[ϕ
′(x1)ϕ

′(x2)]
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Let λℓ := λmin(Kℓ) to be the minimum eigenvalue of the NTK kernel Kℓ.

In the following lemma, we generalize Lemma C.3 in [BPSW21] (also Lemma

3 in [CGH+19]) into multiple layer neural networks.

Lemma 15.20. For ℓ ∈ [L − 1], let λℓ denote the minimum eigenvalue of NTK

defined for ℓ-th layer of neural networks. Suppose mℓ = Ω(λ−2ℓ n2 log(n/δ)), then with

probability at least 1− δ, we have

λmin(Hℓ) ≥
3

4
λℓ, ∀ℓ ∈ [L]

Proof. We will prove that ∥Hℓ −Kℓ∥∞ is small, which implies that λmin(Hℓ) is close

to λℓ. The proof idea is similar to [DLL+19] via induction on ℓ.

For ℓ = 1, recall (g1,i)k =
∑

b∈[m](W1)k,b(xi)b for k ∈ [m]. Hence, for any

k ∈ [m],

E[(gi,1)k(gj,1)k] =
∑

b,b′∈[m]

E[(W1)k,b(W1)k,b′(xi)b(xj)b′ ]

=
∑

b∈[m]

E[(W1)
2
k,b] · (xi)b(xj)b ((W1)k,b ∼ N(0, 2

m
).)

=
2

m

∑

b∈[m]

(xi)b(xj)b

=
2

m
x⊤i xj.

Then, we have

E[h⊤i,1hj,1] =
∑

k∈[m]

E[(hi,1)k(hj,1)k]

=
∑

k∈[m]

E[ϕ((gi,1)k)ϕ((gj,1)k)]

=
∑

k∈[m]

E(u,v)∼N(0, 2
m
Σ1,i,j)

[ϕ(u)ϕ(v)]

= E(u,v)∼N(0, 2
m
Σ1,i,j)

[mϕ(u)ϕ(v)]

= E(u′,v′)∼N(0,2Σ1,i,j)[ϕ(u
′)ϕ(v′)]

= (K1)i,j.
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Next, we will show that h⊤i,1hj,1 concentrates around its expectation. First, for any

k ∈ [m],

|(hi,1)k(hj,1)k| ≤ |(gi,1)k(gj,1)k| ≤ |⟨(W1)k,∗, xi⟩| · |⟨(W1)k,∗, xj⟩|.

Since ⟨(W1)k,∗, xi⟩ ∼ N(0,
2∥xi∥22
m

), by the concentration of Gaussian distribution,

|⟨(W1)k,∗, xi⟩| ≤
√
c ∀k ∈ [m], i ∈ [n]

holds with probability at least 1−mne−cm/4.

Conditioning on the above event, we have |(hi,1)k(hj,1)k| ≤ c for all i, j ∈ [n]

and k ∈ [m]. Then, by Hoeffding’s inequality, we have for any (i, j) ∈ [n]× [n],

Pr
[
|h⊤i,1hj,1 − (K1)i,j| ≥ t

]
≤ exp

(
− t2

2m · (2c)2
)

= exp(−Ω(t2/(mc2))).

Hence, by union bound, we get that

Pr[ max
(i,j)∈[n]×[n]

|h⊤i,1hj,1 − (K1)i,j| ≤ t] ≥ 1−mn · exp(−Ω(mc))− n2 · exp(−Ω(t2/(mc2))).

If we choose c := log(mnL/δ)
m

and t := m−1/2 · polylog(nL/δ), we have with probability

at least 1− δ
L
,

max
(i,j)∈[n]×[n]

|h⊤i,1hj,1 − (K1)i,j| ≤ Õ(m−1/2).

Let h < L. Suppose that for ℓ = 1, . . . h,

max
(i,j)∈[n]×[n]

|h⊤i,ℓhj,ℓ − (Kℓ)i,j| ≤ Õ(m−1/2).

Consider ℓ = h+ 1. By a similar computation, we have

EWℓ
[(gi,ℓ)k(gj,ℓ)k] =

2

m
h⊤i,ℓ−1hj,ℓ−1.

Define a new covariance matrix

Σ̂ℓ,i,j :=

[
h⊤i,ℓ−1hi,ℓ−1 h⊤i,ℓ−1hj,ℓ−1
h⊤j,ℓ−1hi,ℓ−1 h⊤j,ℓ−1hj,ℓ−1

]
∀(i, j) ∈ [n]× [n].
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We have

EWℓ
[h⊤i,ℓhj,ℓ] =

∑

k∈[m]

E(u,v)∼N(0, 2
m
Σ̂ℓ,i,j)

[ϕ(u)ϕ(v)]

= E(u′,v′)∼N(0,2Σ̂ℓ,i,j)
[ϕ(u′)ϕ(v′)]

:= (K̂ℓ)i,j.

Hence, we have with probability at least 1− δ
L
,

max
(i,j)∈[n]×[n]

∣∣∣h⊤i,ℓhj,ℓ − (K̂ℓ)i,j

∣∣∣ ≤ Õ(m−1/2). (15.4)

It remains to upper bound the difference ∥K̂ℓ −Kℓ∥∞.
∥∥∥K̂ℓ −Kℓ

∥∥∥
∞

= max
(i,j)∈[n]×[n]

∣∣∣E(u,v)∼N(0,2Σ̂ℓ,i,j)
[ϕ(u)ϕ(v)]− E(u,v)∼N(0,2Σℓ,i,j)[ϕ(u)ϕ(v)]

∣∣∣ .

Recall that

Σℓ,i,j :=

[
(Kℓ−1)i,i (Kℓ−1)i,j
(Kℓ−1)j,i (Kℓ−1)j,j

]
∀(i, j) ∈ [n]× [n],

and hence, by the induction hypothesis, we have

∥Σ̂ℓ,i,j − Σℓ,i,j∥∞ ≤ max
(i,j)∈[n]×[n]

∣∣h⊤i,ℓ−1hj,ℓ−1 − (Kℓ−1)i,j
∣∣ = Õ(m−1/2).

Notice that Σ̂ℓ,i,j can be written as
[

∥hi,ℓ−1∥22 cos(θℓ,i,j)∥hi,ℓ−1∥2∥hj,ℓ−1∥2
cos(θℓ,i,j)∥hi,ℓ−1∥2∥hj,ℓ−1∥2 ∥hj,ℓ−1∥22

]
.

Moreover, when ϕ is the ReLU function, we have

E(u,v)∼N(0,2Σ̂ℓ,i,j)
[ϕ(u)ϕ(v)] = 2∥hi,ℓ−1∥2∥hj,ℓ−1∥2 · F (θℓ,i,j),

where

F (θ) := E(u,v)∼N(0,Σ(θ))[ϕ(u)ϕ(v)] with Σ(θ) :=

[
1 cos(θ)

cos(θ) 1

]
.
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We note that F (θ) has the following analytic form:

F (θ) =
1

2π
(sin(θ) + (π − θ) cos(θ)) ∈ [0, 1/2]. (15.5)

Similarly,

E(u,v)∼N(0,2Σℓ,i,j)[ϕ(u)ϕ(v)] = 2
√

(Kℓ−1)i,i(Kℓ−1)j,j · F (τℓ,i,j),

where τℓ,i,j := cos−1
(

(Kℓ−1)i,j√
(Kℓ−1)i,i(Kℓ−1)j,j

)
. By the induction hypothesis, we have

(Kℓ)i,j ∈ h⊤ℓ,ihℓ,j ± Õ(m−1/2) for all i, j ∈ [n]. By Lemma 15.27, we also have

∥hℓ,i∥2 ∈ 1 ± ϵ for all ℓ ∈ [L] and i ∈ [n] with probability 1 − O(nL) · e−Ω(mϵ2/L).

They implies that cos(τℓ,i,j) ∈ cos(θ)± Õ(m−1/2). Thus, by Taylor’s theorem, it gives

us

|F (θℓ,i,j)− F (τℓ,i,j)| ≤ Õ(m−1/2).

Therefore, we have
∣∣∣E(u,v)∼N(0,2Σ̂ℓ,i,j)

[ϕ(u)ϕ(v)]− E(u,v)∼N(0,2Σℓ,i,j)[ϕ(u)ϕ(v)]
∣∣∣

= 2

∣∣∣∣∥hi,ℓ−1∥2∥hj,ℓ−1∥2F (θℓ,i,j)−
√

(Kℓ−1)i,i(Kℓ−1)j,jF (τℓ,i,j)

∣∣∣∣
≤ Õ(m−1/2).

That is,

∥K̂ℓ −Kℓ∥∞ ≤ Õ(m−1/2). (15.6)

Combining Eqs. (15.4) and (15.6) together, we get that

max
(i,j)∈[n]×[n]

|h⊤ℓ,ihℓ,j − (Kℓ)i,j| ≤ Õ(m−1/2)

holds with probability at least 1− δ
L

for ℓ = h+ 1.

By induction, we have proved that for the first L− 1 layers, the intermediate

correlation h⊤ℓ,ihℓ,j is close to the intermediate Gram matrix (Kℓ)i,j, i.e.,

∥Hℓ −Kℓ∥ ≤
λℓ
4
∀ℓ ∈ [L− 1].
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Hence, we get that for all ℓ ∈ [L− 1],

λmin(Hℓ) ≥
3

4
λℓ

The lemma is then proved.

Lemma 15.21 (Bounds on the least eigenvalue at initialization for layer L). Suppose

m = Ω(λ−2L n2 log(n/δ)), then we have

Pr[λmin(GL) ≥
3

4
λL] ≥ 1− δ.

Proof. Recall GL is defined as

(GL)i,j = vec(
∂f(W,xi)

∂WL

)⊤vec(
∂f(W,xj)

∂WL

)

= vec(Di,Lah
⊤
i,L−1)

⊤vec(Dj,Lah
⊤
j,L−1)

= a⊤Di,LDj,La · h⊤i,L−1hj,L−1,

which has the same form as the correlation matrix of a two-layer over-parameterized

neural network with input data {hL−1,i}i∈[n]. Define

(K̂L)i,j := h⊤i,L−1hj,L−1 · Ew∼N(0,2Im)

[
ϕ′(w⊤hi,L−1)ϕ

′(w⊤hj,L−1)
]
.

Then, by the analysis of the two-layer case (see for example [SY19, DZPS19]), we

have

∥GL − K̂L∥ ≤
λL
8
,

if m = Ω(λ−2L n2 log(n/δ)), where λL := λmin(KL). It remains to bound ∥K̂L−KL∥∞.

Equivalently, for any (i, j) ∈ [n]× [n],

max
(i,j)∈[n]×[n]

∣∣∣E(u,v)∼N(0,2Σ̂L,i,j)
[ϕ′(u)ϕ′(v)]− E(u,v)∼N(0,2ΣL,i,j)[ϕ

′(u)ϕ′(v)]
∣∣∣ .

The expectation has the following analytic form:

E(z1,z2)∼N(0,Σ)[ϕ
′(z1)ϕ

′(z2)] =
1

4
+

sin−1(ρ)

2π
with Σ =

[
p2 ρpq
ρpq q2

]
.
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By the analysis of the (L− 1)-layer, we know that |ρL,i,j − ρ̂L,i,j| ≤ Õ(m−1/2), where

ρL,i,j := cos(τL,i,j) and ρ̂L,i,j := cos(θL,i,j). Also, notice that cos(τL,i,j) = F (τL−1,i,j) ∈
[0, 1/2] by Eq. (15.5). Hence, the derivative of the expectation is bounded, and by

Taylor’s theorem, we have

∥K̂L −KL∥∞ ≤ Õ(m−1/2).

It implies that ∥K̂L −KL∥ ≤ λL
8

, which further implies that

∥GL −KL∥ ≤
λL
4
.

Equivalently, we get that

λmin(GL) ≥
3

4
λL

with probability at least 1− δ.

Remark 15.7. We observe a discrepancy of eigenvalue in our analysis: For last layer,

the eigenvalue of our Gram matrix and the NTK is almost the same, while for inter-

mediate layers, we can only provide a much weaker lower bound for Gram matrix.

The main reason is by definition, the NTK for last layer is defined as the product

of two derivatives of ReLU, which always have value 0 or 1. On the other hand,

the NTKs for intermediate layers are defined in terms of the product of two ReLU’s,

which can have much larger magnitudes.

Due to such eigenvalue discrepancy, our algorithm focuses on training the

last layer, since the training dynamic on intermediate layers has a much smaller

magnitude. Hence, we present an algorithm that only trains the last layer while

obtaining a good convergence result.

15.9.2 Bounds on the Least Eigenvalue during Optimization

In this section, we adapt the Lemma C.5 in [BPSW21] into the last layer of a

multi-layer neural network. We make use of the result proved in [SYZ21].
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Lemma 15.22 (Lemma C.2 in [SYZ21]). Let b > 0 and R̃ ≤ 1/b. Let c > 0 and

c′ > 0 denote two fixed constants. Suppose we have

∥WL −WL(0)∥ ≤ R̃,

then we have

• ∥GL(W )−GL(W (0))∥F ≤ nα holds with probability at least 1− n2β.

• λmin(GL(W )) ≥ 3
4
λL − nα holds with probability at least 1− n2β − δ,

where α = min{c · exp(−b2/2), 3R̃} and β = exp(−m ·min{c′ · exp(−b2/2), R̃/10}).

Corollary 15.23. Suppose we have

• α = 3R̃ and R̃ ≤ O(λL
n
).

• α = c · exp(−b2/2) and exp(−b2/2) ≤ O(λL
n
).

then we have λmin(GL(W )) ≥ λL
2

.

Proof. We first note that to prove the corollary, it suffices to show that nα ≤ λL
4

. We

analyze two cases.

Case 1: α = 3R. Suppose α = 3R, then the condition translates to 3nR̃ ≤ λL
4

which indicates R̃ ≤ O(λL
n
).

Case 2: α = c · exp(−b2/2). Suppose α = c · exp(−b2/2), then we have

cn · exp(−b2/2) ≤ λL
4

and exp(−b2/2) ≤ O(λL
n
).

Remark 15.8. We note that the analysis of [SYZ21] focuses on the standard two-layer

case of NTK, the reason we can leverage their result is that we can treat the NTK

for last layer as a two-layer neural network where the inputs are hi,L−1 ∈ Rm. One

can also give include a direct proof of the multi-layer version, which agrees the above

lemma and corollary.
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15.10 Convergence Analysis of Our Algorithm

In this section, we present a convergence analysis of Algorithm 106. We show

that as long as the neural network width is large enough, the convergence of Algo-

rithm 106 is linear, and the weight matrix does not change too much.

15.10.1 Preliminary

We recall the initialization of our neural network.

Definition 15.7 (Initialization). Let m = mℓ for all ℓ ∈ [L]. Let m0 = d. We assume

weights are initialized as

• Each entry of weight vector a ∈ Rm is i.i.d. sampled from {−1,+1} uniformly

at random.

• Each entry of weight matrices Wℓ ∈ Rm×m sampled from N(0, 2/m).

Remark 15.9. Later, we will also interpret WL as sampled from N(0, 1) and then being

scaled by
√

2
m

.

We also restate the architecture of our neural network here.

Definition 15.8 (Architecture). Our neural network is a standard L-layer feed-

forward neural network, with the activation functions defined as a scaled version

of shifted ReLU activation: ϕ(x) =
√
cb1[x >

√
2/mb]x, where cb := (2(1 − Φ(b) +

bϕ(b)))−1/2. Here b is a threshold value we will pick later. At last layer, we use a

scaled version of a vector with its entry being Rademacher random variables. We

define the neural network function f : Rm0 → R as

f(W,xi) = a⊤ϕ(WLϕ(WL−1ϕ(. . . ϕ(W1xi)))).

We measure the loss of the neural network via squared-loss function:

L(W ) =
1

2

n∑

i=1

(f(xi)− yi)2.
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We use ft : Rd×n → Rn denote the prediction of our network:

ft(X) = [f(W (t), x1), . . . , f(W (t), xn)]
⊤.

We state two assumptions here.

Assumption 15.24 (Small Row Norm). Let t ∈ {0, . . . , T} and let R̃ ≤ 1 be a

parameter. We assume

∥WL,r(t)−WL,r(0)∥2 ≤ R̃/
√
m, ∀r ∈ [m].

Here, WL,r ∈ Rm means the r-th row of matrix WL.

Later, we will invoke this assumption by specifying the choice of R̃.

Assumption 15.25 (Sparsity). Let t ∈ {0, . . . , T} and let s ≥ 1 be an integer

parameter. We assume

∥∆Di,ℓ∥0 ≤ s,∀ℓ ∈ [L], i ∈ [n].

Later, we will invoke this assumption by specifying the choice of s.

15.10.2 Technical lemmas

We first show that during initialization, by using our shifted ReLU activation,

the vector hi,ℓ is sparse. Hence, the diagonal matrix Di,ℓ is sparse as well.

Lemma 15.26 (Sparse initialization). Let σb(x) = max{x−b, 0} be the shifted ReLU

activation with threshold b > 0. After initialization, with probability

1− nL · e−Ω(me−b2m/4),

it holds for all i ∈ [n] and ℓ ∈ [L],

∥hi,ℓ∥0 ≤ O(m · e−b2m/4).
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Proof. We fix i ∈ [n] and ℓ ∈ [L], since we will union bound over all i and ℓ at last.

Let ui ∈ Rm be a fixed vector and Wℓ,r to denote the r-th row of Wℓ, then by the

concentration of Gaussian, we have

Pr[σb(⟨Wℓ,r, ui⟩) > 0] = Pr
z∼N(0, 2

m
)
[z > b] ≤ exp(−b2m/4).

Let S be the following index set S := {r ∈ [m] : ⟨Wℓ,r, ui⟩ > b}, the above reasoning

means that for the indicator random variable 1[r ∈ S], we have

E[1[r ∈ S]] ≤ exp(−b2m/4).

Use Bernstein’s inequality (Lemma A.4) we have that for all t > 0,

Pr[|S| > k + t] ≤ exp(− t2/2

k + t/3
),

where k := m · exp(−b2m/4). By picking t = k, we have

Pr[|S| > 2k] ≤ exp(
−3k
8

).

Note that |S| is essentially the quantity ∥hi,ℓ∥0, hence we can union bound over all ℓ

and i and with probability at least

1− nL · exp(−Ω(m · exp(−b2m/4))),

we have ∥hi,ℓ∥0 ≤ 2m · exp(−b2m/4).

Remark 15.10. The above lemma shows that by using the shifted ReLU activation,

we make sure that all hi,ℓ are sparse after initialization. Specifically, we use k :=

m · exp(−b2m/4) as a sparsity parameter. Later, we might rescale b so that the

probability becomes exp(−b2/2). We stress that such rescaling does not affect the

sparsity of our initial vectors. If we rescale b and choose it as
√
2α logm, then k =

m1−α and hence with high probability, ∥hi,ℓ∥0 ≤ O(m1−α).

As a direct consequence, we note that all initial Di,ℓ are k-sparse as well.
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We state a lemma that handles the ℓ2 norm of hi,ℓ when one uses truncated

Gaussian distribution instead. Due to the length and the delicacy of the proof, we

defer it to Section 15.11.

Lemma 15.27 (Restatement of Lemma 15.45). Let b > 0 be a fixed scalar. Let the

activation function ϕ(x) :=
√
cb1[x >

√
2/mb]x, where cb := (2(1−Φ(b)+bϕ(b)))−1/2.

Let ϵ ∈ (0, 1), then over the randomness of W (0), with probability at least

1−O(nL) · exp(−Ω(m exp(−b2/2)ϵ2/L2)),

we have

∥hi,ℓ∥2 ∈ [1− ϵ, 1 + ϵ], ∀i ∈ [n], ℓ ∈ [L].

The second lemma handles the consecutive product that appears naturally in

the gradient computation. It is useful in analyzing the spectral property of the Gram

matrix.

Lemma 15.28 (Variant of Lemma 7.3 in [AZLS19a]). Suppose m ≥ Ω(nL log(nL)),

then over the randomness of initializations W1(0), . . . ,WL(0) ∈ Rm×m, for all i ∈ [n]

and 1 ≤ a ≤ b ≤ L,

Pr[∥WbDi,b−1Wb−1 . . . Di,aWa∥ ≤ O(
√
L)] ≥ 1− e−Ω(k/L2).

The proof is similarly to the original proof of the corresponding lemma in [AZLS19a],

however we replace the bound on hi,ℓ with our Lemma 15.27. We highlight this does

not change the bound, merely in expense of a worse probability.

The next several lemmas bound norms after small perturbation.

Lemma 15.29 (Lemma 8.2 in [AZLS19a]). Suppose Assumption 15.24 is satisfied

with R̃ ≤ O( 1
L9/2 log3m

). With probability at least 1− e−Ω(mR̃2/3L),

(a) ∆gi,ℓ can be written as ∆gi,ℓ = ∆gi,ℓ,1 +∆gi,ℓ,2 where
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– ∥∆gi,ℓ,1∥2 ≤ O(R̃L3/2)

– ∥∆gi,ℓ,2∥∞ ≤ O( R̃L
5/2
√
logm√

m
)

(b) ∥∆Di,ℓ∥0 ≤ O(mR̃2/3L) and ∥(∆Di,ℓ)gi,ℓ∥2 ≤ O(R̃L3/2).

(c) ∥∆gi,ℓ∥2, ∥∆hi,ℓ∥2 ≤ O(R̃L5/2
√
logm).

Remark 15.11. Lemma 15.29 establishes the connection between parameter R̃ and s

of Assumption 15.24 and 15.25. As long as R̃ is small, then we have s = O(mR̃2/3L).

Such a relation enables us to pick R to our advantage and ensure the sparsity of ∆Di,ℓ

is sublinear in m, and hence the update time per iteration is subquadratic in m.

15.10.3 Bounds on initialization

In the following lemma, we generalize Lemma C.2 in [BPSW21] into multiple-

layer neural networks.

Lemma 15.30 (Bounds on initialization, multiple layer version of Lemma C.2 in

[BPSW21]). Suppose m = Ω(nL log(nL)), then we have the following

• Pr[f(W,xi) = Õ(1), ∀i ∈ [n]] ≥ 1− e−Ω(log2 n).

• Pr[∥JL,0,i∥ = O(1), ∀i ∈ [n]] ≥ 1−O(nL) · e−Ω(k/L2).

Proof. We will prove the two parts of the statement separately.

Part 1: By definition, for any i ∈ [n], we have

f(W,xi) = a⊤ϕ(WL(ϕ(· · ·ϕ(W1xi)))).

We shall make use of Lemma 15.27 here:

Pr
[
∥hi,L∥2 ∈ [0.9, 1.1],∀i ∈ [n]

]
≥ 1−O(nL) · exp(−Ω(k/L2)).
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Recall that a ∈ Rm has each of its entry being a Rademacher random variable,

hence it’s 1-subgaussian. Use the concentration of subgaussian (Lemma A.5), we

know that

Pr[|a⊤hi,L| ≥ 1.1t] ≤ 2 exp(−t
2

2
),

setting t = O(log2 n), and union bound over all i ∈ [n], we conclude our desired result.

Part 2: For the last layer, we consider WL is initialized as follows: each entry is first

sampled from N(0, 1), then we scale down WL by
√
2√
m

. This means we can write the

output of last layer as
√
2√
m
WLhi,L−1, and therefore, the gradient is

√
2√
m
Di,Lhi,L−1a

⊤.

Hence,

∥JL,0,i∥ =
1√
m
∥hi,L−1a⊤Di,L∥

≤
√
2√
m
∥hi,L−1∥2 · ∥Di,La∥2

= O(1).

The last step follows from the fact that ∥Di,La∥2 ≤ O(
√
m) and ∥hi,L−1∥2 ≤ 1.1 with

probability at least 1−O(nL) · exp(−Ω(k/L2)).

15.10.4 Bounds on small perturbation

In the following, we generalize the Lemma C.4 in [BPSW21] into multiple

layer neural network. We use the interpretation that WL is generated from N(0, 1)

and scaled by
√

2
m

in our proof.

Lemma 15.31 (multiple layer version of Lemma C.4 in [BPSW21]). Suppose m =

Ω(nL log(nL)), then over the random initialization of

W (0) = {W1(0),W2(0), · · ·WL(0)},

the following holds with probability at least 1−nL · e− log2m, for any set of weight WL

satisfying for each r ∈ [m],

∥WL,r −WL,r(0)∥2 ≤ R/
√
m,
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• ∥WL −WL(0)∥F ≤ R.

• ∥JWL,xi − JWL(0),xi∥2 = Õ(R1/2/m1/4).

• ∥JWL
− JWL(0)∥F = Õ(n1/2R1/2/m1/4).

• ∥JWL
∥F = Õ(n1/2).

Proof. Part 1. Note that

∥WL −WL(0)∥2F =
m∑

r=1

∥WL,r −WL,r(0)∥22

≤ m ·R2/m

= R2.

Taking square root yields our desired result.

Part 2. To simplify the notation, we ignore the subscripts i below. We have

∥JWL,x − JWL(0),x∥2 =
2

m
∥(DL(0) + ∆DL)ah

⊤
L −DL(0)ah

⊤
L∥2

=
2

m
∥∆DLah

⊤
L∥2

=
2

m
∥∆DLah

⊤
L∥2F

=
2

m

∑

r∈[m]

a2r · h2L,r · |1[⟨WL,r, hL⟩ ≥ b]− 1[⟨WL,r(0), hL⟩ ≥ b]|

= O(
1

m
)
∑

r∈[m]

|1[⟨WL,r, hL⟩ ≥ b]− 1[⟨WL,r(0), hL⟩ ≥ b]|.

where we use ∆DLah
⊤
L is a rank 1 matrix in the third step.

Let sr := |1[⟨WL,r, hL⟩ ≥ b]− 1[⟨WL,r(0), hL⟩ ≥ b]| and define the event Er as

Er =
{
∥WL,r −WL,r(0)∥2 ≤ R/

√
m, 1[⟨WL,r, hL⟩ ≥ b] ̸= 1[⟨WL,r(0), hL⟩ ≥ b]

}
.

It is not hard to see that event Er happens if and only if

WL,r(0)
⊤hL ∈ [b− ∥hL∥2R/

√
m, b+ ∥hL∥2R/

√
m].
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By the anti-concentration of Gaussian distribution (Lemma A.7), we have

E[sr] = Pr[Er = 1] ≤ 4

5
R/
√
m.

We have

Pr
[ m∑

r=1

sr ≥ (t+
4

5
)∥hL∥R

√
m
]
≤ Pr

[ m∑

r=1

(sr − E[sr]) ≥ t∥hL∥2R
√
m
]

≤ 2 exp(−2t2R2∥hL∥22m2

m2
)

= 2 exp(−2t2R2∥hL∥22)

≤ 2 exp(−t2),

where the first step follows from our above analysis, we use Lemma A.3 in the second

step, and we use both ∥hL∥22 ≥ 0.5 and R ≥ 1 in the final step.

Set t = logm and by union bound over i, we have with probability at least

1− n · e− log2m,

∥JWL,xi − JWL(0),xi∥2 =
1

m

m∑

r=1

sr

≤ 1

m
Õ(R
√
m)

= Õ(
R√
m
).

Taking square root yields our desired result.

Part 3. Note that the squared Frobenious norm is just the sum of all squared

ℓ2 norm of rows, hence

∥JWL
− JWL(0)∥F ≤ Õ(n1/2R1/2/m1/4).

Part 4. We will prove by triangle inequality:

∥JWL
∥F ≤ ∥JWL(0)∥F + ∥JWL

− JWL(0)∥F
≤ Õ(n1/2) + Õ(n1/2R1/2/m1/4)

= Õ(n1/2).
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Note that, in the final step, we use both the choice of R (see Def. 15.10) and m (see

Def. 15.11).

15.10.5 Putting it all together

In this section, we will prove the following core theorem that analyzes the

convergence behavior of Algorithm 106:

Theorem 15.32 (Formal version of Theorem 15.1). Suppose the neural network width

satisfies m = Ω(λ−2L n2L2), then over the randomness of the initialization of the neural

network and the randomness of the algorithm, Algorithm 106 satisfies

Pr[∥ft+1 − y∥2 ≤
1

3
∥ft − y∥2] ≥ 1− exp(−Ω(log2 n)).

Before moving on, we introduce several definitions and prove some useful facts

related to them.

Definition 15.9 (function J). We define

Jℓ(Z1, . . . , ZL)i := Di,ℓ(Zℓ)
L∏

k=ℓ+1

Z⊤k Di,k(Zk)a(hi(Z1, . . . , Zℓ−1))
⊤ ∈ Rmℓ×mℓ−1

where

Di,ℓ(Zℓ) := diag(ϕ′(Zℓhi(Z1, . . . , Zℓ−1))), ∈ Rmℓ×mℓ

hi(Z1, . . . , Zℓ−1) := ϕ(Zℓ−1(ϕ(Zℓ−2 · · · (ϕ(Z1xi))))) ∈ Rmℓ−1

Fact 15.33. Let Jℓ denote the function be defined as Definition 15.9. For any t ∈
{0, . . . , T}, we have

ft+1 − ft =
(∫ 1

0

JL((1− s)W (t) + sW (t+ 1))ds

)⊤
· vec(WL(t+ 1)−WL(t)),
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Proof. For i ∈ [n], consider the i-th coordinate.

(ft+1 − ft)i =
∫ 1

0

f((1− s)W (t) + sW (t+ 1), xi)
′ds

=

∫ 1

0

(
∂f

∂WL

((1− s)W (t) + sW (t+ 1), xi)

)⊤
· vec(WL(t+ 1)−WL(t))ds

=

(∫ 1

0

JL((1− s)W (t) + sW (t+ 1))ids

)⊤
· vec(WL(t+ 1)−WL(t)),

Thus, we complete the proof.

Fact 15.34. For any t ∈ {0, . . . , T}, we have Jℓ(W1(t), . . . ,WL(t)) = Jℓ,t.

Proof. In order to simplify the notation, we drop the term t below.

We note that for i ∈ [n], the i-th row of matrix Jℓ,t is defined as

Di,ℓ(
L∏

k=ℓ+1

W⊤
k Di,k)ah

⊤
i,ℓ−1,

where

Di,ℓ = diag(ϕ′(Wℓhi,ℓ−1)),

hi,ℓ−1 = ϕ(Wℓ−1(ϕ(Wℓ−2 . . . (ϕ(W1xi))))),

this is essentially the same as hi(W1, . . . ,Wℓ−1) and Di,ℓ(Wℓ). This completes the

proof.

We state the range we require for parameter R̃ and R:

Definition 15.10. We choose R̃ so that

2√
m
· n
λL
≤ R̃ ≤ min{ 1

L4.5 log3m
,
λL
n
}.

Recall that R is the scale-up version of R̃, hence

n

λL
≤ R ≤ min{ 1

L4.5 log3m
,
λL
n
} · √m.
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Remark 15.12. Recall that the sparsity parameter s is directly related to R̃: s =

O(mR̃2/3L), hence to ensure the sparsity is small, we shall pick R̃ as small as possible.

Next, we pick the value of m:

Definition 15.11. We choose m to be

m ≥ Ω(n4Lλ−4L ).

We use induction to prove the following two claims recursively.

Definition 15.12 (Induction hypothesis 1). Let t ∈ [T ] be a fixed integer. We have

∥WL,r(t)−WL,r(0)∥2 ≤ R/
√
m

holds for any r ∈ [m].

Definition 15.13 (Induction Hypothesis 2). Let t ∈ [T ] be a fixed integer. We have

∥ft − y∥2 ≤
1

3
∥ft−1 − y∥2.

Suppose the above two claims hold up to t, we prove they continue to hold for

time t + 1. The second claim is more delicate, we are going to prove it first and we

define

Jℓ,t,t+1 :=

∫ 1

0

Jℓ
(
(1− s)Wt + sWt+1

)
ds,

where Jℓ is defined as Definition 15.9.

Lemma 15.35. Let g⋆L := (JL,tJ
⊤
L,t)
−1(ft − y). We have

∥ft+1 − y∥2 ≤ ∥ft − y − JL,tJ⊤L,tgL,t∥2
+ ∥(JL,t − JL,t,t+1)J

⊤
L,tg

⋆
L∥2

+ ∥(JL,t − JL,t,t+1)J
⊤
ℓ,t(gL,t − g⋆L)∥2. (15.7)
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Proof. Consider the following computation:

∥ft+1 − y∥2
= ∥ft − y + (ft+1 − ft)∥2
= ∥ft − y + JL,t,t+1 · vec(WL,t+1 −WL,t)∥2
= ∥ft − y − JL,t,t+1 · J⊤L,tgL,t∥2
= ∥ft − y − JL,tJ⊤L,tgL,t + JL,tJ

⊤
L,tgL,t − JL,t,t+1J

⊤
L,tgL,t∥2

≤ ∥ft − y − JL,tJ⊤L,tgL,t∥2 + ∥(JL,t − JL,t,t+1)J
⊤
L,tgL,t∥2

≤ ∥ft − y − JL,tJ⊤L,tgL,t∥2 + ∥(JL,t − JL,t,t+1)J
⊤
L,tg

⋆
L∥2 + ∥(JL,t − JL,t,t+1)J

⊤
L,t(gL,t − g⋆L)∥2,

The second step follows from the definition of JL,t,t+1 and simple calculus.

Claim 15.36 (1st term in Eq. (15.7)). We have

∥ft − y − JL,tJ⊤L,tgL,t∥2 ≤
1

9
∥ft − y∥2.

Proof. We have

∥ft − y − JL,tJ⊤L,tgL,t∥2 ≤ ϵ0∥ft − y∥2
≤ 1

9
∥ft − y∥2, (15.8)

since gL,t is an ϵ0 (ϵ0 ≤ 1
9
) approximate solution to the regression problem

min
g
∥JL,tJ⊤L,tg − (ft − y)∥2.

Claim 15.37 (2nd term in Eq. (15.7)). We have

∥(JL,t − JL,t,t+1)J
⊤
L,tg

⋆
L∥2 ≤

1

9
∥ft − y∥2.

Proof. We bound the second term in Eq. (15.7) as follows:

∥(JL,t − JL,t,t+1)J
⊤
L,tg

⋆
L∥2 ≤ ∥JL,t − JL,t,t+1∥ · ∥J⊤L,tg⋆L∥2

= ∥JL,t − JL,t,t+1∥ · ∥J⊤L,t(JL,tJ⊤L,t)−1 · (ft − y)∥2
≤ ∥JL,t − JL,t,t+1∥ · ∥J⊤L,t(JL,tJ⊤L,t)−1∥ · ∥ft − y∥2. (15.9)
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We bound these term separately.

For the first term in Eq. (15.9),

∥JL,t − JL,t,t+1∥ =
∥∥∥∥JL(Wt)−

∫ 1

0

JL((1− s)Wt + sWt+1)ds

∥∥∥∥

≤
∫ 1

0

∥JL(Wt)− JL((1− s)Wt + sWt+1)∥ ds

≤
∫ 1

0

∥JL(Wt)− JL(W0)∥+ ∥JL(W0)− JL((1− s)Wt + sWt+1)∥ ds

≤ ∥JL(Wt)− JL(W0)∥+
∫ 1

0

∥JL(W0)− JL((1− s)Wt + sWt+1)∥ ds

≤ Õ(n1/2R1/2/m1/4), (15.10)

where by Fact 15.34, we know ∥JL(Wt)−JL(W0)∥ = ∥JWL(t)−JWL(0)∥ ≤ Õ(n1/2R1/2/m1/4),

we use Lemma 15.31 in the last inequality.

For the term
∫ 1

0
∥JL(W0)−JL((1−s)Wt+sWt+1)∥ ds, we analyze the following:

∥(1− s) · vec(WL(t)) + s · vec(WL(t+ 1))− vec(WL(0))∥2
≤ (1− s) · ∥vec(WL(t))− vec(WL(0))∥2 + s · ∥vec(WL(t+ 1))− vec(WL(0))∥2
= (1− s) · ∥WL(t)−WL(0)∥F + s · ∥WL(t+ 1)−WL(0)∥F
≤ O(R).

This means the perturbation of (1− s)WL(t) + sWL(t + 1) with respect to WL(0) is

small, hence ∥JL(W0)− JL((1− s)Wt + sWt+1)∥ = Õ(n1/2R1/2/m1/4).

Furthermore, we have

∥J⊤L,t(JL,tJ⊤L,t)−1∥ =
1

σmin(J⊤L,t)
≤
√

2/λL, (15.11)

where the second inequality follows from σmin(JL,t) =
√
λmin(JL,tJ⊤L,t) ≥

√
λL/2 (see

Lemma 15.23).

Combining Eq. (15.9), (15.10) and (15.11), we have

∥(JL,t − JL,t,t+1)J
⊤
L,tg

⋆
L∥2 ≤ Õ(n1/2R1/2/m1/4) · λ−1/2L · ∥ft − y∥2
≤ 1

9
∥ft − y∥2, (15.12)
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where the last step follows from choice of m (Definition 15.11).

Claim 15.38 (3rd term in Eq. (15.7)). We have

∥(JL,t − JL,t,t+1)J
⊤
L,t(gL,t − g⋆L)∥2 ≤

1

9
∥ft − y∥2

Proof. We can show

∥(JL,t − JL,t,t+1)J
⊤
L,t(gL,t − g⋆L)∥2 ≤ ∥JL,t − JL,t,t+1∥ · ∥J⊤L,t∥ · ∥gL,t − g⋆L∥2. (15.13)

Moreover, one has

λ

2
∥gL,t − g⋆L∥2 ≤ λmin(JL,tJ

⊤
L,t) · ∥gL,t − g⋆L∥2

≤ ∥JL,tJ⊤L,tgL,t − JL,tJ⊤L,tg⋆L∥2
= ∥JL,tJ⊤L,tgL,t − (ft − y)∥2

≤
√
λL/n

2
· ∥ft − y∥2. (15.14)

The first step comes from λmin(JL,tJ
⊤
L,t) = λmin(GL,t) ≥ λL/2 (see Lemma 15.23).

The last step follows from gL,t is an ϵ0 (ϵ0 ≤
√
λL/n) approximate solution to the

regression.

Consequently, we have

∥(JL,t − JL,t,t+1)J
⊤
L,t(gL,t − g⋆L)∥2 ≤ ∥JL,t − JL,t,t+1∥ · ∥J⊤L,t∥ · ∥gL,t − g⋆L∥2

≤ Õ(n1/2R1/2/m1/4) · Õ(n1/2) · 2√
nλL

· ∥ft − y∥2

= Õ(
n1/2R1/2

m1/4λ
1/2
L

) · ∥ft − y∥2.

Note that, for the 2nd step, it follows from Eq. (15.10) and (15.14) and the fact that

∥JL,t∥ ≤ O(
√
n) (see Lemma 15.31).

Finally, we have

∥(JL,t − JL,t,t+1)J
⊤
L,t(gL,t − g⋆L)∥2 ≤ Õ(

n1/2R1/2

m1/4λ
1/2
L

) · ∥ft − y∥2 (15.15)

≤ 1

9
∥ft − y∥2. (15.16)
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The last step follows from choice of m (Definition 15.11).

Lemma 15.39 (Putting it all together). We have

∥ft+1 − y∥2 ≤
1

3
∥ft − y∥2. (15.17)

Proof. Combining Eq. (15.7), (15.8), (15.12), and (15.15), we have proved the second

claim, i.e.,

∥ft+1 − y∥2 ≤
1

3
∥ft − y∥2.

15.10.6 Bounds on the movement of weights

Lemma 15.40. Let R be chosen as in Definition 15.10, then the following holds:

∥WL,r(t+ 1)−WL,r(0)∥2 ≤ R/
√
m.

Proof. First, we have

∥gL,t∥2 ≤ ∥g⋆L∥2 + ∥gL,t − g⋆L∥2
= ∥(JL,tJ⊤L,t)−1(ft − y)∥2 + ∥gL,t − g⋆L∥2
≤ ∥(JL,tJ⊤L,t)−1∥ · ∥(ft − y)∥2 + ∥gL,t − g⋆L∥2
≤ 1

λL
· ∥ft − y∥2 +

1√
nλL

· ∥ft − y∥2

≲
1

λL
· ∥ft − y∥2 (15.18)

where the third step is owing to Eq. (15.14), and the final step is due to the fact that

1/
√
nλL ≤ 1/λL.
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Then

∥WL,r(k + 1)−WL,r(k)∥2 =
∥∥∥

n∑

i=1

1√
m
arh

⊤
i,L−11[⟨WL,r(k), hi,L−1⟩ ≥ 0]gL,k,i

∥∥∥
2

≤ O(
1√
m
)

n∑

i=1

|gL,k,i|

≤ O(

√
n√
m
) · ∥gL,k∥2

≤ O(

√
n√
m
) · 1

λL
· ∥fk − y∥2

≤ O(
n1/2

2kλLm1/2
) · ∥f0 − y∥2

≤ Õ(
n

2kλLm1/2
).

The first step follows from the update rule, the second step is by triangle inequality,

the third step uses the fact the ℓ1 norm of a vector is upper bounded by
√
n times

the ℓ2 norm, the fourth step is by Eq. (15.18), and the last step is by each entry of

f0 and y is of order Õ(1).

Consequently, we have

∥WL,r(t+ 1)−WL,r(0)∥2 ≤
t∑

k=0

∥WL,r(k + 1)−WL,r(k)∥2

≤
t∑

k=0

Õ(
n

2kλLm1/2
)

≤ Õ(
n

λLm1/2
).

By the choice of R (Definition 15.10), we know this is upper bounded by R/
√
m. This

concludes our proof.
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15.11 Bounds on the Intermediate Layer Output with Shifted
ReLU

In this section, we prove a technical lemma (Lemma 15.27) involving truncated

gaussian distribution, which correlates to the shifted ReLU activation we use.

Definition 15.14 (Truncated Gaussian distribution). Suppose X ∼ N(0, σ2). Let

b ∈ R. Then, we say a random variable Y follows from a truncated Gaussian distri-

bution Nb(0, σ
2) if Y = X|X ≥ b. The probability density function for Nb(0, σ

2) is as

follows:

f(y) =
1

σ(1− Φ(b/σ))
· 1√

2π
e−y

2/(2σ2) y ∈ [b,∞),

where Φ(·) is the standard Gaussian distribution’s CDF.

Fact 15.41 (Properties of truncated Gaussian distribution). For b ∈ R, suppose

X ∼ Nb(0, σ
2). Let β := b/σ. Then, we have

• E[X] = σϕ(β)
1−Φ(β)

, where ϕ(x) := 1√
2π
e−x

2/2.

• Var[X] = σ2(1 + βϕ(β)/(1− Φ(β))− (ϕ(β)/(1− Φ(β)))2).

• X/σ ∼ Nb/σ(0, 1).

• When σ = 1, X is C(b+ 1)-subgaussian, where C > 0 is an absolute constant.

Lemma 15.42 (Concentration inequality for b-truncated chi-square distribution).

For b ∈ R, n > 0, let X ∼ χ2
b,n; that is, X =

∑n
i=1 Y

2
i where Y1, . . . , Yn ∼ Nb(0, 1) are

independent b-truncated Gaussian random variables. Then, there exist two constants

C1, C2 such that for any t > 0,

Pr

[∣∣∣∣X − n(1 +
bϕ(b)

1− Φ(b)
)

∣∣∣∣ ≥ nt

]
≤ exp

(
−C1nt

2/b4
)
+ exp

(
−C2nt/b

2
)
.

In particular, we have

Pr [|X − n(1 + b(b+ 1))| ≥ t] ≤ exp
(
−C1t

2/(nb4)
)
+ exp

(
−C2t/b

2
)
.
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Proof. Since we know that Yi ∼ Nb(0, 1) is C(b + 1)-subgaussian, it implies that Y 2
i

is a sub-exponential random variable with parameters (4
√
2C2(b+ 1)2, 4C2(b+ 1)2).

Hence, by the standard concentration of sub-exponential random variables, we have

Pr

[∣∣∣∣∣
n∑

i=1

Y 2
i − nE[Y 2

i ]

∣∣∣∣∣ ≥ nt

]
≤




2 exp

(
− nt2

2·32C4(b+1)4

)
if nt ≤ 8C2(b+ 1)2

2 exp
(
− nt

2·4C2(b+1)2

)
otherwise

≤ 2 exp
(
−C1nt

2/b4
)
+ 2 exp

(
−C2nt/b

2
)
.

Fact 15.43. Let h ∈ Rp be fixed vectors and h ̸= 0, let b > 0 be a fixed scalar,

W ∈ Rm×p be random matrix with i.i.d. entries Wi,j ∼ N(0, 2
m
) and vector v ∈ Rm

defined as vi = ϕ((Wh)i) = 1[(Wh)i ≥ b](Wh)i. Then

• |vi| follows i.i.d. from the following distribution: with probability 1−e−b2m/(4∥h∥2),
|vi| = 0, and with probability e−b2m/(4∥h∥2), |vi| follows from truncated Gaussian

distribution Nb(0,
2
m
∥h∥22).

• m∥v∥22
2∥h∥22

is in distribution identical to χ2
b′,ω (b′-truncated chi-square distribution

of order ω) where ω follows from binomial distribution B(m, e−b
2m/(4∥h∥2)) and

b′ =

√
m/2

∥h∥2 b.

Proof. We assume each vector Wi is generated by first generating a gaussian vector

g ∼ N(0, 2
m
I) and then setting Wi = ±g where the sign is chosen with half-half

probability.

Now, |⟨Wi, h⟩| = |⟨g, h⟩| only depends on g, and is in distribution identical to

Nb(0,
2
m
∥h∥22).

Next, after the sign is determined, the indicator 1[(Wih)i ≥ b] is 1 with prob-

ability e−b2m/(4∥h∥2) and 0 with probability 1− e−b2m/(4∥h∥2).

Therefore, |vi| satisfies the aforementioned distribution.
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As for ∥v∥22, letting ω ∈ {0, 1, . . . ,m} be the variable indicates how many

indicators are 1, then ω ∼ B(m, e−b
2m/(4∥h∥2)) and m∥v∥22

2∥h∥22
∼ χ2

b′,ω, where b′ =
√
m/2

∥h∥2 b.

Fact 15.44 (Gaussian tail bound). For any b > 0, we have

e−b
2/2

C(b+ 1)
≤ 1− Φ(b) ≤ e−b

2/2,

where C is an absolute constant.

We prove a truncated Gaussian version of Lemma 7.1 of [AZLS19a].

Lemma 15.45. Let b > 0 be a fixed scalar. Let the activation function be defined as

ϕ(x) :=
√
cb1[x >

√
2/mb]x,

where

cb := (2(1− Φ(b) + bϕ(b)))−1.

Let ϵ ∈ (0, 1), then over the randomness of W (0), with probability at least

1−O(nL) · exp(−Ω(m exp(−b2/2)ϵ2/L2)),

we have

∥hi,ℓ∥2 ∈ [1− ϵ, 1 + ϵ], ∀i ∈ [n], ℓ ∈ [L].

Proof. We only prove for a fixed i ∈ [n] and ℓ ∈ {0, 1, 2, . . . , L} because we can apply

union bound at the end. Below, we drop the subscript i for notational convenience,

and write hi,ℓ and xi as hℓ and x respectively.

According to Fact 15.43, fixing any hℓ−1 ̸= 0 and letting Wℓ be the only source

of randomness, we have

m

2
∥hℓ∥22 ∼ χ2

b/∥h∥2,ω, with ω ∼ B(m, 1− Φ(b′)),
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where b′ := b/∥hℓ−1∥2.

We first consider the ℓ = 1 case. Then, we have ∥hℓ−1∥2 = 1, and b′ = b. Let

Pb := 1− Φ(b). By Chernoff bound, for any δ ∈ (0, 1), we have

Pr[ω ∈ (1± δ)mPb] ≥ 1− exp(−Ω(δ2Pbm)).

In the following proof, we condition on this event. By Fact 15.44,

ω ∈ (1± δ)Pbm ⇐⇒ ω ∈
[
(1− δ) e−b

2/2

C(b+ 1)
m, (1 + δ) exp(−b2/2)m

]
.

By Lemma 15.42, we have

Pr

[∣∣∣∣
m

2
∥h1∥22 − ω

(
1 +

bϕ(b)

Pb

)∣∣∣∣ > t

]
≤ exp

(
−Ω(t2/(ωb4))

)
+ exp

(
−Ω(t/b2)

)

Note that

ω

(
1 +

bϕ(b)

Pb

)
∈ (1± δ)mPb + (1± δ)mPb ·

bϕ(b)

Pb
= (1± δ)(Pb + bϕ(b)) ·m.

Let c−1b := 2(Pb + bϕ(b)) be the normalization constant. Then, we have

Pr[|cb∥h1∥22 − (1± δ)| > 2tcb/m] ≤ exp
(
−Ω(t2/(ωb4))

)
+ exp

(
−Ω(t/b2)

)
.

We want 2tcb/m = O(δ), i.e., t = O(δc−1b m). Then, we have ωt = mΩ(1) > b2. Hence,

by Lemma 15.42, we actually have

Pr[|cb∥h1∥22 − (1± δ)| > O(δ)] ≤ exp
(
−Ω(δm/(cbb2))

)
.

By taking δ = ϵ/L, we get that

∥h1∥22 ∈ [1− ϵ/L, 1 + ϵ/L]

holds with probability

≥ 1− exp(−Ω(ϵ2Pbm/L2))− exp
(
−Ω(ϵm/(cbb2L))

)
≥ 1− exp(−Ω(ϵ2Pbm/L2)),
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where the last step follows from 1
cbb2

= Pb+bϕ(b)
b2

= Θ(Pb).

We can inductively prove the ℓ > 1 case. Since the blowup of the norm of

h1 is 1 ± ϵ/L, the concentration bound is roughly the same for hℓ for ℓ ≥ 2. Thus,

by carefully choosing the parameters, we can achieve ∥hℓ∥22 ∈ [(1− ϵ/L)ℓ, (1 + ϵ/L)ℓ]

with high probability.

In this end, by a union bound over all the layers ℓ ∈ [L] and all the input data

i ∈ [n], we get that

∥hi,ℓ∥2 ∈ [1− ϵ, 1 + ϵ]

with probability at least

1−O(nL) exp(−Ω(ϵ2Pbm/L2)),

which completes the proof of the lemma.
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Chapter 16: Privacy Distributed Learning: A
Theoretical Analysis of InstaHide’s Security

16.1 Introduction

Collaboratively training neural networks based on sensitive data is appealing

in many AI applications, such as healthcare, fraud detection, and virtual assistants.

How to train neural networks without compromising data confidentiality and predic-

tion accuracy has become a common research goal in both academia and industry.

[HSLA20b] recently proposed an approach called InstaHide for image classification.

The key idea is to train the model on a dataset where (1) each image is a mix of kpriv
private images and kpub public images, and (2) each pixel is independently sign-flipped

after the mixing. Instahide shows promising prediction accuracy on MNIST, CIFAR-

10, CIFAR-100, and ImageNet datasets. TextHide [HSC+20] applies InstaHide’s idea

to text datasets and achieves promising results on natural language processing tasks.

To understand the security aspect of InstaHide in realistic deployment scenar-

ios, InstaHide authors present an InstaHide challenge1 that involves npriv = 100 private

images, ImageNet dataset as the public images, m = 5000 sample images (each image

is a combination of kpriv = 2 private images and kpub = 4 public images and the sign

of each pixel is randomly flipped). The challenge is to recover a private image given

the set of sample images.

[CLSZ21] is a theoretical work that formulates the InstaHide attack problem as

a recovery problem. It also provides an algorithm to recover a private image assuming

each private and public image is a random Gaussian image (i.e., each pixel is an i.i.d.

draw from N(0, 1)). The algorithm shows that O(nkpriv−2/(kpriv+1)
priv ) sample images are

sufficient to recover one private image. [CDG+20] provides the first heuristic-based

1https://github.com/Hazelsuko07/InstaHideChallenge.
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practical attack for the InstaHide challenge (kpriv = 2), and it can generate images

that are visually similar to the private images in the InstaHide challenge dataset.

With the same formulation in [CLSZ21], we achieve a better upper bound on

the number of samples needed to recover private images when kpriv = 2. Our new

algorithm can recover all the private images using only npriv log(npriv) samples.2 This

significantly improves the state-of-the-art theoretical results [CLSZ21] that requires

n
4/3
priv samples to recover a single private image. However, our running time is exponen-

tial in the number of private images (npriv) and polynomial in the number of public

images (npub), where the running time of the algorithm in [CLSZ21] is polynomial in

npriv and npub. In addition, we provide a four-step framework to compare our attacks

with the attacks presented in [CDG+20] and [CLSZ21]. We hope our framework can

inspire more efficient attacks on InstaHide-like approaches and can guide the design

of future-generation deep learning algorithms on sensitive data.

16.1.1 Our result

[CLSZ21] formulates the InstaHide attack problem as a recovery problem that

given sample access to oracle that can generate as much as InstaHide images you want,

there are two goals : 1) sample complexity, minimize the number InstaHide images

being used, 2) running time, use those InstaHide images to recover the original images

as fast as possible.

Let private and public data vectors are Gaussians. Let Spub denote the set

of public images with |Spub| = npub, let Spriv denote the set of private images with

|Spriv| = npriv. The model that produces InstaHide image can be desrcibed as follows:

• Pick kpub vectors from public data set and kpriv vectors from private data set.

• Normalize kpub vectors by 1/
√
kpub and normalize kpriv vectors by 1/

√
kpriv.

2For the worst case distribution, Ω(npriv) is a trivial sample complexity lower bound.

1067



• Add kpub+kpriv vectors together to obtain a new vector, then flip each coordinate

of that new vector independently with probability 1/2.

We state our result as follows:

Theorem 16.1 (Informal version of Theorem 16.3). Let kpriv = 2. If there are npriv

private vectors and npub public vectors, each of which is an i.i.d. draw from N(0, Idd),

then as long as d = Ω(poly(kpub) log(npub+npriv)), there is some m = O(npriv log npriv)

such that, given a sample of m random synthetic vectors independently generated as

above, one can exactly recover all the private vectors in time

O(dm2 + dn2
pub + n2ω+1

pub +mn2
pub) + d2O(m)

with high probability.

Notations. For any positive integer n, we use [n] to denote the set {1, 2, · · · , n}.
For a set S, we use supp(S) to denote the support of S. For a vector x, we use ∥x∥2
to denotes entry-wise ℓ2 norm. For two vectors a and b, we use a◦b to denote a vector

where i-th entry is aibi. For a vector a, we use |a| to denote a vector where the i-th

entry is |ai|.

16.1.2 Comparison to recent attacks

Refs Recover kpriv Samples Step 1 Step 2 Step 3 Step 4
[CLSZ21] one ≥ 2 m ≥ nkpriv−2/(kpriv+1) dm2 dn2

pub + n2ω+1
pub m2 2k

2
priv

Ours all = 2 m ≥ npriv log npriv dm2 dn2
pub + n2ω+1

pub mnpriv 2m · n2
privd

Table 16.1: A summary of running times in different steps between ours and [CLSZ21].
This table only compares the theoretical result. Let kpriv denote the number of private
images we select in InstaHide image. Let d denote the dimension of image. Let npub denote
the number of images in public dataset. Let npriv denote the number of images in private
dataset. We provide a computational lower bound for Step 4 in Appendix 16.6. There is
no algorithm that solves Step 4 in 2o(npriv) time under Exponential Time Hypothesis (ETH)
(Theorem 16.13).
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Our attack algorithm (Algorithm 111) contains four steps for kpriv = 2. We

can prove m = O(npriv log(npriv)) suffices. Our algorithm shares similarities as two

recent attack results : one is a practical attack [CDG+20], the other is a theoretical

attack [CLSZ21]. In the next a few paragraphs, we describe our attack algorithm in

four major steps. For each step, we also give a comparison with the corresponding

step in [CDG+20, CLSZ21].

• Step 1. Section 16.4.1. Get the Gram matrix M ∈ Rm×m for all images.

– For this step, [CDG+20]’s attack is using a pre-trained neural network on

public dataset to construct the Gram matrix.

– For this step, we use [CLSZ21]’s attack as a black-box. It takes O(m2d)

time.

• Step 2. Section 16.4.2. Get all public image coefficient via using a SDP solver

[JKL+20], and substract public part from Gram matrix.

– For this step, [CDG+20]’s attack is 1) they treat public images as noise,

2) they don’t need to take care of the public images’ labels, since current

InstaHide Challenge doesn’t provide label for public images.

– For this step, we use [CLSZ21]’s attack as a black box. The time of this step

has two parts : 1) formulate the matrix, it takes dn2
pub, 2) solving a SDP

with n2
pub×n2

pub size matrix variable and O(n2
pub) constraints, thus it takes

n2ω+1
pub time [JKL+20], where ω is the exponent of matrix multiplication.

• Step 3. Section 16.4.3. Recover W ∈ Rm×npriv from observation M (M =

WW⊤), this step takes O(m · n2
priv) time.

– For this step, [CDG+20]’s attack is using K-means to figure out cliques

(Figure 16.1) and then do min-cost max flow problem to figure out the

correspondence between InstaHide image and original image (Figure 16.2,

16.3).
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– For this step, [CLSZ21]’s attack is using a clever idea called “floral matrix”.

We use the fact that kpriv = 2 is a graph (while kpriv ≥ 3 is corresponding

to hypergraph), exploring the nice combinatorial property on a graph.

• Step 4. Section 16.4.4. Solve d independent ℓ2-regression problems. Given

W ∈ Rm×npriv and Y ∈ Rm×d. For each i ∈ [d], let Y∗,i ∈ Rm denote the i-th

column of Y, we need to solve the following ℓ2 regression

min
z∈Rnpriv

∥|Wz| − |Y∗,i|∥2.

The classical ℓ2 regression can be solved in an efficient way in both theory

and practice. However, here we don’t know the random signs, and there are

2m possibilities. We are unaware any provable algorithm without guessing all

the 2m possibilities. Thus the running time of our algorithm in this step is

dominated by 2m.

– For this step, [CDG+20]’s attack is a heuristic algorithm that uses gradient

descent.

– For this step, [CLSZ21]’s attack is doing the exact same thing as us. How-

ever, their goal is just recover one private image which means m = O(k2).

They only need to guess 2k
2 possibilities.

16.2 Summary of the Attack by Carlini et al.

This section summarizes the result of Carlini et al, which is an attack of

InstaHide when kpriv = 2. [CDG+20]. We first briefly describe the current version of

InstaHide Challenge. Suppose there are npriv private images, the InstaHide authors

[HSLA20b] first choose a parameter T , this can be viewed as the number of iterations

in the deep learning training process. For each t ∈ [T ], [HSLA20b] draws a random

permutation πt : [npriv] → [npriv]. Each InstaHide image is constructed from a private

image i, another private image πt(i) and also some public images. Therefore, there
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are T · npriv InstaHide images in total. Here is a trivial observation: each private

image shown up in exactly 2T InstaHide images (because kpriv = 2). The model in

[CLSZ21] is a different one: each InstaHide image is constructed from two random

private images and some random public images. Thus, the observation that each

private image appears exactly 2T does not hold. In the current version of InstaHide

Challenge, the InstaHide authors create the InstaHide labels (a vector that lies in RL

where the L is the number of classes in image classification task) in a way that the

label of an InstaHide image is a linear combination of labels (i.e., one-hot vectors)

of the private images and not the public images. This is also a major difference

compared with [CLSZ21]. [CDG+20] won’t be confused about, for the label of an

InstaHide image, which coordinates of the label vector are from the private images

and which are from the public images.

• Step 1. Recover a similarity3 matrix M ∈ {0, 1, 2}m×m.

– Train a deep neural network based on all the public images, and use that

neural network to construct the similarity matrix M.

• Step 2. Treat public image as noise.

• Step 3. Clustering. This step is divided into 3 substeps.

The first substep uses the similarity matrix M to construct Tnpriv clusters of

InstaHide images based on each InstaHide image such that the images inside one

cluster shares a common original image.

The second substep run K-means on these clusters, to group clusters into npriv

groups such that each group corresponds to one original image.

The third substep construct a min-cost flow graph to compute the two original

images that each InstaHide image is mixed from.

3In [CDG+20], they call it similarity matrix, in [CLSZ21] they call it Gram matrix. Here, we
follow [CDG+20] for convenient.
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– Grow clusters. Figure 16.1 illustrates an example of this step. For a

subset S of InstaHide images (S ⊂ [m]), we define insert(S) as

Insert(S) = S ∪ argmax
i∈[m]

∑

j∈S

Mi,j

For each i ∈ [m], we compute set Si ⊂ [m] where Si = insert(T/2)({i}).

– Select cluster representatives. Figure 16.1 illustrates an example of

this step. Define distance between clusters as

dist(i, j) =
|Si ∩ Sj|
|Si ∪ Sj|

.

Run k-means using metric dist : [m] × [m] → R and k = npriv. Result is

npriv groups C1, . . . , Cnpriv
⊆ [m]. Randomly select a representative ri ∈ Ci,

for each i ∈ [npriv].

– Computing assignments. Construct a min-cost flow graph as Fig-

ure 16.2, with weight matrix W̃ ∈ Rm×npriv defined as follows:

W̃i,j =
1

|Srj |
∑

k∈Srj

Mi,k.

for i ∈ [m], j ∈ [npriv]. After solving the min-cost flow (Figure 16.3),

construct the assignment matrix W ∈ Rm×npriv such that Wi,j = 1 if the

edge from i to j has flow, and 0 otherwise.

• Step 4. Recover original image. From Step 3, we have the unweighted assign-

ment matrix W ∈ {0, 1}m×npriv . Before we recover the original image, we need

to first recover the weight of mixing, which is represented by the weighted as-

signment matrix U ∈ Rm×npriv . To recover weight, we first recover the label for

each cluster group, and use the recovered label and the mixed label to recover

the weight.

– First, we recover the label for each cluster, for all i ∈ [npriv]. Let L denote

the number of classes in the classification task of InstaHide application. For
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j ∈ [m], let yj ∈ RL be the label of j.

label(i) =
⋂

j∈[m],Wj,i=1

supp(yj) ∈ [L].

Then, for i ∈ [m] and j ∈ [npriv] such that Wi,j = 1, define Ui,j = yi,label(j)

for |supp(yi)| = 2 and Ui,j = yi,label(j)/2 for |supp(yi)| = 1.

Here, W ∈ {0, 1}m×npriv is the unweighted assignment matrix and U ∈
Rm×npriv is the weighted assignment matrix. For Wi,j = 0, let Ui,j = 0.

– Second, for each pixel i ∈ [d], we run gradient descent to find the original

images. Let Y ∈ Rm×d be the matrix of all InstaHide images, Y∗,i denote

the i-th column of Y.4

min
z∈Rnpriv

∥|Uz| − |Y∗,i|∥2.

16.3 Preliminaries

We use the same setup as [CLSZ21].

Definition 16.1 (Image matrix notation, Definition 2.2 in [CLSZ21]). Let image

matrix X ∈ Rd×n be a matrix whose columns consist of vectors x1, . . . , xn ∈ Rd

corresponding to n images each with d pixels taking values in R. It will also be

convenient to refer to the rows of X as p1, . . . , pd ∈ Rn.

We define public set and private set as follows,

Definition 16.2 (Public/private notation, Definition 2.3 in [CLSZ21]). Let Spub ⊂ [n]

be some subset. We will refer to Spub and Spriv = [n]\Spub as the set of public and

private images respectively, and given a vector w ∈ Rn, we will refer to supp(w)∩Spub

and supp(w) ∩ Spriv as the public and private coordinates of w respectively.

4The description of the attack in [CDG+20] recovers original images by using gradient descent
for minz∈Rnpriv ∥U|z| − |Y∗,i|∥2, which we believe is a typo.
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We define synthetic images as follows,

Definition 16.3 (Synthetic images, Definition 2.4 in [CLSZ21]). Given sparsity levels

kpub ≤ |Spub|, kpriv ≤ |Spriv|, image matrix X ∈ Rd×n and a selection vector w ∈ Rn

for which [w]Spub
and [w]Spriv

are kpub- and kpriv-sparse respectively, the corresponding

synthetic image is the vector yX,w = |Xw| ∈ Rd where | · | denotes entrywise absolute

value. We say that X ∈ Rd×n and a sequence of selection vectors w1, . . . , wm ∈ Rn give

rise to a synthetic dataset Y ∈ Rm×d consisting of the images (yX,w1 , . . . , yX,wm)⊤.

We define Gaussian images,

Definition 16.4 (Gaussian images, Definition 2.5 in [CLSZ21]). We say that X is a

random Gaussian image matrix if its entries are sampled i.i.d. from N(0, 1).

We define the distribution over selection vectors,

Definition 16.5 (Distribution over selection vectors, Definition 2.6 in [CLSZ21]).

Let D be the distribution over selection vectors defined as follows. To sample once

from D, draw random subset T1 ⊂ Spub, T2 ⊆ Spriv of size kpub and kpriv and output

the unit vector whose i-th entry is 1/
√
kpub if i ∈ T1, 1/

√
kpriv if i ∈ T2, and zero

otherwise.5

We define pub and priv operators as follows,

Definition 16.6 (Public/private operators). We define function pub(·) and priv(·)
such that for vector w ∈ Rn, pub(w) ∈ Rnpub will be the vector where the coordinates

of w corresponding to private subset Spriv are deleted, and priv(w) ∈ Rnpriv will be the

vector where the coordinates of w corresponding to public subset Spub are deleted.

5Note that any such vector does not specify a convex combination, but this choice of normalization
is just to make some of the analysis later on somewhat cleaner, and our results would still hold if
we chose the vectors in the support of D to have entries summing to 1.
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For subset S̃ ⊂ S we will refer to vec(S̃) ∈ Rn as the vector that vec(S̃)i = 1

if i ∈ S̃ and vec(S̃)i = 0 otherwise. We define the public and private components of

W and Y for convenient.

Definition 16.7 (Public and private components of image matrix and selection vec-

tors). For a sequence of selection vectors w1, . . . , wm ∈ Rn we will refer to W =

(vec(supp(w1)), . . . , vec(supp(wm)))
⊤ ∈ {0, 1}m×n as the mixup matrix.

Specifically, we will refer to Wpub ∈ {0, 1}m×npub as the public component of

mixup matrix and Wpriv ∈ {0, 1}m×npriv as the private component of mixup matrix,

i.e.,

Wpub =



pub(W1,∗)

...
pub(Wm,∗)


 , Wpriv =



priv(W1,∗)

...
priv(Wm,∗)


 .

We will refer to Xpub ∈ Rd×npub as public component of image matrix where

columns of X ∈ Rd×n corresponding to private set Spriv are deleted, and Xpriv ∈ Rd×npriv

as private component of image matrix where columns of X ∈ Rd×n corresponding to

public set Spub are deleted.

Furthermore we define Ypub ∈ Rm×d as public contribution to InstaHide images

and Ypriv ∈ Rm×d as private contribution to InstaHide images:

Ypub =
1√
kpub

WpubX
⊤
pub, Ypriv =

1√
kpriv

WprivX
⊤
priv.

Instead of considering only one private image recovery as [CLSZ21, Problem

1], here we consider a harder question which requires to recover all the private images.

Problem 16.2 (Private image recovery). Let X ∈ Rd×n be a Gaussian image matrix.

Given access to the public images {xs}s∈Spub
and the synthetic dataset (yX,w1 , . . . , yX,wm),

where w1, . . . , wm ∼ D are unknown selection vectors, output a set of vectors {x̃s}s∈Spriv

for which there exists a one-to-one mapping ϕ from {x̃s}s∈Spriv
to {xs}s∈Spriv

satisfying

|ϕ(x̃s)j| = |(xs)j|, ∀j ∈ [d].
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Algorithm 111 Recovering All Private Images when kpriv = 2

1: procedure RecoverAll(Y) ▷ Theorem 16.3, Theorem 16.1
2: ▷ InstaHide dataset Y = (yX,w1 , . . . , yX,wm)⊤ ∈ Rm×d
3: ▷ Step 1. Retrieve Gram matrix
4: M← 1

kpriv+kpub
·GramExtract(Y, 1

2(kpub+kpriv)
) ▷ Algorithm 1 in [CLSZ21]

5: ▷ Step 2. Subtract Public images from Gram matrix
6: for i ∈ [m] do
7: Si ← LearnPublic({(pj)Spub

, yX,wi
j )}j∈[d]) ▷ Algorithm 2 in [CLSZ21]

8: end for
9: Wpub ← (pub(vec(S1)), . . . , pub(vec(Sm)))

⊤ ▷ Wpub ∈ {0, 1}m×npub

10: Mpriv ← kpriv · (M− 1
kpub

WpubW
⊤
pub)

11: ▷ Step 3. Assign original images
12: Wpriv ← AssigningOriginalImages(Mpriv, npriv) ▷ Algorithm 112
13: ▷ Step 4. Solving system of equations.
14: Ypub = 1√

kpub
WpubX

⊤
pub ▷ Xpub ∈ Rd×npub , Ypub ∈ Rm×d, Wpub ∈ {0, 1}m×npub

15: X̃ ← SolvingSystemofEquations(Wpriv,
√
kprivYpub,

√
kprivY) ▷ Algorithm 113

16: return X̃
17: end procedure

16.4 Recovering All Private Images when kpriv = 2

In this section, we prove our main algorithmic result:

Theorem 16.3 (Main result). Let Spub ⊂ [n], and let npub = |Spub| and npriv = |Spriv|.
Let kpriv = 2. Let k = kpriv + kpub. If d ≥ Ω

(
poly(kpub, kpriv) log(npub + npriv)

)
and

m ≥ Ω
(
kpoly(kpriv)npriv log npriv

)
, then with high probability over X and the sequence of

randomly chosen selection vectors w1, . . . , wm ∼ D, there is an algorithm which takes

as input the synthetic dataset Y⊤ = (yX,w1 , . . . , yX,wm) ∈ Rd×m and the columns of X

indexed by Spub, and outputs npriv images {x̃s}s∈Spriv
for which there exists one-to-one

mapping ϕ from {x̃s}s∈Spriv
to {xs}s∈Spriv

satisfying |ϕ(x̃s)j| = |(xs)j| for all j ∈ [d].

Furthermore, the algorithm runs in time

O(m2d) +O(dn2
pub) +O(n2ω+1

pub ) +O(mn2
priv) + 2m ·mn2

privd.

16.4.1 Retrieving Gram matrix

In this section, we present the algorithm for retrieving the Gram matrix.
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Theorem 16.4 (Retrieve Gram matrix, [CLSZ21]). Let n = npub + npriv. Suppose

d = Ω(log(m/δ)/η4). For random Gaussian image matrix X ∈ Rd×n and arbitrary

w1, . . . , wm ∈ Sd−1≥0 , let Σ∗ be the output of GramExtract when we set η = 1/2k.

Then with probability 1− δ over the randomness of X, we have that Σ∗ = k ·WW⊤ ∈
Rm×m. Furthermore, GramExtract runs in time O(m2d).

We briefly describe how they achieved this. Without loss of generality, we may

assume Spriv = [n], since once we determine the support of public images Spub, we can

easily subtract the contribution of them. Consider a matrix Y ∈ Rm×d whose rows

are yX,w1 , . . . , yX,wm . Then, it can be written as

Y =



⟨p1, w1⟩ · · · ⟨pd, w1⟩

... . . . ...
⟨p1, wm⟩ · · · ⟨pd, wm⟩.




Since X is a Gaussian matrix, we can see that each column of Y is the absolute

value of an independent draw of N(0,WW⊤). They defined this distribution as

Nfold(0,WW⊤), and they can prove that the covariance matrix of Nfold(0,WW⊤)

can be directly related WW⊤. Then, the task becomes estimating the covariance

matrix of Nfold(0,WW⊤) from d independent samples (columns of Y), which can be

done by computing the empirical estimates.

16.4.2 Remove public images

In this section, we present the algorithm of subtracting public images from

Gram matrix. Formally, given any synthetic image yX,w we recover the entire support

of [w]Spub
(essentially supp([w]Spub

)).

Theorem 16.5 (Subtract public images from Gram matrix, [CLSZ21]). Let n =

npriv + npub. For any δ ≥ 0, if d = Ω(poly(kpub)/ log(n/δ)), then with probability

at least 1 − δ over the randomness of X, we have that the coordinates output by

LearnPublic are exactly equal to supp([w]Spub
). Furthermore, LearnPublic runs
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in time O(dn2
pub + n2ω+1

pub ), where ω ≈ 2.373 is the exponent of matrix multiplication

[Wil12].

Note that this problem is closely related to the Gaussian phase retrieval prob-

lem. However, we can only access the public subset of coordinates for any image

vector pi. We denote these partial vectors as {[pi]Spub
}i∈[d]. The first step they did is

to construct a matrix M̃ ∈ Rnpub×npub :

M̃ =
1

d

d∑

i=1

((yX,wi )2 − 1) · ([pi]Spub
[pi]
⊤
Spub
− I).

They can prove that when pi’s are i.i.d standard Gaussian vectors, the expectation of

M̃ is M = 1
2
[w]Spub

[w]⊤Spub
. However, when d≪ n, M̃ is not a sufficiently good spectral

approximation of M, which means we cannot directly use the top eigenvector of M̃.

Instead, they showed that with high probability, [w]Spub
can be approximated by the

top eigenvector of the solution of the following semi-definite programming (SDP):

max
Z⪰0

⟨M̃, Z⟩ s.t. tr[Z] = 1,

npub∑

i,j=1

|Zi,j| ≤ kpub.

Hence, the time complexity of this step is O(dn2
pub+n

2ω+1
pub ), where the first term is the

time cost for constructing M̃ and the second term is the time cost for SDP [JKL+20].

16.4.3 Assigning encoded images to original images

We are now at the position of recovering Wpriv ∈ Rm×npriv from private Gram

matrix Mpriv ∈ Rm×m. Recall that Mpriv = WprivW
⊤
priv ∈ Rm×m where Wpriv ∈

{0, 1}m×npriv is the mixup matrix with column sparsity kpriv. By recovering mixup

matrix W from private Gram matrix M the attacker maps each synthetic image

yX,wi , i ∈ [m] to two original images xi1 , . . . , xikpriv (to be recovered in the next step)

in the private data set, where kpriv = 2.

On the other hand, in order to recover original image xi from private data

set, the attacker needs to know precisely the set of synthetic images yX,wi , i ∈ [m]
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Algorithm 112 Assigning Original Images
1: procedure AssigningOriginalImages(Mpriv, npriv)
2: ▷ Mpriv ∈ Rm×m is Private Gram matrix, npriv is the number of private images
3: MG ←Mpriv − I
4: if npriv < 5 then
5: for H ∈ {0, 1}npriv×npriv do
6: MH ← adjacency matrix of the line graph of H
7: if MH = MG then
8: W̃← W̃ ∪ {WH} ▷ WH is the incidence matrix of H
9: end if

10: end for
11: return W̃
12: end if
13: Reconstruct G from MG ▷ By Theorem 16.9
14: return W ▷ The incidence matrix of G
15: end procedure

generated by xi. Therefore this step is crucial to recover the original private images

from InstaHide images.

Definition 16.8 (Distinguishable). For matrix M ∈ Rm×m, we say M is distinguish-

able if there exists unique solution W = (w1, . . . , wm)
⊤ (up to permutation of rows)

to the equation WW⊤ = M such that wi ∈ supp(Dpriv) for all i ∈ [m].

Theorem 16.6 (Assign InstaHide images to the original images). When m = Ω(npriv log npriv),

let Wpriv = (w1, . . . , wm)
⊤ where wi, i ∈ [m] are sampled from distribution Dpriv and

Mpriv = WprivW
⊤
priv ∈ Rm×m. Then with high probability Mpriv is distinguishable

and algorithm AssigningOriginalImages inputs private Gram matrix Mpriv ∈
{0, 1, 2}m×m correctly outputs Wpriv ∈ {0, 1}m×npriv with row sparsity kpriv = 2 such

that WprivW
⊤
priv = Mpriv. Furthermore AssigningOriginalImages runs in time

O(mnpriv).

16.4.4 Solving a large system of equations

In this section, we solve the step 4, recovering all of the private images by

solving an ℓ2-regression problem. Formally, given mixup coefficients Wpriv (for private

1079



images) and contributions to InstaHide images from public images Ypub we recover all

private images Xpriv (up to absolute value).

Theorem 16.7 (Solve ℓ2-regression with hidden signs). Given Wpriv ∈ Rm×npriv and

Ypub,Y ∈ Rm×d. For each i ∈ [d], let Y∗,i ∈ Rm denote the i-th column of Y and

similarily for Ypub∗,i, the following ℓ2 regression

min
zi∈Rnpriv

∥|Wprivzi +Ypub∗,i| −Y∗,i∥2.

for all i ∈ [d] can be solve by SolvingSystemOfEquations in time O(2m·mn2
priv·d).

Furthermore, with probability 1 SolvingSystemOfEquations outputs X̃ whose

columns constitute a set of vectors {x̃s}s∈Spriv
for which there exists a one-to-one map-

ping ϕ from {x̃s}s∈Spriv
to {xs}s∈Spriv

satisfying |ϕ(x̃s)j| = |(xs)j| for all j ∈ [d].

Proof. Suppose Wpriv =
[
w1 w2 · · · wm

]⊤. Then, the ℓ2-regression we considered

actually minimizes

m∑

j=1

(|w⊤j zi +Ypubj,i| −Yj,i)
2 =

m∑

j=1

(w⊤j zi +Ypubj,i − σj ·Yj,i)
2,

where σj ∈ {−1, 1} is the sign of wjz∗i for the minimizer z∗i .

Therefore, in Algorithm 113, we enumerate all possible σ ∈ {±1}m. Once σ is

fixed, the optimization problem becomes the usual ℓ2-regression, which can be solved

in O(nωpriv+mn2
priv) time. Since we assume m = Ω(npriv log(npriv)) in the previous step,

the total time complexity is O(2m ·mn2
priv).

We can repeat this process for all i ∈ [d] and solve all zi’s.

16.5 Missing proofs for Theorem 16.6

For simplicity, let W denote Wpriv and M denote Mpriv in this section.
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Algorithm 113 Solving a large system of equations
1: procedure SolvingSystemOfEquations(Wpriv,Ypub,Y)
2: ▷ Wpriv ∈ Rm×npriv ,Ypub ∈ Rm×d,Y ∈ Rm×d
3: for i = 1→ d do
4: x̃i ← ∅
5: for σ ∈ {−1,+1}m do
6: z ← minz∈Rnpriv ∥Wprivz +Ypub∗,i − σ ◦Y∗,i∥2
7: if sign(Wprivz +Ypub∗,i) = σ then
8: x̃i ← x̃i ∪ z
9: end if

10: end for
11: end for
12: X̃ ← {x̃1, · · · , x̃d}
13: return X̃
14: end procedure

16.5.1 A graph problem (kpriv = 2)

In this section, we interpret the kpriv = 2 case as a graph problem. We consider

graph G = (V,E), |V | = npriv and |E| = m where each vi ∈ V corresponds to an

original image in private data set and each e = (vi, vj) ∈ E correspond to an encrypted

image generated from two original images corresponding to vi and vj. We define the

Gram matrix of graph G = (V,E), denoted by MG ∈ {0, 1, 2}m×m where m = |E|, to

be MG = WW⊤ − I where W ∈ {0, 1}m×npriv is the incidence matrix of G. That is,

(MG)i,j = |ei∩ej| for edges ei, ej ∈ E.6 We can see that MG is actually the line graph

L(G) of the graph G. We similarly call a graph G distinguishable if there exists no

other graph G′ such that G and G′ have the same Gram matrix (up to permutations

of edges), namely MG = MG′ (for some ordering of edges). To put it into another

word, if we know MG, we can recover G uniquely. Therefore, recovering W from M

can be viewed as recovering graph G from its Gram matrix MG ∈ Rm×m, and a graph

is distinguishable if and only if its Gram matrix MG is distinguishable.

This problem was studied since 1970s and fully resolved by Whitney [Whi92].

6With high probability, W will not have multi-edge. So, most entries of M will be in {0, 1}.
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Theorem 16.8 ([Whi92]). Suppose G and H are connected simple graphs and L(G) ∼=
L(H). If G and H are not K3 and K1,3, then G ∼= H. Furthermore, if |V (G)| ≥ 5,

then an isomorphism of L(G) uniquely determines an isomorphism of G.

In other words, this theorem claims that given M = WW⊤, if the underlying

W is not the incident matrix of K3 or K1,3, W can be uniquely identified up to

permutation. Theorem 16.8 can also be generalized to the case when G has multi-

edges [Zve97].

On the other hand, a series of work [Rou73, Leh74, Sys82, DS95, LTVM15]

showed how to efficiently reconstruct the original graph from its line graph:

Theorem 16.9 ([LTVM15]). Given a graph L with m vertices and t edges, there

exists an algorithm that runs in time O(m + t) to decide whether L is a line graph

and output the original graph G. Furthermore, if L is promised to be the line graph

of G, then there exists an algorithm that outputs G in time O(m).

With Theorem 16.8 and Theorem 16.9, Theorem 16.6 follows immediately:

Proof of Theorem 16.6. First, since m = Ω(npriv log(npriv)), a well-known fact in ran-

dom graph theory by Erdős and Rényi [ER60] showed that the graph G with incidence

matrix W will almost surely be connected. Then, we compute MG = M− I, the ad-

jacency matrix of the line graph L(G). Theorem 16.8 implies that G can be uniquely

recovered from MG as long as npriv is large enough. Finally, We can reconstruct G

from MG by Theorem 16.9.

For the time complexity of Algorithm 112, the reconstruction step can be done

in O(m) time. Since we need to output the matrix W, we will take O(mnpriv)-time

to construct the adjacency matrix of G. Here, we do not count the time for reading

the whole matrix M into memory.
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16.5.2 General case (kpriv > 2)

The characterization of M and W as the line graph and incidence graph can

be generalized to kpriv > 2 case, which corresponds to hypergraphs.

Suppose M = WW⊤ with kpriv = k > 2. Then, W can be recognized as

the incidence matrix of a k-uniform hypergraph G, i.e., each hyperedge contains k

vertices. MG = M−I corresponds to adjacency matrix of the line graph of hypergraph

G: (MG)i,j = |ei ∩ ej| for ei, ej being two hyperedges. Now, we can see that each

entry of MG is in {0, . . . , k}.

Unfortunately, the identification problem becomes very complicated for hy-

pergraphs. Lovász [Lov77] stated the problem of characterizing the line graphs of 3-

uniform hypergraphs and noted that Whitney’s isomorphism theorem (Theorem 16.8)

cannot be generalized to hypergraphs. Hence, we may not be able to uniquely deter-

mine the underlying hypergraph and we should just consider a more basic problem:

Problem 16.10 (Line graph recognition for hypergraph). Given a simple graph L =

(V,E) and k ∈ N, decide if L is the line graph of a k-uniform hypergraph G.

Even for the recognition problem, it was proved to be NP-complete for fixed

k ≥ 3 [LT93, PRT81]. However, Problem 16.10 becomes tractable if we add more con-

straints to the underlying hypergraph G. First, suppose G is a linear hypergraph, i.e.,

the intersection of two hyperedges is at most one. If we further assume the minimum

degree of G is at least 10, i.e., each vertex are in at least 10 hyperedges, there exists

a polynomial-time algorithm for the decision problem. Similar result also holds for

k > 3 [JKL97]. Let the edge-degree of a hyperedge be the number of triangles in the

hypergraph containing that hyperedge. [JKL97] showed that assuming the minimum

edge-degree of G is at least 2k2− 3k+1, there exists a polynomial-time algorithm to

decide whether L is the line graph of a linear k-uniform hypergraph. Furthermore, in

the yes case, the algorithm can also reconstruct the underlying hypergraph. We also
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note that without any constraint on minimum degree or edge-degree, the complexity

of recognizing line graphs of k-uniform linear hypergraphs is still unknown.

16.6 Computational Lower Bound

The goal of this section is to prove that the ℓ2-regression with hidden signs is

actually a very hard problem, even for approximation (Theorem 16.13), which implies

that Algorithm 113 cannot be significantly improved. For simplicity we consider

Spub = ∅.

We will reduce the MAX-CUT problem to the ℓ2-regression. A MAX-CUT

instance is a graph G = (V,E) with n vertices and m edges. The goal is to find

a subset of vertices S ⊆ V such that the number of edges between S and V \S is

maximized, i.e., maxS⊆V |E(S, V \S)|. We can further assume G is 3-regular, that is,

each vertex has degree 3.

We first state an NP-hardness of approximation result for 3-regular MAX-CUT.

Theorem 16.11 (Imapproximability of 3-regular MAX-CUT, [BK99]). For every ϵ >

0, it is NP-hard to approximate 3-regular MAX-CUT within a factor of r + ϵ, where

r ≈ 0.997.

If we assume the Exponential Time Hypothesis (ETH), which a plausible as-

sumption in theoretical computer science, we can get stronger lower bound for MAX-

CUT.

Definition 16.9 (Exponential Time Hypothesis (ETH), [IP01]). There exists a con-

stant ϵ > 0 such that the time complexity of n-variable 3SAT is at least 2ϵn.

Theorem 16.12 ([FLP16]). Assuming ETH, there exists a constant 0 < r′ < 1 such

that no 2o(n)-time algorithm can r′-approximate the MaxCut of an n-vertex, 5-regular

graph.
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With Theorem 16.11 and Theorem 16.12, we can prove the following inapprox-

imability result for the ℓ2-regression problem with hidden signs.

Theorem 16.13 (Lower bound of ℓ2-regression with hidden signs). There exists a

constant ϵ > 0 such that it is NP-hard to (1 + ϵ)-approximate

min
z∈Rn
∥|Wz| − y∥2, (16.1)

where W ∈ {0, 1}m×n is row 2-sparse and y ∈ {0, 1}m.

Furthermore, assuming ETH, there exists a constant ϵ′ such that no 2o(n)-time

algorithm can ϵ′-approximate Eq. (16.1).

Proof. Given a 3-regular MAX-CUT instance G, we construct an ℓ2-regression instance

(W, y) with W ∈ {0, 1}m′×n and y ∈ {0, 1}m′ where m′ = m+ cn = (1 + 3c/2)m and

c = 106 as follows.

• For each i ∈ [m], let the i-th edge of G be ei = {u, v}. We set Wi,∗ to be all zeros

except the u-th and v-th coordinates being one. That is, we add a constraint

|zu + zv|. And we set yi = 0.

• For each j ∈ [n], we set Wm+c(j−1)+1,∗, . . . ,Wm+cj,∗ to be all zero vectors except

the j-th entry being one. That is, we add c constraints of the form |zj|. And

ym+c(j−1)+1 = · · · = ym+cj = 1.

Completeness. Let opt be the optimal value of max-cut of G and let Sopt be the

optimal subset. Then, for each u ∈ Sopt, we set zu = 1; and for u /∈ Sopt, we set

zu = −1. For the first type constraints |zu + zv|, if u and v are cut by Sopt, then

|zu+ zv| = 0; otherwise |zu+ zv| = 2. For the second type constraints |zj|, all of them

are satisfied by our assignment. Thus, ∥Wz − y∥22 = 4(m− opt).
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Soundness. Let η be a constant such that r < η < 1, where r is the approximation

lower bound in Theorem 16.11. Let δ = 1−η
10c

. We will show that, if there exits a z

such that ∥Wz − y∥22 ≤ δm′, then we can recover a subset S with cut-size ηm.

It is easy to see that the optimal solution lies in [−1, 1]n. Since for z /∈ [−1, 1]n,
we can always transform it to a new vector z′ ∈ [−1, 1]n such that ∥Wz′ − y∥2 ≤
∥Wz − y∥2.

Suppose z ∈ {−1, 1}n is a Boolean vector. Then, we can pick S = {i ∈ [n] :

zi = 1}. We have the cut-size of S is

|E(S, V \S)| ≥ m− δm′/4

= m− δ(1 + 3c/2)m/4

= (1− δ/4− 3cδ/8)m

≥ ηm,

where the last step follows from δ ≤ 8(1−η)
2+6c

.

For general z ∈ [−1, 1]n, we first round z by its sign: let zi = sign(zi) for

i ∈ [n]. We will show that

∥Wz − y∥22 − ∥Wz − y∥22 ≤
48

c
m

which implies

∥Wz − y∥22 = ∥Wz − y∥22 + (∥Wz − y∥22 − ∥Wz − y∥22)

≤ δm′ +
48

c
m.

Then, we have the cut-size of S is

|E(S, V \S)| ≥ m− (δm′ − 48m/c)/4

= (1− δ/4− 3cδ/8− 12/c)m

≥ ηm,
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where the last step follows from δ ≤ 8(1−η−12/c)
2+6c

.

Let ∆i := |zi − zi| = 1− |zi| ∈ [0, 1]. We have

∥Wz − y∥22 − ∥Wz − y∥22 =
m∑

i=1

(zui + zvi)
2 − (zui + zvi)

2 + c ·
n∑

j=1

(|zj| − 1)2 − (|zj| − 1)2

=
m∑

i=1

(zui + zvi)
2 − (zui + zvi)

2 − c ·
n∑

j=1

(|zj| − 1)2

=
m∑

i=1

(zui + zvi)
2 − (zui + zvi)

2 − c ·
n∑

j=1

∆2
j

≤
m∑

i=1

4|∆ui +∆uj | − c ·
n∑

j=1

∆2
j

=
n∑

i=1

12∆i − c∆2
i

≤ 72

c
n

=
48

c
m,

where the first step follows by the construction of W and y. The second step follows

from |zj| = 1 for all j ∈ [n]. The third step follows from the definition of ∆j. The

forth step follows from |zui + zuj | ∈ [0, 2]. The fifth step follows from the degree of

the graph is 3. The fifth step follows from the minimum of the quadratic function

12x− cx2 in [0, 1] is 72
c
. The last step follows from m = 3n/2.

Therefore, by the completeness and soundness of reduction, if we take ϵ ∈
(0, δ), Theorem 16.11 implies that it is NP-hard to (1 + ϵ)-approximate the ℓ2-

regression, which completes the proof of the first part of the theorem.

For the furthermore part, we can use the same reduction for a 5-regular graph.

By choosing proper parameters (c and δ), we can use Theorem 16.12 to rule out 2o(n)-

time algorithm for O(1)-factor approximation. We omit the details since they are

almost the same as the first part.
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Figure 16.1: An example about the cluster step in [CDG+20] for T = 2 and npriv = 4.
First, starting from each InstaHide image (top), the algorithm grows cluster Si with
size 3 (middle). Then, we use K-means for K = 4 to compute 4 groups C1, . . . , C4

(bottom), these groups each correspond to one original image.
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Figure 16.2: The construction of the graph for min-cost max flow. c denotes the flow
capacity of the edge, and w denote the weight of the edge. The graph contains T · npriv
nodes for each InstaHide images, npriv nodes for each original images, a source and a terminal.
There are three types of edges: i) (left) from the source to each InstaHide image node, with
flow capacity 2 and weight 0; ii) (middle) from each InstaHide image node i to each original
image node j, with flow capacity 1 and weight W̃i,j ; iii) (right) from each original image
node to the terminal, with flow capacity 2T and weight 0.
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Figure 16.3: The result of solving the min-cost flow in Figure 16.2. Each InstaHide
image is assigned to two clusters, which ideally correspond to two original images. In
reality, a cluster may not contain all InstaHide images that share the same original
image.
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Chapter 17: Symmetric Boolean Factor Analysis
with Application to Private Learning

17.1 Introduction

Nonnegative Matrix Factorization (NMF) [AGKM12, Moi13, RSW16, SWZ17,

SWZ19] is a fundamental problem with a wide range of applications including image

segmentation [LS99, SL11], document clustering [XLG03], financial analysis [dFDRC08],

music transcription [SB03], and communication complexity [AUY83, Nis91]. Roughly,

given an n1 × n2 matrix M and a rank parameter r > 0, the goal is to find n1 × r
matrix W1 and an n2 × r matrix W2 for which W1W

⊤
2 best approximates M.

As we discuss in Section 17.1.2, a number of different variants of NMF have

been studied in this literature, e.g. 1) constraining the factorization to be symmetric

in the sense that W1 = W2 [DHS05, ZS05, YHD+12, YGL+13, CRDH08, KG12,

HXZ+11, WLW+11, KDP12, ZWA13], 2) constraining the factors to be binary-valued

[BBB+19, FGL+19, CIK17, KPRW19, ZLDZ07, RPG16], and 3) constraining them

to be sparse [Hoy04, Gil12, KP08, SO06, GC05, ZFRK10]. It turns out that in many

situations, it is fruitful to combine all of these desiderata. In this chapter, we study

the following hybrid of these many variants of NMF.

Suppose we are given a symmetric nonnegative matrix M ∈ Rm×m
≥0 , as well as

parameters k, r ∈ N. Consider the following optimization problem

min
W∈Sm,r,k

∥M−WW⊤∥0 for Sm,r,k = {W ∈ {0, 1}m×r : ∥Wj,∗∥0 = k ∀ j ∈ [m]},
(17.1)

where ∥ · ∥0 denotes the number of nonzero entries, where matrix multiplication is

either over the reals or over the Boolean semiring1. We will refer to this problem as

SSBMF (sparse symmetric Boolean matrix factorization) in the sequel.

1In the Boolean semiring, addition is given by logical OR, and multiplication is given by logical
AND
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The particular set Sm,r,k we optimize over turns out to have a number of natural

motivations in graph clustering, combinatorics of hypergraphs, and more recently, ML

security.

Clique Decomposition For instance, consider the problem of identifying

community structure in a social network. In the real world, there will be overlaps

between communities, and a natural goal might be to identify a collection of them

that covers the graph but such that every node only occurs in a limited number of

communities. In (17.1), we can think of M as the adjacency matrix of some graph

G. Now note that over the Boolean semiring, if we had M = WW⊤, then W would

encode a clique cover of G where every vertex belongs to a small number of cliques.

Indeed, we can think of the parameter r as the total number of cliques in the cover

and k as the number of cliques to which any one of the m vertices belongs, in which

case the nonzero entries in the j-th column of W indicate which vertices belong to

the j-th clique.

Line Graphs of Hypergraphs In combinatorics, there is a large body of work

on the problem of recovering hypergraphs from their line graphs [Rou73, Leh74,

Lov77, Sys82, Whi92, DS95, JKL97, MT97, SST05, LTVM15], which turns out to

be equivalent to the version of (17.1) when the input matrix M admits an exact

factorization. We can regard any W ∈ Sm,r,k as the incidence matrix of a k-uniform

hypergraphH withm hyperedges and r vertices, so if we work over the Boolean semir-

ing, M ≜ WW⊤ is exactly the adjacency matrix for the line graph of H, namely the

graph whose vertices correspond to hyperedges of H and whose edges correspond to

pairs of hyperedges which overlap on at least one vertex of H.

When k = 2, Whitney’s isomorphism theorem [Whi92] characterizes which

graphs are uniquely identified by their line graphs; in our notation, this theorem

characterizes when one can uniquely identify W (up to permutation) from M =

WW⊤. In this case, [Rou73, Leh74, Sys82, DS95, LTVM15] have given efficient
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algorithms for recovering W from M. Unfortunately, for k > 2, no analogue of

Whitney’s theorem exists [Lov77]. In fact, even determining whether a given graph is

the line graph of some k-uniform hypergraph is NP-complete [PRT81]. Rephrased in

the language of (17.1), this implies the following worst-case hardness result for sparse

symmetric Boolean NMF:

Theorem 17.1 ([PRT81]). If P ̸= NP, no polynomial-time algorithm can take an

arbitrary matrix M and decide whether (17.1) has zero objective value.

A number of results for reconstructing a hypergraph H from its line graph

are known under additional assumptions on H [JKL97, MT97, SST05]. In a similar

spirit, in this chapter we ask whether there are natural average-case settings where

one could hope to do this.. One such setting is suggested by the following recent

application of SSBMF to ML security.

Attacks on InstaHide Interestingly, SSBMF has arisen implicitly in a number of

works [CLSZ21, CDG+20, HST+20] attacking InstaHide, a recently proposed scheme

for privately training neural networks on image data [HSLA20b]. At a high level,

the premise for InstaHide was to train on a synthetic dataset essentially consisting of

random linear combinations of k images from the private dataset [ZCDLP18], rather

than on the private dataset itself.

As we discuss in Section 17.5, attacking this scheme amounts to a certain

natural variant of the classic k-sum problem, and the aforementioned attacks reduce

from solving this problem to solving an instance of SSBMF. Roughly speaking, they

show how to form the Gram matrix M whose rows and columns are indexed by images

in the synthetic dataset such that the (i, j)-th entry of M is 1 if the sets of private

images that give rise to synthetic images i and j overlap, and 0 otherwise. Similar

to the clique cover example above, we can then think of the optimal W in (17.1) as

encoding which private images were used to generate the synthetic images.
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We emphasize that the attacks on InstaHide [CLSZ21, CDG+20, HST+20]

were able to devise efficient algorithms for SSBMF precisely because the instances that

arose there were average-case: concretely, the rows of the optimal W were random

k-sparse binary vectors.

That said, the key drawback of these algorithms is that they either lack prov-

able guarantees [CDG+20], require extremely large m [CLSZ21], or only apply to

k = 2 [HST+20].

17.1.1 Our results

Motivated by the average-case version of SSBMF that arises in the above se-

curity application, as well as the shortcomings in the aforementioned works in this

setting, in this chapter we focus on the following distributional assumption:

Assumption 17.2. Every row of W ∈ {0, 1}m×r is an independent, uniformly ran-

dom k-sparse bitstring, and the algorithm takes as input the matrix M = WW⊤

over the Boolean semiring.

Remark 17.1. Note that an algorithm that works under Assumption 17.2 can easily

be modified to handle the setting where M = WW⊤ over the integers/reals instead

of the Boolean semiring. The reason is that the matrix M′ whose (i, j)-th entry is

1Mij > 0 satisfies M′ = WW⊤ over the Boolean semiring. So in the “realizable”

setting of Assumption 17.2, working over the Boolean semiring is more general than

working over the integers/reals.

Our main result is to give a polynomial-time algorithm for (17.1) in this setting:

Theorem 17.3 (Average-case guarantee, informal version of Theorem 17.25). Fix any

integer 2 ≤ k ≤ r, failure probability δ ∈ (0, 1), and suppose m ≥ Ω̃(rk log(1/δ)). Sup-

pose W,M satisfy Assumption 17.2, where matrix multiplication is over the Boolean

semiring. There is an algorithm which takes as input M, runs in O(mω+1) time2 and,

2ω ≈ 2.373 is the exponent of matrix multiplication.
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with probability 1 − δ over the randomness of W, outputs a matrix Ŵ ∈ {0, 1}m×r

whose columns are a permutation of those of W.

We stress that the minimum m for which Theorem 17.3 holds is a fixed poly-

nomial in r, k; in contrast, the only known provable result to work in this setting

for general k [CLSZ21] used a rather involved combinatorial argument to “partially”

factorize M when m = Ω(nk−2/k).

Furthermore, we emphasize that our dependence on r is nearly optimal :

Remark 17.2. The connection to line graphs makes clear why m must be at least

Ω(r log r) for unique recovery of W (up to permutation) from M = WW⊤ to be

possible, even for k = 2. In this case, M is simply the adjacency matrix for the line

graph of a random (multi)graph G given by sampling m edges with replacement. It

is well known that such a graph is w.h.p. not connected if m = o(r log r) [ER60], so

by Whitney’s theorem there will be multiple non-isomorphic graphs for which M is

the adjacency matrix of their line graph.

We remark that in the language of line graphs, Theorem 17.3 says that whereas

it is NP-complete to even recognize whether a given graph is a line graph of some

hypergraph in the worst case, reconstructing a random hypergraph from its line graph

is tractable.

To prove Theorem 17.3, we design an algorithm that first bootstraps the “pair-

wise” information present in M into third-order information in the form of the tensor

T =
∑r

i=1W
⊗3
i , where Wi is the i-th column of W (see Section 17.2.1 of the tech-

nical overview for a summary of how T is constructed from M). Once T has been

constructed, we would like to invoke standard algorithms for tensor decomposition to

recover the Wi’s.

However, the main technical hurdle we must overcome before we can apply

tensor decomposition is to prove that W is full column rank with high probability

(see Theorem 17.9). As we discuss in Section 17.2.2 of the overview, this can be done
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with a straightforward net argument if m scales at least quadratically in r. As we

are interested in getting an optimal dependence on m in terms of r however, the bulk

of the technical content in this chapter goes into showing this holds even when m

scales near-linearly in r. To achieve this, our analysis appeals to an array of technical

tools from discrete probability, e.g. estimates for binary Krawtchouk polynomials, a

group-theoretic Littlewood-Offord inequality, and modern tools [FKS20] for showing

nonsingularity of random square Boolean matrices.

Connection to the k-sum problem As we alluded to above, the aforementioned

attacks on InstaHide elucidated a simple connection between SSBMF and the following

natural variant of k-sum that we call batched-k-vector sum, or BkV-SUM for short,

for which Theorem 17.3 can also be leveraged to obtain average-case guarantees.

Suppose there is a database X which is a list of d-dimensional vectors x1, · · · , xr.
For a fixed integer k, we are given vectors y1, · · · , ym, where for each j ∈ [m], we

promise that there is a set Sj with size k for which yj =
∑

i∈Sj
xi. Given y1, · · · , ym,

our goal is to recover sets S1, · · · , Sm, even if X is unknown to us. We refer to

Definition 17.4 for a formal definition of BkV-SUM.

[CLSZ21, CDG+20] show that when xi are Gaussian vectors or real images, it

is possible to construct a similarity oracle that, given any yi, yj, returns the number

of x’s they share (i.e., |Si ∩ Sj|). In the presence of such an oracle, it is easy to see

that there is a reduction from BkV-SUM to SSBMF.

For reconstruction attacks however, we would like even finer-grained informa-

tion, e.g. the actual entries of the vectors xi used to generate the yi’s. We give an

algorithm for this that, given the information obtained by SSBMF, recovers all of the

“heavy” coordinates of the xi’s.

Theorem 17.4 (Informal version of Theorem 17.29). Fix any k ∈ N and failure

probability δ ∈ (0, 1), and suppose m ≥ Ω̃(rk log(d/δ)). Given a synthetic dataset of m

d-dimensional vectors generated by batched k-vector sum, together with its similarity
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oracle, there is an O(mω+1 + d · r · m)-time algorithm for approximately recovering

the magnitudes of the “heavy” coordinates of every vector in the original dataset X =

{x1, . . . , xr}. Here, a coordinate of a vector is “heavy” if its magnitude is Ω(k) times

the average value of any original vector in that coordinate.

In fact, this theorem applies even if we only get access to the entrywise absolute

values of the yi’s, yielding the first provable attack on InstaHide which is polynomial

in all parameters m, d, k, r (see Section 17.5.3 for details).

Worst-Case Guarantee Finally, we observe for the worst-case version of (17.1),

it is quite straightforward to get a quasipolynomial-time approximation algorithm by

setting up an appropriate CSP and applying known solvers [MM15]:

Theorem 17.5 (Worst-case guarantee, informal version of Theorem 17.32). Given

a symmetric matrix M ∈ Zm×m, rank parameter r ≤ m, and accuracy parameter

ϵ ∈ (0, 1], there is an algorithm that runs in mO(ϵ−1k2 log r) time and outputs Ŵ ∈ Sm,r,k

such that

∥M− ŴŴ⊤∥0 ≤ min
W∈Sm,r,k

∥M−WW⊤∥0 + ϵm2,

where matrix multiplication can be over Z or over the Boolean semiring.

17.1.2 Related work

Nonsingularity of Boolean Matrices The nonsingularity of random matrices

with binary-valued entries has been well-studied in random matrix theory, especially

in the setting where each entry is an i.i.d. random draw from {±1} (see for example,

[CV10, RV08, CV08]). However, in our setting, there exists some dependence within

a row since we require that the row sum equals to k. While there have been a number

of works under this setting (for example [Ngu13, FJLS20, Jai21, AHP20, FKS20]),

they all studied the case when k is large (i.e., when k = Ω(log r)).
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For k = O(1), there was a long-standing conjecture from [Vu08] that the ad-

jacency matrix of a random k-regular graph is singular with probability o(1) when

3 ≤ k < r. A recent work [Hua18] fully resolved this conjecture using a local CLT

and large deviation estimate. In contrast, our W corresponds to the adjacency ma-

trix of a bipartite graph with only left-regularity. Furthermore, our proof uses only

elementary techniques, and our emphasis is on showing that for somewhat tall rect-

angular matrices, the columns are linearly dependent with probability 1/ poly(r) for

any constant k ≥ 1.

Fountain Codes Another line of work that studies the nonsingularity of random

matrices with discrete-valued entries is that of fountain codes [Mac05, Lub02]. While

an exposition of this literature would take us too far afield, at a high level many of

these works are interested in establishing that for an m × r matrix whose rows are

independently sampled from a particular distribution over Frq (ideally supported over

sparse vectors to allow for fast decoding), the so-called MDS property holds. This

is the property that any r × r submatrix of the matrix is full rank. Note that this

is an even stronger property than linear independence of the columns. While these

works have considered distributions somewhat similar to ours (e.g. [AD14b] consider

a distribution over vectors of sparsity at most k where one samples k coordinates

from [r] with replacement, assigns those entries to be random from Fq, and sets all

other entries to be zero), to our knowledge they all require the sparsity of the rows

to be at least logarithmic in r.

Comparison to [ADM+18] Perhaps the work most closely related to ours is that

of [ADM+18]. In our notation, they consider the following problem. There is an

unknown matrix W ∈ Rm×r, and for a fixed parameter ℓ ∈ N, they would like to

recover W given the ℓ-th order tensor
∑

iW
⊗ℓ
i . They show that when the columns

of W are sampled from a sufficiently anti-concentrated distribution and r ≤ m⌊
ℓ−1
2
⌋,

then they can recover the Wi’s from the tensor.

1098



While this appears on the surface to be quite related both to SSBMF and to

our choice of algorithm, we emphasize a crucial distinction. In SSBMF we work with

ℓ = 2 as we are simply given the matrix WW⊤ =
∑

iW
⊗2
i , and for this choice of

ℓ, the guarantees of [ADM+18] are vacuous as ⌊ ℓ−1
2
⌋ = 0. There is a good reason

for this: their algorithm is based on directly applying tensor decomposition to the

tensor
∑

iW
⊗ℓ
i that is given as input. In contrast, a key innovation in our work is

to “bootstrap” a higher-order tensor out of only the lower-order information given by

M = WW⊤.

Of course, the other difference between [ADM+18] and our work is that they

work in a smoothed analysis setting, while we work in a random setting. As a re-

sult, even though a key step in both our analysis and theirs is to show that under

our respective distributional assumptions, the columns of W are full rank with high

probability, our techniques for doing so are very different. We also remark that while

the smoothed analysis setting is qualitatively more flexible, their analysis suffers the

same drawback as the abovementioned works on nonsingularity of Boolean matrices

and fountain codes, namely it cannot handle the setting of Assumption 17.2 if the

rows of W are o(log r)-sparse.

Standard NMF Lastly, we give an overview of the large literature on nonnegative

matrix factorization and its many variants. The most standard setting of NMF is

minU,V≥0 ∥M−W1W
⊤
2 ∥, where W1,W2 range over all possible m× r matrices with

nonnegative entries. This has been the subject of a significant body of theoretical

and applied work, and we refer to the survey [Gil12] for a comprehensive overview of

this literature.

Symmetric NMF When we constrain W1 and W2 to be equal, we obtain the ques-

tion of symmetric NMF, which is closely related to kernel k-means [DHS05] and has

been studied in a variety of contexts like graph clustering, topic modeling, and com-

puter vision [ZS05, YHD+12, YGL+13, CRDH08, KG12, WLW+11, ZWA13]. Sym-
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metric NMF has received comparatively less attention but is nevertheless a popular

clustering technique [HXZ+11, KDP12, DHS05] where one takes the input matrix M

to be some similarity matrix for a collection of data points and interprets the factor-

ization W as specifying a soft clustering of these points into r groups, where Wi,ℓ is

the “probability” that point i lies in cluster ℓ.

While there exist efficient provable algorithms for asymmetric NMF under cer-

tain separability assumptions [AGKM12, Moi13], the bulk of the work on symmetric

NMF has been focused on designing iterative solvers for converging to a stationary

point [HXZ+11, KDP12, VGL+16, LHW17, ZLLL18]; we refer to the recent work of

[DBd19] for one such result and an exposition of this line of work.

Binary Matrix Factorization In NMF, when we constrain W1,W2 to be ma-

trices with binary-valued entries, the problem becomes binary matrix factorization

[ZLDZ07, CIK17, BBB+19, FGL+19, KPRW19, KT21b, KT19], which is connected

to a diverse array of problems like LDPC codes [RPG16], optimizing passive OLED

displays [KPRW19], and graph partitioning [CIK17].

With the exception of [ZWA13, KT21b] which considered community detection

with overlapping communities, most works on binary matrix factorization focus on

the asymmetric setting. Over the reals, this is directly related to the bipartite clique

partition problem [Orl77, CHHK14, CIK17]. [KPRW19] gave the first constant-factor

approximation algorithm for this problem that runs in time 2O(r2 log r) poly(m). Our

Theorem 17.5 also extends to this asymmetric setting (see Theorem 17.31); see Re-

mark 17.3 for a comparison.

On the other hand, over the Boolean semiring, this problem is directly related

to the bipartite clique cover problem. Also called Boolean factor analysis, the discrete

basis problem, or minimal noise role mining, it has received substantial attention in

the context of topic modeling, database tiling, association rule mining, etc. [SBM03,

ŠH06, BV10, MMG+08, VAG07, LVAH12, MSVA16]. The best algorithm in this
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case, due to [FGL+19], runs in time 22
O(r) ·m2, matching the lower bound of [CIK17].

[EU18] considered the decision version of this problem, whose goal is to decide the

minimum clique cover size r, and proved that it is NP-hard if k ≥ 5. A more general

version of this problem was studied by [AGSS12] with applications to community

detection. Our worst-case algorithm also applies to this setting (see Corollary 17.33).

In particular, even without the sparsity condition, the running time still matches the

lower bound (see Remark 17.4).

Over the reals, [KT21b] gives sufficient conditions on W ∈ {0, 1}m×r for which

one can recover the matrix WW⊤, namely that the set of Hadamard products between

columns of W spans a (
(
r
2

)
+ 1)-dimensional space. In this case, they give an SDP-

based algorithm for recovering W. While it is conceivable that for sufficiently large

m, W also satisfy this property with high probability under our Assumption 17.2, in

our setting an even simpler condition suffices, namely that W has full column rank.

As we will see, even this turns out to be quite nontrivial to show when m is small.

More generally, we refer to the comprehensive survey of [MN20] for other

results on BMF.

Sparse NMF In sparse NMF, one enforces that the factors W1,W2 must be sparse

matrices [Hoy04, Gil12] as this can lead to more interpretable results, e.g. in speech

separation [SO06], cancer diagnosis [GC05] and facial expression recognition [ZFRK10].

Hoyer [Hoy04] initiated the study of this problem based on the observation that stan-

dard NMF usually outputs a sparse solution and modeled Sparse NMF by adding

a sparsity (L1-norm divided by L2-norm) penalty term to the minimization. Gillis

[Gil12] studied this problem from a geometric perspective via data preprocessing.

Apart from this regularization approach, there are also works that deal with exact

sparsity constraints [PP12, CG19].

1101



Miscellaneous Notation

We use Fq to denote finite field and sometimes use F to denote F2. For any

nonnegative function f , we use Õ(f) to denote f poly(log f) and use Ω̃(f) to denote

f/ poly(log f).

For a vector x ∈ Rn, we use supp(x) to denote the nonzero indices, ∥x∥0 to

denote the number of nonzero entries, and ∥x∥p to denote its ℓp norm. We use 1⃗d to

denote the all-ones vector in Rd and suppress the subscript when the context is clear.

For a matrix A, we use A+ to denote the pseudo-inverse of matrix A. We

use ∥A∥F to denote the Frobenius norm of matrix A, ∥A∥1 =
∑

i,j |Ai,j| to denote

its entrywise ℓ1 norm, ∥A∥0 to denote the number of nonzero entries, and ∥A∥∞ to

denote maxi,j |Ai,j|.

Given r, k, we let
(
r
[k]

)
denote the collection of all subsets of [r] of size k.

17.2 Technical Overview

As the technical details for Theorems 17.4 and 17.5 are more self-contained, in

this section we focus on highlighting the key technical ingredients for our main result,

Theorem 17.3.

The starting point is the following thought experiment. If instead of getting

access to the matrix M =
∑r

i=1W
⊗2
i over the Boolean semiring, suppose we had the

tensor

T =
r∑

i=1

W⊗3
i (17.2)

over Z. Provided the columns Wi of W are linearly independent over R, then we

can run a standard tensor decomposition algorithm to recover W1, . . . ,Wr up to

permutation. As such, there are two technical steps:

• Step 1. bootstrapping the tensor T given only M,

• Step 2. showing linear independence of the Wi.
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17.2.1 Bootstrapping the tensor

The key insight is that although the similarity matrix M only gives access

to “second-order” information about correlations between the entries of W, we can

bootstrap third-order information in the form of T ≜
∑r

i=1W
⊗3
i , where Wi is the

i-th column of W and the tensor is defined over R rather than the Boolean semiring.

Given sets S1, . . . , Sc ⊂ [r], let µ(S1, . . . , Sc) denote the probability that a

randomly chosen subset T of [r] of size k does not intersect any of them. It is easy

to see that

µ(S1, . . . , Sc) =

(
r − |S1 ∪ · · · ∪ Sc|

k

)/(
r

k

)
≜ µ|S1∪···∪Sc|. (17.3)

The following fact implies that µ is monotonically decreasing in |S1 ∪ · · · ∪ Sc| and,

importantly, that the different µt’s are well-separated.

Fact 17.6 (Informal version of Fact 17.14). There exist absolute constants C,C ′ > 0

for which the following holds. If r ≥ C · k2, then for any 0 ≤ t ≤ 3k, we have that

µt ≥ µt+1 + C ′k/r and µt ≥ 1−O(tk/r).

Hence, we first estimate µ by computing the fraction of columns of M which

are simultaneously zero in rows corresponding to the sets S1, . . . , Sc. Provided that

the number of columns m is sufficiently large, we can estimate this probability to

within error O(k/r), and then invert along µ to exactly recover |S1 ∪ · · · ∪ Sc|, from

which we obtain Ta,b,c via:

Ta,b,c = |S1 ∩ S2 ∩ S3| = |S1 ∪ S2 ∪ S3| − |S1 ∪ S2| − |S2 ∪ S3| − |S1 ∪ S3|+ 3k,

for any a, b, c ∈ [m] with the corresponding subsets S1, S2, S3.

Lemma 17.7 (Informal version of Lemma 17.15). If m ≥ Ω̃ (rk log(1/δ)), then with

probability at least 1 − δ over the randomness of M, there is an algorithm (Algo-

rithm 114)for computing Ta,b,c for any a, b, c ∈ [m] in time O(mω+1).
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We defer a full proof of Lemma 17.7 to Section 17.4.2. As for the runtime,

we can compute each slice of T by setting up an appropriate matrix multiplication.

Then, it suffices to apply the following standard guarantee for (noiseless) tensor de-

composition:

Lemma 17.8 (Jennrich’s algorithm, see e.g. Lemma 17.16). Given a collection of

linearly independent vectors w1, . . . , wr ∈ Rm, there is an algorithm that takes any

tensor T =
∑r

i=1w
⊗3
i , runs in time O(mω), and outputs a list of vectors ŵ1, . . . , ŵr

for which there exists permutation π satisfying ŵi = wπ(i) for all i ∈ [r].

The full algorithm for recovering W from M is given in Algorithm 114 below.

Algorithm 114 Recovering W from M

1: procedure TensorRecover(M) ▷ M ∈ {0, 1}m×m s.t. M = WW⊤ over
Boolean semiring for some W ∈ Sm,r,k

2: ▷ Form the tensor T
3: for (a, b, c) ∈ [m]× [m]× [m] do
4: Let µabc be the fraction of ℓ ∈ [m] for which Ma,ℓ = Mb,ℓ = Mc,ℓ are all

zero. Define µab, µac, µbc analogously ▷ (Lemma 17.7)
5: Let tabc be the nonnegative integer t for which µt (see Eq. (17.3)) is closest

to µabc. Define tab, tac, tbc analogously
6: Ta,b,c ← tabc − tab − tac − tbc + 3k
7: end for
8: ▷ Run Jennrich’s on T
9: Randomly sample unit vectors v1, v2 ∈ Sm−1.

10: M1 ← T(Id, Id, v1), M2 ← T(Id, Id, v2)
11: Let w̃1, . . . , w̃r ∈ Rm denote the left eigenvectors outside the kernel of M1M

+
2

12: Round {w̃i} to Boolean vectors {vi}; let Ŵ ∈ {0, 1}m×r consist of {wi}
13: return Ŵ ▷ Matrix Ŵ ∈ Sm,r,k which is equal to W up to column

permutation
14: end procedure

17.2.2 Linear independence

To use Jennrich’s, it remains to show that the columns of W are indeed linearly

independent with high probability. This is the technical heart of our analysis. We
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show:

Theorem 17.9 (Linear independence of W, informal version of Theorem 17.17).

Let W ∈ {0, 1}m×r be a random matrix whose rows are i.i.d. random vectors each

following a uniform distribution over {0, 1}r with exactly k ones. For constant k ≥ 1

and m = Ω(max(r, (r/k) log r)), the r columns of W are linearly independent in R

with probability at least 1− 1
poly(r)

.

Note that by a simple net argument, when m = Ω̃(r2) one can show that W

is not only full rank, but polynomially well-conditioned. But as our emphasis is on

having the sample complexity m depend near-optimally on the rank parameter r, we

need to be much more careful.

When k is odd, it turns out to be more straightforward to prove Theorem 17.9.

In this case, to show linear independence of the Wi’s over R, we first observe that it

suffices to show linear independence over F2. For a given u ∈ Fr2, one can explicitly

compute the probability that Wu = 0, and by giving fine enough estimates for

these probabilities based on bounds for binary Krawtchouk polynomials and taking a

union bound, we conclude that the columns of W are linearly independent with high

probability in this case.

This proof strategy breaks down for even k because in this case W is not full-

rank over F2: the columns of W add up to zero over F2. Instead, we build on ideas

from [FKS20], which studies the square matrix version of this problem and upper

bounds the probability that there exists some x for which Wx = 0 and for which

the most frequent entry in x occurs a fixed number of times. Intuitively, if the most

frequent entry does not occur too many times, then the probability that Wx = 0 is

very small. Otherwise, even if the probability is large, there are “few” such vectors.

Unfortunately, [FKS20] requires k ≥ Ω(log r), and in order to handle the practically

relevant regime of k = O(1), we need to adapt their techniques and exploit the fact

that W is a slightly tall matrix in our setting.
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In particular, we leverage a certain group-theoretic Littlewood-Offord inequal-

ity [JŠ19] which may be of independent interest to the TCS community. More specif-

ically, we consider two scenarios under which there is a vector x such that Wx = 0.

The first one is that there is a vector x with Wx = 0 which has some zero entries, in

which case we can actually still reduce to the F2 case as in the case of odd k. The

second one is that there is a vector x with Wx = 0 where all entries of x are non-

zero. In this case, since 1 ∈ ker(W) in F2, we cannot consider linear independence

over F2, and our main workaround is instead to work over the cyclic group Zq where

q ∈ [k − 1, 2k] is a prime.

For this latter case, we further divide into two more cases: (1) the most fre-

quent entry in x occurs a large number of times; (2) x does not have such an entry. By

a union bound over both kinds of vectors x, it suffices to show anti-concentration in

the sense that we want to upper bound Prw[⟨w, x⟩ = a (mod q)] for a fixed x in either

case. In case (1), we can use the upper bound from [FKS20]. In case (2), [FKS20] used

a Littlewood-Offord-type inequality [Erd45] to upper bound this probability, which

does not apply in our case because it works for real numbers and we cannot apply

union bound for an infinite number of vectors. Instead, we use a group-theoretic

Littlewood-Offord inequality [JŠ19] and follow the idea of [FKS20] to transform the

uniform k-sparse distribution to an i.i.d. Bernoulli distribution, completing the proof.

We defer the details of Theorem 17.9 to Section 17.4.4. Altogether, this allows

us to conclude Theorem 17.3, and the formal proof is in Section 17.4.5.

Roadmap In Section 17.3 we provide technical preliminaries, basic definitions, and

tools from previous work. In Section 17.4 we prove our average-case guarantee, The-

orem 17.3. In Section 17.5 we describe the connection between SSBMF, BkV-SUM,

and private neural network training in greater detail and then prove Theorem 17.4.

In Appendix 17.6 we prove our worst-case guarantee, Theorem 17.5.
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17.3 Preliminaries
17.3.1 Notations

We introduce some notations and definitions we will use throughout this chap-

ter.

For a positive integer n, we use [n] to denote the set {1, 2, · · · , n}. For a vector

x, we use ∥x∥2 to denote its ℓ2 norm. We use ∥x∥1 to denote its ℓ1 norm.

For a matrix A, we use ∥A∥ to denote its spectral norm. We use ∥A∥0 to

denote the number of non-zero entries in A. We use ∥A∥F to denote the Frobenius

norm of A. For a square and full rank matrix A, we use A−1 to denote its inverse.

17.3.2 Basic Definitions

We provide a definition for Boolean semiring.

Definition 17.1. The Boolean semiring is the set {0, 1} equipped with addition

corresponding to logical OR (i.e. x+y = 0 if x = y = 0 and x+y = 1 otherwise) and

multiplication corresponding to logical AND (i.e. x · y = 1 if x = y = 1 and x · y = 0

otherwise).

We define Bernoulli random variable as follows:

Fact 17.10. For any 0 < c < 1 and 0 ≤ p ≤ ϵ, one can estimate the mean of a

Bernoulli random variable Ber(p) to error c · ϵ with probability 1− δ using O(c−2ϵ−1)

samples.

17.3.3 Discrete probability tools

Definition 17.2. Given a vector v ∈ Nr, define a fibre of a vector to be a set of all

indices whose entries are equal to a particular value.

Lemma 17.11 ([FKS20]). Let w ∈ {0, 1}r be a random vector with exactly k ones

where k < r/2. Let q ≥ 2 be an integer and consider a fixed vector v ∈ Zrq whose
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largest fibre has size r−s. Then, for any a ∈ Zq we have Pr[⟨w, v⟩ ≡ a (mod q)] ≤ Ps

for some Ps = 2−O(sk/r) if sk = o(r), and Ps = 2−Ω(1) if sk = Ω(r).

Lemma 17.12 ([FKS20]). For x ∈ Rr whose largest fibre has size r − s, and let

w ∈ {0, 1}r be a random vector with k ones. Then

max
a∈R

Pr[⟨x,w⟩ = a] = O
(√

r/(sk)
)
.

In the proof of Proposition 17.21, we needed the following estimate for the

binary Krawtchouk polynomial:

Lemma 17.13 ([Pol19]). For k ≤ 0.16r, λ ≤ r
2
, we have

|Kr
k(λ)| ≤

(
r

k

)
·
(
1− 2k

r

)λ
.

17.4 Average-Case Algorithm

In Section 17.4.1 we prove that the non-intersection probabilities µt defined in

Section 17.2.1 are well-separated, which we previously stated informally as Fact 17.6.

In Section 17.4.2 we show how to exploit this fact to construct the tensor T defined

in (17.2). In Section 17.4.3 we give a sufficient condition for the tensor T to be

decomposable.

Section 17.4.4 is the main technical component of this chapter where we show

that under Assumption 17.2, the columns of W are linearly independent (over R)

with high probability so that we can actually apply tensor decomposition. In Sec-

tion 17.4.4.1 we observe that one way to show linear independent of the columns of W

over R is to show linear independence over F2. In Section 17.4.4.2 we handle the case

of odd k by using this observation together with a helper lemma from Section 17.4.4.3

involving estimates of binary Krawtchouk polynomials. For even k, we cannot reduce

to showing linear independence over F2, so in Section 17.4.4.4 we handle this case

using a combination of ideas from [FKS20] and a group-theoretic Littlewood-Offord

inequality [JŠ19].
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Finally, in Section 17.4.5 we put all the ingredients together to complete the

proof of Theorem 17.3.

17.4.1 Non-intersection probabilities µt well-separated

We begin by showing that the non-intersection probabilities µt defined in (17.3)

are monotonically decreasing and well-separated. For ease of reading, we recall the

definition of µt here. Given sets S1, . . . , Sc ⊂ [r], let µ(S1, . . . , Sc) denote the proba-

bility that a randomly chosen subset T of [r] of size k does not intersect any of them.

Then

µ(S1, . . . , Sc) =

(
r − |S1 ∪ · · · ∪ Sc|

k

)/(
r

k

)
≜ µ|S1∪···∪Sc|. (17.4)

Fact 17.14 (Formal version of Fact 17.6). There exist absolute constants C,C ′ > 0

for which the following holds. If r ≥ C · k2, then for any 0 ≤ t ≤ 3k, we have that

µt ≥ µt+1 + C ′k/r and µt ≥ 1−O(tk/r).

Proof. For any 0 ≤ t ≤ r, note that
(
r−t
k

)
(
r
k

) −
(
r−t−1
k

)
(
r
k

) =
r − t− 1

r
· r − t− 2

r − 1
· · · r − t− k + 1

r − k + 2
·
(

r − t
r − k + 1

− r − t− k
r − k + 1

)
.

≥
(
1− t+ 1

r − k + 2

)k−1
· k

r − k + 1

≥
(
1− (t+ 1)(k − 1)

r − k + 2

)
· k

r − k + 1
≥ Ω(k/r),

where in the last step we used the assumptions that r ≥ Ω(k2) and t ≤ O(k). For

the second part of the claim, we similarly have that
(
r−t
k

)
(
r
k

) =
r − t
r
· r − t− 1

r − 1
· · · r − t− k + 1

r − k + 1

≥
(
1− t

r − k + 1

)k

≥ 1− tk

r − k + 1
≥ 1−O(tk/r).
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17.4.2 Constructing a tensor

We now use Fact 17.14 to show how to construct the tensor T defined in (17.2),

namely T ≜
∑r

i=1W
⊗3
i .

Lemma 17.15 (Constructing a tensor, formal version of Lemma 17.7). If m ≥
Ω̃ (rk log(1/δ)), then with probability at least 1− δ over the randomness of M, there

is an algorithm for computing Ta,b,c for any a, b, c ∈ [m] in time O(mω+1).

Proof. If entries a, b, c correspond to subsets S1, S2, S3 of [m], then

Ta,b,c = |S1 ∩S2 ∩S3| = |S1 ∪S2 ∪S3| − |S1 ∪S2| − |S2 ∪ S3| − |S1 ∪S3|+3k. (17.5)

By Fact 17.10 and the second part of Fact 17.14 applied to t = |Si ∪ Sj| or t =

|S1 ∪ S2 ∪ S3|, we conclude that any µ|Si∪Sj | or µ|S1∪S2∪S3| can be estimated to error

C ′k/2r with probability 1− δ/m3 provided that

m ≥ Ω

(
t2r

k
log(m3/δ)

)
.

Note that t ≤ 3k, so this holds by the bound on m in the hypothesis of the lemma.

By the first part of Fact 17.14, provided these quantities can be estimated within the

desired accuracy, we can exactly recover every |Si ∪ Sj| as well as |S1 ∪ S2 ∪ S3|. So

by (17.5) and a union bound over all (a, b, c), with probability at least 1 − δ we can

recover every entry of T.

It remains to show that T can be computed in the claimed time. Note that

naively, each entry would require O(m) time to compute, leading to O(m4) runtime.

We now show how to do this more efficiently with fast matrix multiplication. Fix any

a ∈ [m] and consider the a-th slice of T. Recall that for every b, c ∈ [m], we would

like to compute the number of columns ℓ ∈ [m] for which Ma,ℓ,Mb,ℓ,Mc,ℓ are all zero

(note that we can compute the other relevant statistics like the number of ℓ for which

Ma,ℓ and Mb,ℓ are both zero in total time O(m3) across all a, b even naively).

We can first restrict our attention to the set La of ℓ for which Ma,ℓ = 0, which

can be computed in time O(m). Let Ma denote the matrix given by restricting M to
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the columns indexed by La and subtracting every resulting entry from 1. By design,

(MaM
⊤
a )b,c is equal to the number of ℓ ∈ La for which Mb,ℓ = Mc,ℓ = 0, and the

matrix MaM
⊤
a can be computed in time O(mω). The claimed runtime follows.

17.4.3 Tensor decomposition

We can invoke standard guarantees for tensor decomposition to decompose

T, the key sufficient condition being that the components {W1, . . . ,Wr} be linearly

independent over R.

Lemma 17.16 (Tensor decomposition, formal version of Lemma 17.8). Given a col-

lection of linearly independent vectors w1, . . . , wr ∈ Rm, there is an algorithm that

takes any tensor T =
∑r

i=1w
⊗3
i , runs in time O(mω), and outputs a list of vectors

ŵ1, . . . , ŵr for which there exists permutation π satisfying ŵi = wπ(i) for all i ∈ [r].

Proof. The algorithm is simply to run Jennrich’s algorithm ([HAR70, LRA93]), but

we include a proof for completeness. Pick random v1, v2 ∈ Sm−1 and define M1 ≜

T(Id, Id, v1) and M2 ≜ T(Id, Id, v2). If W ∈ Rm×r is the matrix whose columns

consist of w1, . . . , wr, then we can write Ma =
∑r

i=1⟨wi, va⟩wiw⊤i = WDaW
⊤, where

Da ≜ diag(⟨w1, va⟩, . . . , ⟨wr, va⟩). As a result, MaM
+
b = WDaD

+
b W

+. This gives an

eigendecomposition of MaM
+
b because the entries of DaD

+
b are distinct almost surely

because {wi} are linearly independent. We conclude that the nontrivial eigenvectors

of MaM
+
b are precisely the vectors {wi} up to permutation as claimed. Forming M1

and M2 takes O(m2) time, and forming MaM
+
b and computing its eigenvectors takes

O(mω) time.

17.4.4 Linear independence of W

We now turn to proving the main technical result in this chapter, namely that

for W satisfying Assumption 17.2, the columns of W are linearly independent over

R with high probability as soon as m is near-linear in r.
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Theorem 17.17 (Linear independence of W, formal version of Theorem 17.9). Let

W ∈ {0, 1}m×r be a random matrix whose rows are i.i.d. random vectors each follow-

ing a uniform distribution over {0, 1}r with exactly k ones. For constant k ≥ 1 and

m = Ω(max(r, (r/k) log r)), the r columns of W are linearly independent in R with

probability at least 1− 1
poly(r)

.

17.4.4.1 Reduction to Finite Fields

We treat the cases of odd and even k separately. For the former, we will show

that the columns of W are linearly independent over F2 with high probability, which

by the following is sufficient for linear independence over R:

Lemma 17.18 (Reduction from F2 to R). Let W ∈ {0, 1}m×r. If the columns of W

are linearly independent in F2, then they are also linearly independent in R.

Proof. We prove a contrapositive statement, i.e., if the columns are linearly dependent

in R, then they are still dependent in F2.

Let w1, . . . , wn be the columns of W. If they are linearly dependent in R, then

there exists c1, . . . , cr ∈ R such that
∑r

i=1 ciwi = 0. By Gaussian elimination, it is

easy to see that c1, . . . , cr ∈ Q. By multiplying some common factor, we can get r

integers c′1, . . . , c′r ∈ Z such that not all of them are even numbers and

c′1w1 + c′2w2 + · · ·+ c′rwr = 0.

Then, apply (mod 2) to both sides of the equation and for any j ∈ [m], the j-th entry

of the resulting vector is
r∑

i=1

c′iWij (mod 2) =
r⊕

i=1

(c′i mod 2) ·Wij = 0, (17.6)

where the first step follows from Wij ∈ {0, 1}.

Define a vector a ∈ Fr2 such that ai := c′i mod 2 for i ∈ [r]. Then, a ̸= 0 and

Eq. (17.6) implies that Wa = 0 in F2, which means the columns of W are linearly

dependent in F2. And the claim hence follows.
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17.4.4.2 Linear independence for odd k

We are now ready to handle the case of odd k. The following lemma proves

the F2 case.

Lemma 17.19 (Linear independence in F2). Give two fixed positive integers n and

r, for any odd positive integer k, if m = Ω(max(r, (r/k) log r)), then with probability

at least 1− 1
poly(r)

, the columns of m× r matrix W are linearly independent in F2.

Proof. To show that the columns of W are linearly independent, equivalently, we can

show that ker(W) = ∅ with high probability; that is, for all x ∈ Fr2\{0}, Wx ̸= 0.

For 1 ≤ λ ≤ r, let Pλ := Pr[Wu = 0] for u ∈ Fr2 and |u| = λ. Note that this

probability is the same for all weight-λ vectors. Then, we have

Pr[ker(W) ̸= ∅] ≤
r∑

λ=1

Pλ ·
∣∣∣
{
u ∈ Fr2

∣∣∣|u| = λ
}∣∣∣

≤
r∑

λ=1

Pλ ·
(
r

λ

)
.

Fix λ ∈ [r] and u ∈ Fr2 with weight λ. Since the rows of W are independent,

we have

Pλ = Pr[Wu = 0] =
m∏

i=1

Pr[⟨wi, u⟩ = 0] = (Pr[⟨w, u⟩ = 0])m,

where w is a uniformly random vector in the set {u ∈ Fr2||u| = k}. It’s easy to see

that k should be an odd number; otherwise, W1 = 0.
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By Proposition 17.21, we have

Pr[kerW ̸= ∅] ≤
r/2∑

λ=1

(
1

2
+

1

2

(
1− 2k

r

)λ)m

·
(
r

λ

)
+

(
1

2

)m
·
(
r

λ

)

≤ 2r−1−m +

r/2∑

λ=1

(
1

2
+

1

2

(
1− 2k

r

)λ)m

·
(
r

λ

)
(
∑r/2

i=0

(
r
i

)
= 2r−1.)

≤ 2r−1−m +

r/2∑

λ=1

(
1 + kλ/r

1 + 2kλ/r

)m
·
(
r

λ

)
((1− 2k

r
)λ ≤ 1

1+(2kλ)/r
.)

≤ 2r−1−m +

r/2∑

λ=1

exp

(
− kmλ/r

1 + kλ/r

)
·
(
r

λ

)
(1− x ≤ e−x.)

≤ 2r−1−m +

r/2∑

λ=1

(
exp

(
− km/r

1 + kλ/r
+ log(er/λ)

))λ
(
(
r
λ

)
≤ (er/λ)λ.)

Suppose m > (r/k) log(er/λ) + λ log(er/λ) for 0 < λ < r/2, then we have

− km/r

1 + kλ/r
+ log(er/λ) < − log(er/λ) + kλ/r log(er/λ)

1 + kλ/r
+ log(er/λ)

= − log(er/λ) + log(er/λ)

= 0.

Note that when 0 < λ < r/2, λ log(er/λ) ≤ Ω(r). Also, (r/k) log(er/λ) ≤ Ω((r/k) log r).

Hence, if we take m = Ω(r + (r/k) log r), we have
(
exp

(
− km/r

1 + kλ/r
+ log(er/λ)

))λ
≤ exp

(−λ · Ω(log(r))
1 + kλ/r

)
≤ 1

poly(r)
.

Therefore,

Pr[kerW ̸= ∅] ≤ 2r−1−m +

r/2∑

λ=1

(
exp

(
− km/r

1 + kλ/r
+ log(er/λ)

))λ

≤ 2−Ω((r/k) log r) +

r/2∑

λ=1

1

poly(r)

=
1

poly(r)
,

and the lemma is then proved.
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Combining Lemma 17.18 and Lemma 17.19, we immediately have the following

corollary:

Corollary 17.20 (Linear independence in R for odd k). For r ≥ 0, odd constant

k ≥ 1, when m = Ω((r/k) log r) ≥ r, with probability at least 1− 1
poly(r)

, the columns

of matrix W are linearly independent in R.

17.4.4.3 Helper lemma

In the proof of Lemma 17.19 above, we required the following helper lemma:

Proposition 17.21. For 1 ≤ λ ≤ r
2
, we have either

Pλ ≤
(
1

2
+

1

2

(
1− 2k

r

)λ)m

and Pr−λ ≤
(
1

2

)m
,

or

Pλ ≤
(
1

2

)m
and Pr−λ ≤

(
1

2
+

1

2

(
1− 2k

r

)λ)m

.

Proof. We can write the probability of ⟨w, u⟩ = 0 as follows:

Pr[⟨w, u⟩ = 0] =

(
r

k

)−1
·

k−1∑

i=0, i even

(
λ

i

)(
r − λ
k − i

)
.

We first consider the following sum with alternating signs:

Kr
k(λ) :=

k∑

i=0

(
λ

i

)(
r − λ
k − i

)
(−1)i,

which is the binary Krawtchouk polynomial.

Then, for 1 ≤ λ ≤ r
2
, we have

Pr[⟨w, u⟩ = 0] =

(
r

k

)−1 k−1∑

i=0, i even

(
λ

i

)(
r − λ
k − i

)

=
1

2
+
Kr
k(λ)

2
(
r
k

) .
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By symmetry, for r
2
< λ < r,

Pr[⟨w, u⟩ = 0] =

(
r

k

)−1 k−1∑

i=0, i even

(
λ

i

)(
r − λ
k − i

)

=

(
r

k

)−1 k∑

i=1, i odd

(
r − λ
i

)(
λ

k − i

)

=
1

2
− Kr

k(r − λ)
2
(
r
k

) .

By Lemma 17.13, we know that for 1 ≤ λ ≤ r
2
, |Kr

k(λ)| ≤
(
r
k

) (
1− 2k

r

)λ.

Therefore, if Kr
k(λ) > 0, then

Pλ ≤ Pr[⟨w, u⟩ = 0]m ≤
(
1

2
+

1

2

(
1− 2k

r

)λ)m

,

Pr−λ ≤
(

1

m

)m
.

If Kr
k(λ) < 0, then

Pr−λ ≤
(
1

2
+

1

2

(
1− 2k

r

)λ)m

,

Pλ ≤
(

1

m

)m
.

The proposition hence follows.

17.4.4.4 Linear independence for even k

Next, we turn to the case of even k. When k is even, we cannot use Lemma 17.18

because the matrix is not linearly independent in F2. Instead, we use a variant of the

proof in [FKS20] to show that in this case, the linear independence of the columns of

W still holds with high probability:

Lemma 17.22. Give two fixed positive integers n and r, for any even positive integer

k, if m = Ω(r + (r/k) log r), then with probability at least 1 − 1
poly(r)

, the columns of

m× r matrix W are linearly independent in R.
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Proof. We first show that it suffices to consider the case when W ∈ Zm×r is an

integral matrix. Suppose the columns of W are not linearly independent, i.e., there

exists x ∈ Qr such that Wx = 0. Then, we will be able to multiply by an integer and

then divide by a power of two to obtain a vector c ∈ Zr with at least one odd entry

such that ⟨wi, c⟩ = 0 for all i ∈ [m] where w⊤i denotes the i-th row of W.

To upper bound the column-singular probability, we have

Pr[W is column-singular] ≤ Pr[Wx = 0 for some x with | supp(x)| < r]

+ Pr[Wx = 0 for some x with | supp(x)| = r].

For the first term, it can be upper bounded by

Pr[⟨wi, x⟩ ≡ 0 (mod 2) ∀i ∈ [r] for some x ̸= 1],

where 1 is an length-r all ones vector.

Note that the reduction (Lemma 17.18) fails only when all of the entries of

c are odd because W1 = 0 in F2 when k is even. Hence, We can use almost the

same calculation in Lemma 17.19 to upper bound this probability by r−Ω(1) when

m = Ω((r/k) log r).

For the second term, let Sr denote the set of vectors with support size r. Define

a fibre of a vector to be a set of all indices whose entries are equal to a particular

value. And define a set P to be

P := {c ∈ Zr : c has largest fibre of size at most (1− δ)r}

Then, we have

Pr[Wx = 0 for some x with | supp(x)| = r] ≤ Pr[∃x ∈ Sr\P : ⟨wi, x⟩ = 0 ∀i ∈ [m]]

+ Pr[∃x ∈ Sr ∩ P : ⟨wi, x⟩ = 0 ∀i ∈ [m]]

≤ B1 +B2.
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For B1, let q = k− 1. It suffices to prove that there is no non-constant vector

c ∈ Zrq with largest fibre of size at least (1 − δ)r such that ⟨wi, c⟩ ≡ 0 (mod q) for

all i ∈ [m]. Then, by Lemma 17.11, let t = O(r/k) and the probability can be upper

bounded by

B1 ≤
δr∑

s=1

(
r

s

)
qs+1(Ps)

m1

≤
t∑

s=1

2s log r+(s+1) log q−O(sk/r)·m +
δr∑

s=t+1

2s log r+(s+1) log q−Ω(m)

≤ δr · 2−Ω(log r)

= r−O(1),

if we take m1 = Ω((r/k) log r) and δ < 1.

For B2, we need to apply a union bound:

B2 ≤ |Sr ∩ P| ·
(
max
x∈P

Pr[⟨w, x⟩ = 0]

)m
.

In fact, it suffices to consider the vectors in Zrq, where q is a prime in [k − 1, 2k]. We

need the following group-theoretic Littlewood-Offord inequality:

Lemma 17.23 (Corollary 1 in [JŠ19]). Let q ≥ 2 be a prime. Let x ∈ Znq with

| supp(x)| = n. Let wi ∈ {−1, 1}Zq be a Bernoulli random variable for i ∈ [n]. Then,

sup
g∈Zq

Pr[⟨x,w⟩ = g] ≤ 3max

{
1

q
,

1√
n

}
.

Then, similar to the proof of Lemma 4.2 in [FKS20], Lemma 17.23 implies the

following claim:

Claim 17.24. Let 0 < k ≤ r/2, and consider a vector x ∈ Zrq (q prime) whose largest

fibre has size r−s, and let w ∈ {0, 1}r be a random vector with exactly k ones. Then,

sup
g∈Zq

Pr[⟨x,w⟩ = g] = O
(
max{1/q,

√
r/(ks)}

)
.
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In our case, s = δr and
√
r/(ks) = (δk)−1/2. That is,

max
x∈P

Pr[⟨w, x⟩ = 0] ≤ O

(
1√
δk

)

Then, we apply union bound for B2:

B2 ≤ (q − 1)r ·
(

1√
δk

)m

≤ (2k)r · (δk)−m/2

= exp(O(r log(k)−m log(δk)))

= exp(−Ω(r log k))

≤ 1

poly(r)
,

if we take δ to be a constant in (0, 1) and m = Ω(r).

Combining them together, we get that

Pr[W is column-singular] ≤ 1

poly(r)

if m = Ω(max{r, (r/k) log r}).

17.4.5 Putting everything together

In this section we formally show how to conclude our main average-case guar-

antee:

Theorem 17.25 (Average-case guarantee, formal version of Theorem 17.3). Fix any

integer 2 ≤ k ≤ r, failure probability δ ∈ (0, 1), and suppose m ≥ Ω̃(rk log(1/δ)). Let

W ∈ {0, 1}m×r be generated by the following random process: for every i ∈ [m], the

i-th row of W is a uniformly random k-sparse binary vector. Define M ≜ WW⊤

where matrix multiplication is over the Boolean semiring. There is an algorithm which

runs in O(mω+1) time and, with probability 1− δ over the randomness of W, outputs

a matrix Ŵ ∈ {0, 1}m×r whose columns are a permutation of those of W.3

3ω ≈ 2.373 is the exponent of matrix multiplication.
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Proof. By Lemma 17.15, as long as m satisfies the bound in the hypothesis, with

probability at least 1 − δ one can successfully form the tensor T =
∑r

i=1 W
⊗3
i in

time O(mω+1). By Theorem 17.17, the columns of W are linearly independent with

high probability. By Lemma 17.16, one can therefore recover the columns of W up

to permutation.

17.5 Connections Between BkV-SUM, SSBMF, InstaHide

In this section, we begin by formally defining BkV-SUM and describing the

connection to SSBMF elucidated in [CLSZ21, CDG+20]. In Section 17.5.3 we then

prove Theorem 17.4 by describing an algorithm that takes a solution to the SSBMF

instance corresponding to a BkV-SUM instance and extracts more fine-grained in-

formation about the latter, specifically certain coordinates of the unknown database

generating the BkV-SUM instance. As we will explain, the motivation for this partic-

ular recovery guarantee comes squarely from designing better attacks on InstaHide.

17.5.1 Connection to batched k-vector sum

We first describe an extension of the well-studied k-sum problem [Kar72, Eri95,

Pat10, AL13, Abb19] to a “batched” setting. Recall that the classic k-sum problem

asks: given a collection of r numbers, determine whether there exists a subset of size

k summing to zero. One can consider an analogous question where we instead have

a collection of r vectors in Rd, and more generally, instead of asking whether some

subset of size k sums to the zero vector, we could ask the following search problem

which has been studied previously [BIWX11, CP14, ALW14]:

Definition 17.3 (k-Vector-Sum). Given a database X consisting of d-dimensional

vectors x1, · · · , xr, for a fixed vector y and an integer k, we promise that there is a

set S ⊂ [n] such that |S| = k and y =
∑

i∈S xi. We can observe y and have access to

database X, our goal is to recover set S.
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Even when d = 1, the Exponential Time Hypothesis implies that no algorithm

can do better than ro(k), and this essentially remains true even for vectors over finite

fields of small characteristic [BIWX11].

We consider two twists on this question. First, instead of a single vector y,

imagine we got a batch of multiple vectors y1, . . . , ym, each of which is the sum of

some k vectors in the database, and the goal is to figure out the constituent vectors

for each yi. Second, given that there might be some redundant information among

the yi’s, it is conceivable that under certain assumptions on the database X, we could

even hope to solve this problem without knowing X. These considerations motivate

the following problem:

Definition 17.4 (BkV-SUM). Given unknown database X which is a list of vectors

x1, · · · , xr ∈ Rd and a fixed integer k. For a set of vector y1, · · · , ym ∈ Rd, for each

j ∈ [m], we promise that there is a set Sj ⊂ [n] such that |Sj| = k and yj =
∑

i∈Sj
xi.

Given y1, · · · , ym, our goal is to recover sets S1, · · · , Sm.

As we discuss in Section 17.5.3, BkV-SUM is closely related to existing attacks

on a recently proposed scheme for privately training neural networks called InstaHide.

17.5.2 Similarity oracle

Taking a step back, note that BkV-SUM could even be harder than kV-SUM

from a worst-case perspective, e.g. if y1 = · · · = ym. The workaround we consider

is motivated by the aforementioned applications of BkV-SUM to InstaHide [CLSZ21,

CDG+20]. It turns out that in these applications, the unknown database X possesses

additional properties that allow one to construct the following oracle, e.g. by training

an appropriate neural network classifier [CDG+20]:

Definition 17.5 (Similarity oracle). Recall the notation of Definition 17.4. Given

vectors {y1, . . . , ym} generated by BkV-SUM, let O denote the oracle for which O(i, j) =

|Si ∩ Sj| ≠ ∅] for all i, j ∈ [m]. Also define the selection matrix W ∈ {0, 1}m×r to be

the matrix whose i-th row is the indicator vector for subset Si.
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The following simple observation tells us that given an instance of BkV-SUM

together with a similarity oracle, we can immediately reduce to an instance of SSBMF:

Fact 17.26. If the matrix M ∈ Rm×m has entries Mi,j = O(i, j), then it satisfies

M = WW⊤.

17.5.3 An improved attack on InstaHide

Given a similarity oracle, we can in fact do more than just recover S1, . . . , Sm:

provided that d is sufficiently large, we can use the matrix W we have recovered

as well as the vectors y1, . . . , ym to solve a collection of linear systems to recover

x1, . . . , xm. In this section, we show a stronger guarantee: recovery is possible even

if we only have access to the entrywise absolute values of the yi’s. To motivate this

result, we first spell out how exactly InstaHide [HSLA20b] relates to the BkV-SUM

problem considered in this section.

Definition 17.6. From a private dataset X = {x1, . . . , xr}, InstaHide generates a

synthetic dataset by sampling W ∈ {0, 1}m×r according to Assumption 17.2 and

outputting the vectors z1, . . . , zm given by zi = |WiX|, where | · | denotes entrywise

absolute value, Wi is the i-th row of W, and, abusing notation, X denotes the r× d
matrix whose j-th row is xj. In light of Definition 17.4, let Si ⊂ [r] denote the support

of the i-th row of W.

Note that the synthetic dataset {z1, . . . , zm} in Definition 17.6 is simply given

by the entrywise absolute values of the vectors {y1, . . . , ym} in Definition 17.4 if the

size-k subsets S1, . . . , Sm there were chosen uniformly at random.

It was shown in [HSLA20b] that by training a neural network on the synthetic

dataset generated from a private image dataset, one can still achieve good classifica-

tion accuracy, and the hope was that by taking entrywise absolute values, one could

conceal information about the private dataset. This has since been refuted empirically

by [CDG+20], and provably by [CLSZ21, HST+20] for extremely small values of k,
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but a truly polynomial-time, provable algorithm for recovering private images from

synthetic ones generated by InstaHide had remained open, even given a similarity

oracle.

Here we close this gap by showing how to efficiently recover most of the pri-

vate dataset by building on our algorithm for SSBMF. The pseudocode is given in

Algorithm 115.

Algorithm 115 Recovering heavy coordinates of M
1: procedure GetHeavyCoordinates(M) ▷ Similarity matrix M for synthetic

images generated from unknown private dataset X
2: W←TensorRecover(M)
3: for j ∈ [d] do
4: Let z ∈ Rm have i-th entry equal to the j-th coordinate of synthetic image

i

5: Form the vector p̃′ ≜ 1
m

∑m
i=1

(
wi − k−1

r−2 1⃗
)
· z2i , where wi is the i-th row of

W

6: Set the j-th row of X̂ to be p̃′ · r(r−1)
k(r−2k+1)

7: end for
8: return X̂ ▷ Matrix X̂ which approximates heavy entries of X (see

Theorem 17.29)
9: end procedure

The following lemma is the main ingredient for analyzing Algorithm 115, whose

main guarantees were informally stated in Theorem 17.4. It essentially says that given

W and the ℓ-th coordinates of all z1, . . . , zm, one can approximately reconstruct the

ℓ-th coordinates of all x1, . . . , xr which are sufficiently “heavy.” Roughly, an index

i ∈ [r] is “heavy” if the magnitude of the ℓ-th coordinate of xi is roughly k times

larger than the average value in that coordinate across all x1, . . . , xr.

Lemma 17.27. For any absolute constant η > 0, there is an absolute constant c > 0

for which the following holds as long as m ≥ Ω(log(d/δ)). There is an algorithm

GetHeavyCoordinates that takes as input W ∈ {0, 1}m×r satisfying Assump-

tion 17.2 and vector z ∈ Rm satisfying |Wp| = z for some vector p ∈ Rr, runs in
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time O(r ·m), and outputs p̂ such that for every i ∈ [r] for which |pi| ≥ (ck/r) · p, we

have that p̃i = pi · (1± η).

We will need the following basic calculation. Henceforth, given a vector p, let

p denote the sum of its entries.

Fact 17.28. For any vector p ∈ Rr,

ES[⟨eS, p⟩2] =
k(r − k)
r(r − 1)

∥p∥22 +
k(k − 1)

r(r − 1)
p2 (17.7)

where the expectation is over a random size-k subset S ⊂ [r].

Proof. Let ξi denote the indicator for the event that i ∈ S so that

ES[⟨eS, p⟩2] = ES


∑

i,j∈[r]

ξiξjpipj




=
∑

i∈[r]

p2i · E[ξi] +
∑

i ̸=j

pipj E[ξiξj]

=

(
k

r
− k(k − 1)

r(r − 1)

)
∥p∥22 +

k(k − 1)

r(r − 1)
p2

=
k(r − k)
r(r − 1)

∥p∥22 +
k(k − 1)

r(r − 1)
p2.

as claimed.

We are now ready to prove Lemma 17.27.

Proof of Lemma 17.27. Define the vector

p̃ ≜ ES
[
⟨eS, p⟩2 · eS

]
, (17.8)

where the expectation is over a random subset S ⊂ [r] of size k, and eS ∈ {0, 1}k is
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the indicator vector for the subset S. The i-th entry of p̃ is given by

p̃i =

(
r

k

)−1
·
∑

S∈( r−1
[k−1])

(⟨eS, p⟩+ pi)
2

=

(
r

k

)−1
·
∑

S∈( r−1
[k−1])

p2i + 2pi · pS + p2S (pS ≜
∑

j∈S pj.)

=

(
r

k

)−1
·


p2i ·

(
r − 1

k − 1

)
+ 2pi ·

∑

S∈( r−1
[k−1])

pS +
∑

S∈( r−1
[k−1])

p2S




For the second term, we have
∑

S∈( r−1
[k−1])

pS =
∑

j∈[r]−{i}

pj ·
(
r − 2

k − 2

)
.

For the third term, we have
∑

S∈( r−1
[k−1])

p2S =
∑

S∈( r−1
[k−1])

∑

j,ℓ∈S

pjpℓ

=
∑

S∈( r−1
[k−1])

∑

j∈S

p2j +
∑

S∈( r−1
[k−1])

∑

j ̸=ℓ

pjpℓ

=
∑

j∈[r]−{i}

p2j ·
(
r − 2

k − 2

)
+

∑

j,ℓ∈[r]−{i},j ̸=ℓ

pjpℓ ·
(
r − 3

k − 3

)
.

Hence, the i-th entry of ES[⟨eS, p⟩2 · eS] is
(
ES
[
eS · ⟨eS, p⟩2

] )
i
= p2i ·

k(r − 2k + 1)

r(r − 1)
+ ∥p∥22 ·

k(k − 1)(r − k)
r(r − 1)(r − 2)

+ 2pip ·
k(k − 1)

r(r − 1)
+ p2 · k(k − 1)(k − 2)

r(r − 1)(r − 2)
.

We conclude by Fact 17.28 that the i-th entry of ES
[
⟨eS, p⟩2 ·

(
eS − k−1

r−2 · 1⃗
)]

is

bounded by
(
ES
[(
eS −

k − 1

r − 2
1⃗

)
· ⟨eS, p⟩2

])

i

= p2i ·
k(r − 2k + 1)

r(r − 1)
+ 2pip ·

k(k − 1)

r(r − 1)

+ p2 · k(k − 1)(2k − 3)

r(r − 1)(r − 2)
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We do not have exact access to p̃, but we may form the unbiased estimator

p̃′ ≜
1

m

m∑

i=1

(
wi −

k − 1

r − 2
1⃗

)
· z2i , (17.9)

where wi is the i-th row of W. For any i ∈ [m], each coordinate of wi · z2i is bounded

within the interval [−∥z∥2∞, ∥z∥2∞], so by Chernoff, provided that m ≥ Ω(log(d/δ)/ϵ2),

we ensure that p̃′i ∈ p̃i(1 ± ϵ) for all i with probability at least 1 − δ. Now consider

the following estimator for p2i :

q̂i ≜ p̃′i ·
r(r − 1)

k(r − 2k + 1)
. (17.10)

We can thus upper bound the error of q̂i relative to p2i by

p

pi
·O
(
k

r

)
+

(
p

pi

)2

·O
(
k2

r2

)
± ϵ ·O

(
1 +

p

pi

k

r
+
p2

p2i

k2

r2

)
.

If we assume that |pi| ≥ Ω(k/r)p and ϵ = O(1) for appropriately chosen constant

factors, then we have that q̂i ∈ p2i · (1± η) as desired.

We are now ready to prove the main guarantee for our attack on InstaHide,

originally stated informally in Theorem 17.29.

Theorem 17.29 (Formal version of Theorem 17.4). For any absolute constant η > 0,

there is an absolute constant c > 0 for which the following holds. Fix any integer

k ≥ 2, failure probability δ ∈ (0, 1), and suppose m ≥ Ω̃(rk log(d/δ)). Given a

synthetic dataset of size m generated by BkV-SUM from a matrix X, together with

its similarity oracle, there is an O(mω+1 + d · r ·m)-time algorithm which outputs a

matrix X̂ such that for any (i, j) ∈ [r] × [d] satisfying |Xi,j| ≥ (ck/r)
∑

i′∈[r] |Xi′,j|,
we have that |X̂i,j| = |Xi,j| · (1± η).

Proof. By Theorem 17.25 and the assumed lower bound on m, we can exactly recover

the selection matrix W (up to some column permutation) in time O(mω+1). Using

Lemma 17.27, for every pixel index j ∈ [d] we can run GetHeavyCoordinates(M)

to recover the pixels in position j which are heaviest among the r private images in

time O(m · r), yielding the desired guarantee.
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17.6 Worst-Case Algorithm

In this section, we give a worst-case quasi-polynomial algorithm for sparse

boolean matrix factorization problem. It turns out that our techniques here can

handle both SSBMF as well as an asymmetric variant, In Section 17.6.1 we define

this variant and give some background on constraint satisfaction problems (CSPs).

Section 17.6.2 gives the algorithm for the asymmetric and symmetric version of the

problem by exhibiting a reduction to 2-CSP. Section 17.6.3 extends the algorithm to

the Boolean semiring.

17.6.1 CSP preliminaries

We first define a general (asymmetric) version of SSBMF as follows:

Definition 17.7 (Sparse Boolean matrix factorization (Sparse BMF)). Given an m×
m matrix M where each entry is in {0, 1, · · · , k}. Suppose matrix M can be factorized

into two matrices U ∈ {0, 1}m×r and V ∈ {0, 1}r×m, where each row of U is k-sparse

and each column of V is k-sparse.

The task is to find a row k-sparse matrix Û ∈ {0, 1}m×r and a column k-sparse

matrix V̂ ∈ {0, 1}r×m such that M = ÛV̂.

We can also define the sparse Boolean matrix factorization as an optimization

problem.

Definition 17.8 (Sparse BMF, optimization version). Given an m × m matrix M

where each entry is in {0, 1, · · · , k}. The goal is to find a row k-sparse matrix Û ∈
{0, 1}m×r and a column k-sparse matrix V̂ ∈ {0, 1}r×m such that the number of

different entries ∥M− ÛV̂∥0 is minimized.

We now recall the definition of 2-CSPs:

Definition 17.9 (Max 2-CSP). A 2-CSP problem is defined by the tuple (Σ, V, E,C).

Σ is an alphabet set of size q, V is a variable set of size n, E ⊆ V ×V is the constraint
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set. V and E define an underlying graph of the 2-CSP instance, and C = {Ce}e∈E
describes the constraints. For each e ∈ E, Ce is a function Σ×Σ→ {0, 1}. The goal

is to find an assignment σ : V → Σ with maximal value, defined to be the number

of satisfied edges e = (u, v) ∈ E (i.e., for which Ce(σ(u), σ(v)) = 1).

We will use the following known algorithm for solving “dense” 2-CSP instances:

Theorem 17.30 ([DM18]). Define the density δ of a 2-CSP instance to be δ ≜

|E|/
(|V |

2

)
. For any 0 < ϵ ≤ 1, there is an approximation algorithm that, given any

δ-dense 2-CSP instance with optimal value OPT, runs in time (nq)O(ϵ−1·δ−1·log q) and

outputs an assignment with value OPT− ϵ|E|, where n = |V | and q = |Σ|.

17.6.2 From factorization to CSPs

We give a reduction that can reduce the general sparse BMF problem to a

Max 2-CSP problem, and then use a quasi-polynomial time 2-CSP solver to find an

approximation solution.

Theorem 17.31 (QPTAS for asymmetric sparse BMF, formal version of Theo-

rem 17.5). Given m, k, r ≥ 0 and an m × m matrix M as the input of an instance

of sparse Boolean matrix factorization problem. Let OPT be the optimal value of the

problem, i.e., OPT := minU,V ∥M−UV∥0, where U,V satisfy the sparsity constraints

of the problem.

For any 1 ≥ ϵ > 0, there exists an algorithm that runs in

mO(ϵ−1k log r)rO(ϵ−1k2 log r)

time and finds a row k-sparse matrix Û and a column k-sparse matrix V̂ satisfying

∥M− ÛV̂∥0 ≤ OPT + ϵm2.
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Proof. For the input matrix M, let U and V be the ground-truth of the factorization.

Let (b⊤1 , . . . , b⊤m) be the rows of U and (c1, . . . , cm) be the columns of V. We construct

a 2-CSP instance FA that finds U and V as follows:

• Let Σ =
{
(q1, . . . , qr)

∣∣ qi ∈ {0, 1} ∀i ∈ [r] and
∑

i∈[r] qi = k
}

be the alphabet.

• The underlying graph is a bipartite graph. The left-side vertices VL = [m]

corresponding to the rows of U. The right-side vertices VR = [m] corresponding

to the columns of V.

• For e = (u, v) ∈ VL×VR, define the constraint Ce to be: for all (p1, . . . , pr), (q1, . . . , qr) ∈
Σ× Σ,

Ce((p1, . . . , pr), (q1, . . . , qr)) = 1 ⇐⇒
r∑

i=1

piqi = Au,v.

Note that FA has value OPT. We can create an assignment from the ground-

truth such that σ(u) = bu for u ∈ VL and σ(v) = cv for v ∈ VR. By definition of the

sparse Boolean matrix factorization problem, this is a legal assignment. Also, since

the number of Au,v = ⟨bu, cv⟩ for all (u, v) ∈ [m]× [m] is m2 −OPT, we can see that

all such edges are satisfied by this assignment.

Then, we can run the QPTAS algorithm (Theorem 17.30) on FA and obtain

an assignment that at most OPT− ϵ|E| constraints are unsatisfied, which means the

number of different entries between M and ÛV̂ is at most OPT− ϵm2.

The alphabet size of FA is
(
r
k

)
. The reduction time is O(m2rk) and the 2-CSP

solving time is (mrk)O(ϵ−1 log(rk)) by Theorem 17.30 since the density of a complete

bipartite graph is δ = 1
2
. The theorem is then proved.

Remark 17.3. We briefly compare this to the guarantee of [KPRW19], who obtained

a

2O(r2 log r) poly(m)
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constant-factor approximation algorithm. By introducing a sparsity constraint on

the rows of U,V through our new parameter k, we circumvent the exponential de-

pendence on r, at the cost of running in time quasipolynomial in m. In particular,

our guarantee dominates when the rank parameter r is at least roughly Ω̃(
√
logm),

though strictly speaking our guarantee is incomparable because we aim for an additive

approximation and only measure error in L0 rather than Frobenius norm.

A similar reduction can be used to prove a worst-case guarantee for SSBMF,

stated informally in Theorem 17.5.

Theorem 17.32 (Formal version of Theorem 17.5). Given m, k, r ≥ 0 and a sym-

metric m×m matrix M as the input of a (worst-case) instance of SSBMF. Let OPT

be the optimal value of the problem, i.e., OPT := minW ∥M−WW⊤∥0, where W is

a row k-sparse matrix in {0, 1}m×r. For any accuracy ϵ ∈ (0, 1), there is an algorithm

running in time

mO(ϵ−1k log r)rO(ϵ−1k2 log r)

which finds a row k-sparse matrix Ŵ satisfying

∥M− ŴŴ⊤∥0 ≤ OPT + ϵm2.

Proof. The construction of the 2-CSP instance FA is almost the same as in the proof

of Theorem 17.31, except that in this case, the underlying graph is a complete graph,

where the vertices V = [m] correspond to the rows of W. Then, each constraint C(u,v)

checks whether ⟨bu, bv⟩ = Mu,v. The correctness of the reduction follows exactly the

proof of Theorem 17.31 and we omit it here. The density of FA in this case is 1, and

hence the running time of the algorithm is (mrk)O(ϵ−1 log(rk)).

17.6.3 Extension to the Boolean semiring

A direct corollary of Theorem 17.32 is that the sparse BMF over the Boolean

semiring can also be solved in quasi-polynomial time.

1130



Corollary 17.33. Given m, k, r ≥ 0 and a symmetric Boolean m×m matrix M. Let

OPT be the optimal value of the problem, i.e., OPT := minW ∥M−WW⊤∥0, where

W is a row k-sparse matrix in {0, 1}m×r and the matrix multiplication is over the

Boolean semiring, i.e., a + b is a ∨ b and a · b is a ∧ b. For any accuracy parameter

ϵ ∈ (0, 1), there exists an algorithm that runs in

mO(ϵ−1k log r)rO(ϵ−1k2 log r)

time and finds a row k-sparse matrix Ŵ satisfying

∥M− ŴŴ⊤∥0 ≤ OPT + ϵm2.

Proof. The construction can be easily adapted to the case when matrix multiplication

is over the Boolean semiring, where a+ b becomes a ∨ b and a · b becomes a ∧ b. We

can just modify the constraints of the 2-CSP instance in the reduction and it is easy

to see that the algorithm still works.

Remark 17.4. Factorizing Boolean matrices with Boolean arithmetic is equivalent to

the bipartite clique cover problem. It was proved by [CIK17] that the time complexity

lower bound for the exact version of this problem is 22
Ω(r) . Since the approximation

error is ϵm2, when ϵ < 1
m2 , the output of our algorithm is the exact solution. Further,

if we do not have the row sparsity condition, i.e., k = r, then the time complexity

becomes

2O(m2(logm)·r2 log r).

In the realm of parameterized complexity (see for example [CFK+15]), due to the

kernelization in [FMPS09], we may assume m ≤ 2r and the running time of our

algorithm is 2Õ(22r·r3), which matches the lower bound of this problem.
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Chapter 18: Copyright Protection in the Quantum
Era

18.1 Introduction

In the past decade, deep learning has achieved remarkable success across various

domains. However, the rapidly increasing size of models has presented a challenge

as training them without a GPU cluster has become nearly impossible. Moreover,

newer large language models like GPT-4 require substantial computational resources

just for doing inference. Consequently, there are two main approaches to accessing

these deep learning models.

The first approach (which is widely used) involves AI companies deploying

their models on the cloud, allowing clients to use them remotely. While this method

provides convenience, it raises concerns regarding data exchange between servers and

clients, potentially compromising privacy.

The second approach is for AI companies to directly send the models to clients

with sufficient computational resources, enabling all computations to be performed

locally. However, it raises a silent question:

how can AI companies prevent clients from copying the models and distributing them

to unauthorized users?

This question motivates the study of copy-protection in cryptography, which

seeks for protocols to distribute deep learning models (or general programs) to clients

and safeguarding against unauthorized copying and distribution. Nonetheless, most

classical approaches are heuristic in nature, as it is inherently impossible to prevent

a malicious user from copying the code of a program.

Quantum copy-protection, proposed by Aaronson [Aar09], aims to use the

unclonability of quantum states to achieve programs that cannot be copied. That
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is, the program f is given as a quantum state |ψf⟩. |ψf⟩ allows for computing f on

arbitrary inputs; meanwhile, it is infeasible to copy the state |ψf⟩, or even convert |ψf⟩
into two arbitrary states that both allow for computing f . The quantum no-cloning

theorem shows that quantum states, in general, cannot be copied. Copy protection

takes this much further, augmenting the unclonable state with the ability to evaluate

programs.

Progress on quantum copy-protection has unfortunately been slow. On the

negative side, copy-protection for general programs is impossible. As explained by

Aaronson [Aar09], any learnable program—that is, a program whose description can

be learned from just its input/output behavior—cannot be copy-protected. Indeed,

given the (copy-protected) code for the program, an attacker can just query the code

on several inputs and learn the original program from the results. The attacker can

then copy the original program indefinitely. A more recent result of Ananth and La

Placa [AP20] shows, under certain computational assumptions, that certain contrived

unlearnable programs cannot be copy-protected.

On the positive side, Aaronson demonstrates a quantum oracle1 relative to

which copy-protection exists for any unlearnable program. Due to the negative result

above, this scheme cannot be instantiated in general. Worse, even for programs that

are not subject to the impossibility result, it remains unclear how even heuristically

to instantiate the scheme. Very recently, Ananth and La Placa [AP20] build a version

of copy-protection, which they call software leasing, which guarantees a sort of copy

detection mechanism. Unfortunately, their work explicitly allows copying the func-

tionality and only ensures that such copying can be detected. Also, their construction

only works for a certain class of “evasive” functions, which accept a hidden sparse set

of inputs. The work of Ben-David and Sattath [BDS16] and more recently Amos et

al. [AGKZ20] can be seen as copy-protecting specific cryptographic functionalities.

1That is, an oracle that implements a quantum operation.
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18.1.1 This work

In this chapter, we give new general results for copy-protection. Our two main

results are:

• Any unlearnable functionality can be copy-protected, relative to a classical or-

acle.

• Any functionality that can be watermarked in a certain sense, can be copy-

detected assuming just the existence of public-key quantum money.

Both of our results are very general, applying to a wide variety of learning and wa-

termarking settings, including settings where functionality preservation is not re-

quired. Along the way to obtaining our results, we give new definitions for security of

copy-protection (as well as copy-detection and watermarking), which provide stronger

guarantees.

Our first result improves Aaronson [Aar09] to use a classical oracle, which can

then heuristically be instantiated using candidate post-quantum obfuscation (e.g. [BGMZ18,

BDGM20]), resulting in a concrete candidate copy-protection scheme. Of course, the

impossibility of Ananth and La Placa [AP20] means the resulting scheme cannot be

secure in the standard model for arbitrary programs. Still, it can be conjectured to

be secure for programs not subject to the impossibility.

Our second result complements Ananth and La Placa [AP20]’s positive result

for copy-detecting certain evasive functions by copy-detecting arbitrary watermark-

able functions. For our purposes, watermarkable functions are those that can have

a publicly observable “mark” embedded into the program, such that it is infeasible

to remove the mark without destroying the functionality. We note that the results

(and techniques) are incomparable to [AP20]. First, watermarkable functions are

never evasive, so the class of functions considered are disjoint. Second, our security

guarantee is much stronger than theirs, which we discuss in Section 18.1.2.
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Taken together, we believe our results strongly suggest that watermarkable

functions may be copy-protectable. Concretely, the impossibility result of Ananth

and La Placa also applies to copy detection, and our second result shows that wa-

termarkable functions, therefore, circumvent the impossibility. Based on this, we

conjecture that our first result, when instantiated with candidate obfuscators, is a

secure copy-protection scheme for watermarkable functions. We leave proving or dis-

proving our conjecture as an interesting direction for future work.

As a consequence, our scheme offers a solution for copy-protecting deep learn-

ing models (relative to a classical oracle). The security provided by our quantum

copy-protection scheme guarantees that for a malicious user in the real-world (with

limited computational power), the only way to copying the model is to training it

from scratch! This presents a significant hurdle, particularly for large models, as the

cost associated with training from scratch is prohibitively high.

18.1.2 Technical overview

Definitional Work. We first investigate the definition of quantum copy-protection.

We find that existing definitions and other straightforward attempts have several

limitations. We therefore carefully develop a strong and general definition of copy-

protection to resolve these limitations. In particular, our definition captures attacks

where (1) the program is meaningfully copied even if the functionality is technically

different, and (2) the program is copied only with a small but detectable probability.

Consider the following attempt of defining quantum copy-protection: we say

an adversary successfully pirates a quantum program for computing a function f if

it outputs two quantum programs σ1, σ2, each of them able to compute f correctly

on a large fraction of inputs. Now consider applying this definition to the case where

f is a signing algorithm with a particular signing key hard-coded, and suppose there

are many valid signatures for each message. Consider a hypothetical adversary who

“splits” the program into two pieces, each computing valid signatures; but neither

1135



computing the same signature that f produces. Such programs are “good enough”

for forging signatures, and the ability to copy a signature-producing program in this

way would naturally be considered an attack. However, the usual notions of security

for copy-protection do not apply to such programs.

Another example is the copy-protection of public-key encryption. Let f be

a decrypting algorithm with a particular decryption key hard-coded. Suppose the

split two program pieces only work correctly on a sparse set: they can only decrypt

correctly on ciphertexts of m0,m1; for ciphertexts of other messages, the output is

arbitrary. This splitting attack does not violate the security notion either since both

functions produced by the adversary differ from the original program on most inputs.

But again, such programs are “good enough” for breaking the semantic security of the

encryption scheme, and therefore would reasonably count as an attack.

Similar definitional issues are discussed in the context of watermarking [GKM+19]

but have not been explored in the setting of copy-protection. Inspired by the water-

marking case, our solution is to define “compute f correctly” by a general relation.

The relation takes some random coins r, the function f (with some additional informa-

tion about f hard-coded in the circuit); it samples an input and runs the (quantum)

program on that classical input; finally, it checks the output of the quantum program,

testing (in superposition) if the output z together with f, r is in the relation. As an

example, if f is a signing circuit (with the signing key hard-coded), the relation is

defined as: use random coins r to generate a random message m, run the quantum

program on m and test in superposition if it is a valid signature, by applying the

verification algorithm Ver(vk,m, · ; r).

Therefore, we propose a general definition that can capture a broader class of

attacks, especially in the context of cryptographic functionalities.

Unfortunately, another uniquely quantum issue arises when trying to formulate

a definition. We intuitively want to consider a program to be a valid copy if it
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computes f correctly on a non-trivial fraction of the domain. Unfortunately, there is

no physical way to actually test if a program represented as a quantum state satisfies

the property when an algorithm only receives a single copy of the program, especially

in game-based security definitions.

Generally, any attempt at assigning a non-trivial property to quantum states

(e.g., “valid program” vs. “invalid program”) will be physically meaningless. Indeed,

given any valid program P1 and any invalid program P2 (regardless of the meaning

of “valid”), what is the uniform superposition |P1⟩ + |P2⟩ of the two programs? Is it

valid or invalid? Regardless of which, because the three programs are not orthogonal

quantum states, no measurement can determine all three states’ validity.

At a more operational level, the classical way to test for correctly computing

f is to evaluate the function on all points and report the fraction of inputs where the

program computed correctly. Alternatively, one can efficiently estimate the fraction of

inputs that are computed correctly by simply testing a polynomial number of random

points. Regardless, testing involves running the program on multiple points.

In the setting of quantum programs, however, the uncertainty principle implies

that the moment one tests the first input, the quantum program state is irreversibly

altered, potentially affecting the subsequent evaluations of the program. Thus, the

fraction of inputs computed correctly is ever-changing, and simply evaluating the

program on several points will not give a meaningful indication of the program’s

validity at any single point in time.

To illustrate further issues, consider the adversary which takes its quantum

program P and simply produces 1√
2
(|P ⟩ |D⟩ |0⟩ + |D⟩ |P ⟩ |1⟩) where D is a dummy

program that outputs junk. The two halves of this bipartite system each have prob-

ability 1/2 of outputting the right answer on a random input. And yet, this “attack”

is rather useless and should not be considered a break.

On the other hand, consider a hypothetical attacker which produces 1√
2
|P ⟩ |P ⟩+

1√
2
|D⟩ |D⟩. The two halves of this bipartite system each separately has probability
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1/2 of outputting the right answer on a random input. However, if we measure both

halves, there is a 1/2 chance of obtaining two copies of P , which each answers correctly

with probability 1. Therefore, this attack should likely be considered a break.

Thus, we see that any characterization of program validity which just tests

the program on a random input cannot distinguish cases that should be considered

breaks from those that are not. On the other hand, if we test multiple random inputs,

we run into the problem that testing each input causes the program state to change,

meaning we may not get meaningful results.

Our solution will be to use recent ideas from Zhandry [Zha20], who considered

similar issues in the context of traitor tracing. At a high level, the issue above is that

we are trying to assign a property to a quantum state (whether the state is a good

program), but this property is non-physical and does not make sense for mixed or

entangled states. Instead, we want “a program is good” to be a measurement that

can be applied to the state. We would naturally also want the measurement to be

projective, so that if a program is once tested to be “good”, it will always be “good”.

Let M = (M0,M1) be binary positive operator-valued measures (POVMs)

that represents choosing random coins and testing if the quantum program computes

correctly with respect to the random coins. For a mixed quantum program state σ,

the probability the program evaluates correctly relative to this test is given as Tr[M0σ]

. Let M′ be the (inefficient) projective measurement {Pp}p∈[0,1], projecting onto the

eigenspaces of M0, where p ranges over the corresponding eigenvalues of M0
2 Zhandry

showed that the measurement below results in an equivalent POVM as M:

• Apply the projective measurement M′, and obtain p;

• Output 0 with probability p, and output 1 with probability 1− p.

2Since M0 +M1 is the identity, M1 shares the same eigenvectors, with eigenvalue 1− p.
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Intuitively, M′ will project a state to an eigenvector with eigenvalue p. The leftover

state computes correctly on p-fraction of all inputs.

Therefore, we say a quantum program σ is tested to be γ-good, if the measure-

ment M′ has outcome p ≥ γ. We say an adversary successfully pirates a quantum

program for computing f if the two programs are both tested to be γ-good with

non-negligible probability. We will show an efficient algorithm that approximates

the measurement. Thus, our new definition provides an operational game-based se-

curity definition that resolves all the issues we mentioned above. Besides, although

the definition may be laborious, this definition implies the previous definitions in

[Aar09, CMP20] and etc, and we find proving security with this definition is consid-

erably easier. Using similar ideas, we also define quantum unlearnability of programs

and quantum copy-detection.

Our Copy-Protection Scheme. We give a quantum copy-protection construction

for all unlearnable functions based on (1) classical oracles, and (2) subspace states,

or more abstractly, any tokenized signature scheme [BDS16].

Note the difference between classical and quantum oracles: a classical oracle is

a classical functionality that can be (superposition) queried in a black-box way, while a

quantum oracle is a quantum unitary operation used as a black-box. It is more feasible

to implement classical oracles heuristically considering existing candidates of (post-

quantum) obfuscations for classical circuits [BDGM20]. Therefore our construction

is a significant improvement from the result in [Aar09].

A tokenized signature generates a signature token |sig⟩ which we call a signing

token. A signer who gets one copy of the signing token can sign a single bit b of her

choice. Sign(b, |sig⟩) outputs a classical signature whose correctness guarantee is the

same as classical signatures: namely, verification will accept the result as a signature

on b. Importantly, the signing procedure is a unitary and will produce a superposition

of all valid signatures of b; to obtain a classical signature, a measurement to the state
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is necessary, leading to a collapse of the token state. Thus, a signature token |sig⟩ can

only be used to produce one classical signature of a single bit, and any attempt to

produce a classical signature of the other bit would fail. [BDS16] formalizes this idea

and constructs a tokenized signature scheme relative to a classical oracle (a subspace

membership oracle).

The high-level idea of our copy-protection scheme is that it requires an au-

thorized user to query an oracle twice on signatures of bits 0 and 1. Let f be the

function we want to copy-protect. Define the following classical circuits:

O1(x, sig) =

{
H(x) if Ver(vk, 0, sig) = 1

⊥ otherwise
,

O2(x, sig) =

{
f(x)⊕H(x) if Ver(vk, 1, sig) = 1

⊥ otherwise
.

Here H is a random function. The copy-protected program of f is a signature token

|sig⟩ and obfuscations of O1,O2, which we will heuristically treat as oracles to O1,O2.

We denote this program as (|sig⟩ ,O1,O2).

To obtain f(x), a user has to query on signatures of both bits and getH(x) and

H(x) ⊕ f(x). Note that even if one can only produce one of the classical signatures

with token |sig⟩, a user can still query both oracles O1,O2 multiple times. To obtain

H(x), a user can compute the superposition of all valid signatures of 0 by applying

a unitary and feed the quantum state together with x to O1. It then measures the

output register. The user never actually measures the signature. Because the output

register contains a unique output H(x), by Gentle Measurement Lemma [Aar04], it

can rewind the quantum state back to |sig⟩. Thus, our copy-protection scheme allows

a copy-protected program to be evaluated on multiple inputs multiple times.

We next show how to prove anti-piracy security. Let σ1, σ2 be two (potentially

entangled) program states pirated by an adversary, which makes oracle access to

both O1,O2 and breaks the anti-piracy security. Let O⊥ be an oracle that always

outputs ⊥. If σ1 never queries the oracle O2, we know the two programs (σ1,O1,O2)
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and (σ1,O1,O⊥) will have identical output distributions. Moreover, (σ1,O1,O⊥) can

be simulated even without querying f because O1 is simply a random oracle (on

valid inputs). Therefore, the program can be used to break the unlearnability of f .

Similarly, if σ2 never queries the oracle O1, the program (σ2,O⊥,O2) can be used to

break the unlearnability of f .

Since f is unlearnable, the above two cases can not happen. We show that un-

der this case, we can extract signatures of both 0 and 1. Intuitively, since (σ1,O1,O2)

makes queries to O2, we can run the program on random inputs and measure a random

query to O2, thereby extracting a signature of 1. Similarly, it holds for (σ2,O1,O2)

and one could extract a signature of 0. Unfortunately, this intuition does not quite

work since σ1 and σ2 are potentially entangled. It means there can be correlations

between the outcomes of the measurements producing the two signatures: perhaps,

if the measurement on (σ1,O1,O2) produces a valid signature on 1, then the mea-

surement on (σ2,O1,O2) is guaranteed to fail to produce a signature. We show by

a delicate argument that, in fact, adversaries cannot cheat using such correlations.

Intuitively, although σ1, σ2 are entangled, we show there exists an efficient measure-

ment: by applying this measurement to (σ1, σ2), with non-negligible probability, the

resulting programs (σ′1, σ
′
2) have the following properties:

• They are both “good” programs. Thus, we can extract a signature of 1 in σ′1.

• The resulting program σ′′2 after applying any measurement on σ′1 is still “good”.

Similarly, we can extract a signature of 0 in σ′′2 .

Note that the above argument does not directly work for the original programs

(σ1, σ2).

Our Copy-Detection Scheme. Inspired by [AP20], we propose a weaker defini-

tion called copy-detection, which has an additional checking procedure. A user can
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publicly verify a program’s validity by running this checking procedure. The secu-

rity guarantees that, given one copy of the program, no adversary can produce two

programs such that both programs pass the checking procedure and both are ‘func-

tionally correct’ (as in the copy-protection definition) — in other words, honest users

can always identify the pirate. Looking ahead, we note that copy-detection is similar

to secure software leasing (SSL, [AP20]), with the major differences are (1) the check-

ing procedure is public, (2) ‘functionally correct’ in the security of copy-detection is

average-case while that in the security of SSL is worst-case.

We construct a copy-detection scheme for any function family that can be

watermarked. A watermarking scheme roughly consists of the following procedure:

Mark takes a circuit and a message, and outputs a circuit embedded with that mark;

Extract takes a marked circuit and produces the embedded mark. A watermarking

scheme requires: (1) the watermarked circuit f̃ = Mark(f,m) should preserve its

intended functionality as f ; (2) any efficient adversary given a marked f̃ , can not

generate a new marked circuit with a different mark (or remove the mark) while

preserving its functionality. Watermarking primitives have been studied in previous

works, including [CHN+18, KW17, QWZ18, KW19, GKM+19].

Our construction also requires a public key quantum money scheme. It consists

two procedures: a generation procedure and a verification procedure. The generation

procedure outputs a quantum banknote |$⟩. Verification is public, takes a quantum

money banknote, and outputs either a (classical) serial number of that banknote or

⊥ indicating it is an invalid banknote. The security requires no efficient adversary

could use a quantum banknote |$⟩ to prepare two quantum banknotes |$1⟩ |$2⟩ such

that both banknotes pass the verification and their serial numbers are equal to that

of |$⟩. We note that this version of quantum money corresponds to a “mini-scheme”

as defined by [AC12].

The copy-detection scheme takes a function f , samples a banknote |$⟩ with

serial number s, lets f̃ ← Mark(f, s) and outputs a copy-detection program as (f̃ , |$⟩).
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To evaluate the function, it simply runs the classical program f̃ . To check a program

is valid, it extracts the serial number from the money state and compares it with the

mark of the program.

The security requires that no efficient adversary could produce f̃1, |$1⟩ and

f̃2, |$2⟩ such that two programs pass the check and both classical circuits preserve the

functionality. Let s be the serial number of |$⟩, sb be the serial number of |$b⟩ for

b = 1, 2. To pass the check, there are two possible cases:

• s1 = s2 = s. In this case, |$1⟩ |$2⟩ breaks the security of the quantum money

scheme because one successfully duplicates a banknote with the same serial

number.

• At least one of sb ̸= s. Because the mark of f̃b is also equal to sb, one of f̃b breaks

the security of the watermarking scheme, as it preserves the functionality, while

having a different mark from s.

We show that the above construction and proof apply to a wide range of watermarking

primitives.

Copy-Protection in the Standard Model? The security of our copy-protection

scheme requires treating the obfuscated programs as oracles. While we prove security

for all unlearnable programs, we cannot expect such security to hold in the standard

model: as shown in [AP20], there are unlearnable functions that can not be copy-

protected or even copy-detected. On the other hand, watermarkable programs are a

natural class of programs that are necessarily immune to the style of counter-example

of Barak et al. [BGI+01], on which the copy-protection impossibility is based. Namely,

the counter-example works by giving programs that are unlearnable, but such that

having any (even approximate [BP15]) code for the program lets you recover the

original program. Such programs cannot be watermarkable, as the adversary can

always recover the original program from the (supposedly) watermarked program.
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Thus, we broadly conjecture that all watermarkable functions can be copy-

protected. Our copy-detection result gives some evidence that this may be feasible.

Concretely, we conjecture that our copy-protection construction is secure for any

watermarkable program when the oracles are instantiated with post-quantum obfus-

cation constructions. We leave justifying either the broad or concrete conjectures as

fascinating open questions.

18.1.3 Other related works

Quantum Copy Protection Quantum copy-protection was proposed by Aaronson

in [Aar09]; this paper gave two candidate schemes for copy-protecting point functions

without security proofs and showed that any functions that are not quantum learnable

could be quantum copy-protected relative to a quantum oracle (an oracle which could

perform an arbitrary unitary).

[AP20] gave a conditional impossibility of general copy-protection: they con-

struct a quantum unlearnable circuit using the quantum FHE scheme and compute-

and-compare obfuscation [WZ17, GKW17], which is not copy-protectable once a QPT

adversary has non-black-box access to the program. [AP20] also gave a new defini-

tion that is weaker than the standard copy-protection security, called Secure Software

Leasing (SSL) and an SSL construction for a subclass of evasive functions, namely,

searchable compute-and-compare circuits.

[BL19] and [GZ20] introduced two new notions respectively, unclonable en-

cryption/ decryption schemes; [CMP20] gave a construction for copy-protecting point

functions in the quantum random oracle model with techniques inspired by [BL19] and

the construction can be extended to copy-protecting compute-and-compare circuits.

[BJL+21] then constructed information-theoretic SSL for point functions.

Quantum Money Quantum money was first proposed by Wiesner in around 1970;

[Wie83] gave the first private-key quantum money scheme based on conjugate cod-
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ing. Aaronson [Aar09] gave a first public-key quantum money scheme. The explicit

scheme was broken by Lutomirski et al. [LAF+09]. Later, [AC12] proposed a secure

public-key quantum money scheme relative to a classical oracle. Zhandry [Zha19]

put forward an even stronger notion, quantum lightning; [Zha19] also instantiated

the quantum money scheme of [AC12] with post-quantum indistinguishability ob-

fuscation. Other public-key quantum money schemes include [Kan18, FGH+12] and

private-key quantum money scheme from [JLS18]. One other variant is classically

verifiable quantum money [Gav12, RS19].

One-time Programs and One-time Memory Another idea of copy-protecting

softwares is through one-time program, introduced in [GKR08]. One-time programs

can be executed on only one single input and nothing other than the result of this

computation is leaked. Quantum one-time programs are further studied in [BGS13]

and [LSZ20].

18.1.4 Concurrent and independent work

Very recently, [KNY20] presents a secure software leasing for a subclass of

evasive functions and PRFs, using watermarking and two-tier quantum-lightning,

which can be built from the LWE assumption. Their main observation is that the full

power of public-key quantum money is not needed in the verification of SSL, and they

introduce a new primitive in between public-key and private-key quantum money,

which they call two-tier quantum lightning. While their construction can be built

from LWE alone, our construction aims at a more generalized definition in terms of

successful piracy and functionality-preserving; our copy detection construction also

works for a broader class of cryptographic functionalities such as encryption and

signature.

1145



18.2 Preliminaries

We denote by λ the security parameter, and when inputted into an algorithm,

λ will be represented in unary. We say a function ϵ(x) is negligible if for all inverse

polynomials 1/p(x), ϵ(x) < 1/p(x) for all large enough x. We denote a negligible

function by negl(x). We use QPT to denote quantum polynomial time.

18.2.1 Quantum computation

We give some basic definitions of quantum computation and quantum infor-

mation in Appendix B.

Definition 18.1 (Trace distance). Let ρ, σ ∈ C2n×2n be the density matrices of two

quantum states. The trace distance between ρ and σ is

∥ρ− σ∥tr :=
1

2

√
Tr[(ρ− σ)†(ρ− σ)],

Here, we only state a key lemma for our construction: the Gentle Measurement

Lemma proposed by Aaronson [Aar04], which gives a way to perform measurements

without destroying the state.

Lemma 18.1 (Gentle Measurement Lemma [Aar04]). Suppose a measurement on

a mixed state ρ yields a particular outcome with probability 1 − ϵ. Then after the

measurement, one can recover a state ρ̃ such that ∥ρ̃− ρ∥tr ≤
√
ϵ. Here ∥·∥tr is the

trace distance (defined in Definition 18.1).

18.2.2 Quantum oracle algorithm

We consider the quantum query model in this chapter, which gives quantum

circuits access to some oracles.

Definition 18.2 (Classical Oracle). A classical oracle O on input query x is a uni-

tary transformation of the form Uf |x, y, z⟩ → |x, y + f(x), z⟩ for classical function

f : {0, 1}n → {0, 1}m. Note that a classical oracle can be queried in quantum super-

position.
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In the rest of the chapter, we refer to the word “oracle” as “classical oracle”.

A quantum oracle algorithm with oracle access to O is a sequence of unitary Ui and

oracle access to O (or Uf ). Thus, the query complexity of a quantum oracle algorithm

is defined as the number of O access.

In the analysis of the security of the copy-protection scheme in Section 18.5.2,

we will use the following theorem from [BBBV97] to bound the change in adversary’s

state when we change the oracle’s input-output behavior at places where the adversary

hardly ever queries on.

Theorem 18.2 ([BBBV97]). Let |ϕi⟩ be the superposition of quantum Turing machine

M with oracle O on input x at time i. Define Wy(|ϕi⟩) to be the sum of squared

magnitudes in |ϕi⟩ of configurations of M which are querying the oracle on string

y. For ϵ > 0, let F ⊆ [0, T − 1] × Σ∗ be the set of time-string pairs such that
∑

(i,y)∈F Wy(|ϕi⟩) ≤ ϵ2/T .

Now suppose the answer to each query (i, y) ∈ F is modified to some arbitrary

fixed ai,y (these answers need not be consistent with an oracle). Let |ϕ′i⟩ be the su-

perposition of M on input x at time i with oracle O modified as stated above. Then

∥|ϕT ⟩ − |ϕ′T ⟩∥tr ≤ ϵ.

18.2.3 Direct-product problem and quantum signature tokens

In this section, we will define direct-product problems, which are key compo-

nents of the quantum signature token scheme by Ben-David and Sattath [BDS16] and

also our quantum copy-protection scheme.

Definition 18.3 (Dual Subspace). Given a subspace S of a vector space V , let S⊥

be the orthogonal complement of S: the set of y ∈ V such that x ·y = 0 for all x ∈ S.

It is not hard to show: S⊥ is also a subspace of V ; (S⊥)⊥ = S.

Definition 18.4 (Subspace Membership Oracles). A subspace membership oracle for

a subspace A ⊆ Fn, denoted as UA, on input vector v, will output 1 if v ∈ A, v ̸= 0

and output 0 otherwise.
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Definition 18.5 (Subspace State). For a subspace A ⊆ Fn, the state |A⟩ is defined

as 1√
|A|

∑
v∈A |v⟩, which is a uniform superposition of all vectors in A.

Direct-Product Problem Our construction relies on the following problem called

the “Direct-Product Problem" in [AC12]: for any QPT adversary A, given one copy

of |A⟩ and oracle access to UA, UA⊥ , the problem is to finds two non-zero vectors such

that u ∈ A and v ∈ A⊥.

Ben-David and Sattath [BDS16] proved the hardness of the direct-product

problem for the construction of quantum signature tokens. More precisely, a signature

token is a subspace state |A⟩ in their construction. All vectors in A\{0} are signatures

for bit 0 and all vectors in A⊥\{0} are signatures for bit 1. Therefore, to generate valid

signatures for both 0 and 1, it is required to solve the “Direct-Product Problem". We

believe that our copy-protection scheme works for general signature token schemes.

To keep the statements and proofs simple, we focus on the construction in [BDS16].

Theorem 18.3 ([BDS16]). Let ϵ > 0 be such that 1/ϵ = o(2n/2). Let A be a random

subspace Fn, and dim(A) = n/2. Given one copy of |A⟩ and access to both subspace

membership oracles of UA and UA⊥, an adversary needs Ω(
√
ϵ2n/4) queries to output

a pair of non-zero vectors (u, v) such that u ∈ A and v ∈ A⊥ with probability at least

ϵ.

We will refer to the direct-product problem as a security game, which is defined

as follows:

Definition 18.6 (Direct-Product Game). A direct-product game consists of the fol-

lowing steps:

Setup Phase: the challenger takes in a security parameter λ, samples a random

λ/2-dimensional subspace A from Fλ; then prepares the membership oracle UA
for A, UA⊥ for the dual subspace A⊥ and a quantum state |A⟩.
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Query Phase: the challenger sends |A⟩ to the adversary; the adversary can query

UA, UA⊥ for polynomially many times.

Output Phase: the adversary outputs two vectors (u, v).

The challenger checks if u ∈ A \ {0}, v ∈ A⊥ \ {0}. If this is satisfied, then the

adversary wins the game.

Theorem 18.3 shows that for any QPT adversary, the winning probability of

the direct-product game is negligible.

18.2.4 Testing quantum programs: measurement implementation

In classical cryptographic security games, the challenger typically gets some

information from the adversary and checks if this information satisfies certain prop-

erties.

However, in the quantum world, when a challenger tries to decide if a quantum

adversary has produced a state with certain properties, especially in the context of

security games for properties related to unclonability, classical definitions of “testing

properties” may result in various failures as discussed in [Zha20]. Such an issue has

also been discussed in the introduction.

To deal with this issue, [Zha20] formalized a measurement procedure for testing

an adversary’s state. This is best understood with an example.

Consider a security game where the adversary needs to produce a state that

can decrypt a challenge ciphertext. First, the challenger’s behavior is abstracted into

the following:

• Encrypt a random message bit m to get c using randomness rand, note that

randomness rand is used to sample m and random coins for encryption;

• Run the adversary’s state on the resulting ciphertext c;
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• Output 1 or 0 depending on whether the adversary’s state correctly decrypts or

not.

Fixing the ciphertext c, the procedure of outputting 1 or 0 depending on

whether the adversary’s state correctly decrypts c can be described as a projective

measurement Pm,c = (Pm,c, Qm,c) where Pm,c corresponds to output 1, Qm,c corre-

sponds to output 0 and (Pm,c, Qm,c) can be efficiently implemented given subscript

m, c. The challenger uses m, c as a control to decide which projective measurement

to be applied to the state.

More generally, let R be the set of randomness, I be the control set (similar

to the role of m, c in the above example). Let D be a function from R to I. For a

uniform randomness rand, D(rand) defines a distribution over I. Therefore we will use

the word “distribution” for D in the rest of the discussion. For every control (or index)

i ∈ I, we have a projective measurement Pi = (Pi, Qi). Let P = {Pi = (Pi, Qi)} be

a collection of binary projective measurements. We define a mixture of projective

measurement PD as follows.

Definition 18.7 (Mixture of Projective Measurement PD). For P = {Pi, Qi}i∈I and

D : R→ I, a mixture of projective measurement PD = (PD, QD) is a POVM defined

as the following:

PD =
∑

i∈I

Pr[i← D(R)]Pi, QD =
∑

i∈I

Pr[i← D(R)]Qi,

where R is a uniform random variable in R.

In other words, PD is implemented in the following way: sample randomness

rand ← R, compute index/control i ← D(rand) and apply projective measurement

Pi = (Pi, Qi).

Thus, for any quantum state ρ, Tr[PDρ] is the probability that a random

sampled projective measurement Pi = (Pi, Qi) (according to the distribution D)

applies on ρ and outputs 1.
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Definition 18.8 (Projective Implementation). Let P = (P,Q) be a binary outcome

POVM. Let D be a finite set of distributions (p, 1 − p) over outcomes {0, 1}. Let

E = {Ep}(p,1−p)∈D be a projective measurement with index set D. Consider the

following measurement experiment:

• Measure under the projective measurement E and obtain a distribution (p, 1−p)
over {0, 1};

• Output a bit according to the distribution: output 1 with probability p and

output 0 with probability 1− p.

We say the measurement E is a projective implementation of P if the above experiment

and P produce identical outcomes on any quantum states. We denote E by ProjImp(P).

Note that if the collapsed state is an eigenvector of P corresponding to eigen-

value p, then it is also an eigenvector of Q corresponding to eigenvalue 1− p.

Lemma 18.4 (A variation of Lemma 1 in [Zha20]). Any binary outcome POVM

P = (P,Q) has a unique projective measurement ProjImp(P).

In this chapter, we propose the following new definition corresponding to

ProjImp.

Definition 18.9 (Threshold Implementation). A threshold implementation with pa-

rameter γ of a binary POVM P = (P,Q) is a variant of projective implementation

ProjImp(P), denoted as (TIγ(P), I− TIγ(P)):

• Measure under the projective measurement E (ProjImp(P)) and obtain a distri-

bution (p, 1− p) over {0, 1};

• Output a bit according to the distribution (p, 1 − p): output 1 if p ≥ γ, or 0

otherwise.
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Remark 18.1. For any quantum state ρ, the threshold implementation outputs 1 with

probability Tr[TIγ(P)ρ], and 0 with probability 1− Tr[TIγ(P)ρ].

Remark 18.2. For a binary outcome measurement P = (P,Q), we usually say “per-

form measurement P on ρ” if P was performed on ρ. For example, if we say a

threshold implementation TI(PD) on a quantum state ρ outputs 1, we refer to apply

(TIγ(PD), I− TIγPD) on ρ and the outcome is 1.

18.2.4.1 Approximating Projective Implementation

Before describing the theorem of the approximation algorithm, we give two

definitions that characterize how good an approximation projective implementation

is, which were first introduced in [Zha20].

Definition 18.10 (Shift Distance). For two distributions D0, D1, the shift distance

with parameter ϵ is defined as ∆ϵ
Shift(D0, D1), which is the smallest quantity δ such

that for all x ∈ R:

Pr[D0 ≤ x] ≤ Pr[D1 ≤ x+ ϵ] + δ,

Pr[D1 ≤ x] ≤ Pr[D0 ≤ x+ ϵ] + δ.

For two real-valued measurements M and N over the same quantum system,

the shift distance between M and N with parameter ϵ is defined as,

∆ϵ
Shift(M,N) := sup

|ψ⟩
∆ϵ

Shift (M(|ψ⟩),N(|ψ⟩)) .

Definition 18.11 ((ϵ, δ)-Almost Projective). A real-valued quantum measurement

M is said to be (ϵ, δ)-almost projective if for all quantum state |ψ⟩, apply M twice in

a row to |ψ⟩, obtaining outcomes X and Y . Then we have Pr[|X − Y | ≤ ϵ] ≥ 1− δ.

The following theorem gives a way to approximate any projective implemen-

tation:

1152



Theorem 18.5 (Theorem 2 in [Zha20]). Let D be any probability distribution over

some control set I and P be a collection of projective measurements. For any 0 <

ϵ, δ < 1, there exists an algorithm of measurement APIϵ,δP,D that satisfies the followings:

• ∆ϵ
Shift(API

ϵ,δ
P,D,ProjImp(PD)) ≤ δ.

• APIϵ,δP,D is (ϵ, δ)-almost projective.

• The expected running time of APIϵ,δP,D is TP,D · poly(1/ϵ, log(1/δ)) where TP,D is

the combined running time of D, the procedure mapping i to (Pi, Qi) and the

run-time of measurement (Pi, Qi).

18.3 Learning Game Definitions

In this section, we define unlearnability, copy-protection, copy-detection, and

watermarking with respect to a function family and a testing distribution.

We assume a function f is sampled uniformly at random from a function family

Fλ. To test the correctness of a quantum program (for computing f), it samples an

input x from a testing distribution Dλ, runs the quantum program on x, and checks

if the output is f(x).

We will give the generalized definitions (for unlearnability, copy-protection,

copy-detection, and watermarking) in Appendix G.3, which allow for more general

sampling procedures and functionality testing. Since our constructions naturally ex-

tend to these settings, we leave all the discussions about definitions and proofs in the

appendix.

Definition 18.12 (Quantum Program with Classical Inputs and Outputs). A quan-

tum program with classical inputs is a pair of quantum state ρ and unitaries {Ux}x∈[N ]

(where [N ] is the domain), such that the state of the program evaluated on input x is

equal to UxρU †x. To obtain an output, it measures the first register of UxρU †x. More-

over, {Ux}x∈[N ] has a compact classical description which means “applying Ux” can

be efficiently computed given x.
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Notation-wise, the input and output space N,M are functions of λ.

18.3.1 Unlearnability

First, we define γ-goodness testing with respect to a fixed function f and a

testing distribution D (over inputs).

Definition 18.13 (γ-Goodness Test with respect to f,D). Let (ρ, {Ux}x∈[N ]) be a

quantum program for computing a classical function f : [N ] → [M ]. Let D be a

testing distribution over the input space [N ].

• Define Px = (Px, Qx) be the following projective measurement:

– On input x, it runs Ux on the quantum state ρ;

– It measures whether the output register is equal to f(x); output 1 if yes,

and 0 otherwise.

Let P = {Px} be a collection of projective measurements.

• D is the distribution that samples an input: given randomness rand, output

x = D(rand).

• Let PD = (PD, QD) be the mixture of projective measurement defined in Defi-

nition 18.7.

• We say a quantum program is tested γ-good with respect to f,D, if the thresh-

old implementation TIγ(PD) outputs 1.

We then define a learning game for a function family F and a set of testing

distribution D. Note that we assume for a fixed security parameter λ, f is drawn

uniformly at random from Fλ and the testing distribution Df is efficiently sampleable

given the description f .
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Definition 18.14 (Learning Game for F,D). A learning game for a function family

F = {Fλ : [N ] → [M ]}, a distribution family D = {Df}, a threshold γ ∈ (0, 1), and

an adversary A is denoted as LearningGameAF,D,γ(1
λ), which consists of the following

steps:

1. Sampling Phase: At the beginning of the game, the challenger takes a security

parameter λ and samples a function f ← Fλ uniformly at random;

2. Query Phase: A then gets oracle access to f ;

3. Output Phase: Finally, A outputs a quantum program (ρ, {Ux}x∈[N ]).

The game outputs 1 if and only if the program is tested γ-good with respect to f,Df .

Definition 18.15 (Quantum Unlearnability of F with Testing Distribution D). A

family of functions F with respect to D is called γ quantum unlearnable if for any

QPT adversary A, there exists a negligible function negl(·) such that the following

holds for all λ:

Pr
[
b = 1, b← LearningGameAF,D,γ(1

λ)
]
≤ negl(λ)

18.3.2 Copy-protection

Definition 18.16 (Quantum Copy-Protection). A quantum copy-protection scheme

for F,D consists of the following procedures:

Setup(1λ) → sk: the setup algorithm takes in a security parameter λ in unary and

generates a secret key sk.

Generate(sk, f) → (ρf , {Uf,x}x∈[N ]): on input f ∈ Fλ and secret key sk, the vendor

generates a quantum program (ρf , {Uf,x}x∈[N ]).

Compute(ρf , {Uf,x}x∈[N ], x)→ y: given a quantum program, a user can compute the

function f(x) on input x by applying Uf,x on ρf and measuring the first register

of the state.
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Efficiency: Setup, Compute and Generate should run in poly(λ) time.

Correctness: There exists a negligible function negl(·) such that: all λ ∈ N, every

f ∈ Fλ, all sk ← Setup(1λ), all (ρf , {Uf,x}x∈[N ]) ← Generate(sk, f), for all

x ∈ [N ], apply Uf,x on ρf and measure the first register, with probability at

least 1− negl(λ), the output is a fixed value zf,x; moreover, zf,x = f(x).

Security: The γ-anti-piracy security defined below.

Note that correctness ensures that the copy-protected program can be evaluated poly-

nomially many times.

Definition 18.17 (γ-Anti-Piracy Security Game). An anti-piracy security game for

F,D and adversary A is denoted as CopyProtectionGameAF,D,γ(1
λ), which consists of

the following steps:

1. Setup Phase: At the beginning of the game, the challenger takes a security

parameter λ and obtains a secret key sk← Setup(1λ).

2. Sampling Phase: A function f is sampled uniformly at random, f ← Fλ.

3. Query Phase: A makes a single query to the challenger and obtains a copy-

protection program for f : (ρf , {Uf,x}x∈[N ])← Generate(sk, f).

4. Output Phase: Finally, A outputs a (possibly mixed and entangled) state σ

over two registers R1, R2 and two sets of unitaries ({UR1,x}x, {UR2,x}x) They can

be viewed as programs P1 = (σ[R1], {UR1,x}x∈[N ]) and P2 = (σ[R2], {UR2,x}x∈[N ]).

The game outputs 1 if and only if both programs P1,P2 are tested to be γ-good with

respect to f,Df .

Definition 18.18 (γ-Anti-Piracy-Security). A copy-protection scheme for F and D

has γ-anti-piracy security, if for any QPT adversary A, there exists a negligible func-

tion negl(·) such that the following holds for all λ ∈ N:

Pr
[
b = 1, b← CopyProtectionGameAF,D,γ(1

λ)
]
≤ negl(λ) (18.1)
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18.3.3 Copy-detection

A copy-detection scheme is very similar to the copy-protection scheme, except

it has an additional procedure Check which applies a projective measurement and

checks if the quantum state is valid.

Definition 18.19 (Quantum Copy-Detection). A quantum copy-detection scheme

for F,D consists of the following procedures:

Setup(1λ), Generate(sk, f) and Compute(ρf , {Uf,x}x∈[N ], x) are the same as those in

Definition 18.16, except Setup additionally samples a public key for Check.

Check(pk, ρf , {Uf,x}x∈[N ]) → b, ρ′: on input a quantum program, it applies a binary

projective measurement (P0, P1) on ρf that depends on {Uf,x}x∈[N ]; it outputs

the outcome b and the leftover state ρ′.

Correctness (Generate): The same as the security of Definition 18.16.

Correctness (Check): For every efficient A, there exists a negligible function negl(·)
such that, all λ ∈ N, (pk, sk)← Setup(1λ), every f ∈ Fλ, all (ρf , {Uf,x}x∈[N ])←
Generate(sk, f), Check(pk, ρf , {Uf,x}x∈[N ]) outputs 1 with probability at least

1− negl(λ).

Security: The γ-copy-detection security defined below.

Definition 18.20 (γ-Copy-Detection Security Game). A copy-detection security

game for F,D and adversary A is denoted as CopyDetectionGameAF,D,γ(1
λ), which

consists of the following steps:

1. Setup Phase: At the beginning of the game, the challenger takes a security

parameter λ and obtains keys (pk, sk)← Setup(1λ).

2. Sampling Phase: A function f is sampled uniformly at random, f ← Fλ.
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3. Query Phase: A makes a single query to the challenger and obtains a quantum

program for f : (ρf , {Uf,x}x∈[N ])← Generate(sk, f).

4. Output Phase: Finally, A outputs a (possibly mixed and entangled) state σ

over two registers R1, R2 and two sets of unitaries ({UR1,x}x, {UR2,x}x) They can

be viewed as programs P1 = (σ[R1], {UR1,x}x∈[N ]) and P2 = (σ[R2], {UR2,x}x∈[N ]).

The game outputs 1 if and only if

• Apply Check on Pi respectively and both outcomes are 1. Let P ′i be the collapsed

program conditioned on outcomes are 1.

• Both programs P′1,P
′
2 are tested γ-good with respect to f,Df .

Definition 18.21 (γ-Copy-Detection-Security). A copy-detection scheme for F,D

has γ-copy-detection security, if for any QPT adversary A, there exists a negligible

function negl(·) such that the following holds for all λ ∈ N:

Pr
[
b = 1, b← CopyDetectionGameAF,D,γ(1

λ)
]
≤ negl(λ) (18.2)

18.3.4 Watermarking primitives with public extraction

In this section, we formalize watermarking. We will give the generalized nota-

tions in Appendix G.3.4.

Definition 18.22 (Watermarking Primitives for F,D). A watermarking scheme for

F,D consists of the following classical algorithms:

Setup(1λ): it takes as input a security parameter 1λ and outputs keys (xk,mk). xk

is the extracting key and mk is the marking key. We only consider the publicly

extractable watermarking schemes. Thus, xk is always public.

Mark(mk, f, τ): it takes a circuit f and a message τ ∈Mλ, outputs a marked circuit

f̃ .
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Extract(xk, f ′): it takes a circuit f ′ and outputs a message in {⊥} ∪Mλ.

It satisfies the following properties.

Definition 18.23 (Correctness of Mark (Functionality Preserving)). For for ev-

ery efficient algorithm A, there exists a negligible function negl, for all (xk,mk) ←
Setup(1λ), and every τ ∈Mλ, all λ,

Pr

[
f̃(x) = f(x) :

f←Fλ

f̃←Mark(mk,f,τ)
x←Df

]
≥ 1− negl(λ).

Definition 18.24 (Correctness of Extract). For every efficient algorithm A, there

exists a negligible function negl(·), for all (xk,mk) ← Setup(1λ), and every τ ∈ Mλ,

all λ,

Pr
[
τ ̸= Extract(xk, f̃) :

f←Fλ

f̃←Mark(mk,f,τ)

]
≤ negl(λ).

Definition 18.25 (γ-Unremovability with respect to F,D). Consider the following

game, denoted as WaterMarkingGameAF,D,γ:

1. Setup: The challenger samples (xk,mk)← Setup(1λ). A then gets xk.

2. Sampling Phase: A function f is sampled uniformly at random in Fλ.

3. Query Phase: A has classical access to Mark(mk, f, ·) at any time. Define Q

be the set of messages that A has queried on.

4. Output Phase: Finally, the algorithm outputs a circuit f ∗.

The adversary wins the game if and only if

Extract(xk, f ∗) ̸∈ Q ∧ Pr
x←Df

[f ∗(x) = f(x)] ≥ γ

We say a watermarking scheme has γ-unremovability with respect to F,D, if for all

QPT A, it wins the above game with negligible probability in λ.
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Remark 18.3. Here, we only consider a weaker security notion where a quantum

adversary only has classical oracle access in the query phase. We claim it is practical

and good enough in most of the settings since the watermarking key mk is only in

the hands of the challenger: whenever adversary queries Mark(mk, f, ·), the challenger

can always measure this query.

Remark 18.4. Watermarking primitives should also satisfy ‘meaningfulness’ property

[GKM+19] but since we do not use this property in our construction, we omit it here.

18.4 Approximating Threshold Implementation

By applying APIϵ,δP,D and checking if the outcome is greater than or smaller

than γ, we get an approximated threshold implementation ATIϵ,δP,D,γ. Here, we use

(ATIϵ,δP,D,γ, I− ATIϵ,δP,D,γ) to denote this binary POVM.

Theorem 18.5 gives the following theorem on approximating threshold imple-

mentation:

Theorem 18.6. For any ϵ, δ, γ,P, D, the algorithm of measurement ATIϵ,δP,D,γ that

satisfies the followings:

• For all quantum state ρ, Tr[ATIϵ,δP,D,γ−ϵ · ρ] ≥ Tr[TIγ(PD) · ρ]− δ.

• By symmetry, for all quantum state ρ, Tr[TIγ−ϵ(PD) · ρ] ≥ Tr[ATIϵ,δP,D,γ · ρ]− δ.

• For all quantum state ρ, let ρ′ be the collapsed state after applying ATIϵ,δP,D,γ on

ρ (conditioned on outcome 1). Then, Tr[TIγ−2ϵ(PD) · ρ′] ≥ 1− 2δ.

• The expected running time is the same as APIϵ,δP,D.

Intuitively the theorem says that if a quantum state ρ has weight p on eigen-

vectors with eigenvalues at least γ, the measurement ATIϵ,δP,D,γ−ϵ with probability at

least p − δ will produce a collapsed state which has weight 1 − 2δ on eigenvectors

with eigenvalues at least γ − 2ϵ. Also note that the running time is proportional to
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poly(1/ϵ, 1/(log δ)), which is a polynomial in λ as long as ϵ is any inverse polynomial

and δ is any inverse sub-exponential function. The proof of the above theorem is in

Appendix G.2.1.

We can also consider approximating the measurements on a bipartite (pos-

sibly entangled) quantum state. In this case, we will prove a similar statement as

Theorem 18.6.

Lemma 18.7. Let P1 and P2 be two collections of projective measurements and D1

and D2 be any probability distributions defined on the index set of P1 and P2 respec-

tively. For any 0 < ϵ, δ, γ < 1, the algorithms ATIϵ,δP1,D1,γ
and ATIϵ,δP2,D2,γ

satisfy the

followings:

• For any bipartite (possibly entangled, mixed) quantum state ρ ∈HL ⊗HR,

Tr
[(
ATIϵ,δP1,D1,γ−ϵ ⊗ ATIϵ,δP2,D2,γ−ϵ

)
ρ
]
≥ Tr

[(
TIγ(PD1)⊗ TIγ(PD2)

)
ρ
]
− 2δ.

• For any (possibly entangled, mixed) quantum state ρ, let ρ′ be the collapsed state

after applying ATIϵ,δP1,D1,γ
⊗ ATIϵ,δP2,D2,γ

on ρ (and normalized). Then,

Tr
[(
TIγ−2ϵ(PD1)⊗ TIγ−2ϵ(PD2)

)
ρ′
]
≥ 1− 4δ.

We defer the proof of the above Lemma to Appendix G.2.2.

18.5 Quantum Copy-Protection Scheme

Let λ be the security parameter. Let F = {Fλ}λ∈N be a class of circuits. We

assume F is quantum unlearnable with respect to D (see Definition 18.15) and can

be computed by polynomial-sized classical circuits. The construction for quantum

copy-protection of function class Fλ is defined in Fig. 18.1.

Note that this construction works for general quantum unlearnable function

families as well. By simply changing the notation in the proof to that in the general

quantum unlearnability case, we prove it for general quantum unlearnable function

families. More discussion will be given in the appendix.
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Setup(1λ)→ sk: The setup algorithm takes in security parameter 1λ.

• Pick a uniformly random subspace A ⊆ Fλ of dimension λ/2.

• Output sk = A, where A is described by a set of orthogonal basis
vectors.

Generate(sk, f ∈ Fλ): The Generate algorithm receives sk = A and a func-
tion f from Fλ.

• Prepare a subspace state on n qubits corresponding to A, |A⟩ =
1√
|A|

∑
v∈A |v⟩.

• Generate oracles UA, UA⊥ which compute subspace membership
functions for subspace A and its dual subspace A⊥ respectively.

• Generate oracles O1,O2 such that

O1(x, v) =

{
f(x)⊕ g(x) if v ∈ A and v ̸= 0,

⊥ otherwise.

O2(x, v) =

{
g(x) if v ∈ A⊥ and v ̸= 0,

⊥ otherwise.

where g is a uniformly random function, with the same input
and output length as f .

• Finally, the Generate algorithm outputs a quantum program(
ρ = |A⟩ ⟨A| , {Ux}x∈[N ]

)
, which describes the following proce-

dure:

– On input x, prepare the state |0⟩ ⟨0| ⊗ |x⟩ ⟨x| ⊗ ρ and make
an oracle query UA and measure the first register (output
register) to get y1; the remaining state is |x⟩ ⟨x| ⊗ ρ′.

– Apply QFT on the third register ρ′ to get ρ′′.
– Prepare the state |0⟩ ⟨0| ⊗ |x⟩ ⟨x| ⊗ ρ′′ and make an oracle

query UA⊥ and measure the first register to get y2.
– Output y1 ⊕ y2.

The description of {Ux}x∈[N ] requires the oracle of UA, UA⊥ (or the
VBB obfuscations).

Figure 18.1: Quantum copy-protection scheme.
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Oracle Heuristics In practice we use a quantum-secure PRF [Zha12] to implement

function g; and we use quantum-secure (classical) VBB obfuscation to implement

each of (O1,O2, UA, UA⊥). We can replace VBB obfuscation programs with oracles

that only allow black-box access by the security of VBB obfuscation; afterwards, we

can also replace PRF g with a real random function by the property of PRF. The

heuristic analysis is straightforward and we omit them here.

18.5.1 Correctness and efficiency

Correctness For the quantum program
(
ρ = |A⟩ ⟨A| , {Ux}x∈[N ]

)
produced by the

Generate algorithm, it performs the following computation:

1. Make an oracle query O1 on the state |0⟩ |x⟩ |A⟩, the resulting state is statisti-

cally close to |y1⟩ |x⟩ |A⟩. Note that |A⟩ with overwhelming probability 1−1/|A|
contains a non-zero vector in A. It measures y1, which is y1 = f(x)⊕ g(x).

2. It then prepares a state by applying QFT on the third register and the resulting

state is is statistically close to |0⟩ |x⟩
∣∣A⊥

〉
. It makes an oracle query O2 on the

state |0⟩ |x⟩
∣∣A⊥

〉
, the resulting state is statistically close to |y2⟩ |x⟩

∣∣A⊥
〉

where

y2 = g(x).

Therefore, with overwhelming probability, the output is y1 ⊕ y2 = f(x).

Efficiency In Generate algorithm, as shown in [AC12], given the basis of A, the

subspace state |A⟩ can be prepared in polynomial time using QFT. For the oracles

O1,O2, it only needs to check the membership of A and A⊥ and compute functions f

and g. f can be prepared in polynomial time by definition. As we discussed above, we

can prepare the function g as a PRF. Therefore, the oracles O1,O2 can be generated

in polynomial time. The Compute algorithm is clearly efficient.
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18.5.2 Anti-piracy security

We show that for a quantum unlearnable families of functions F with respect

to D defined in Definition 18.15, the quantum copy-protection scheme has anti-piracy

security against any quantum polynomial-time adversaries. More formally:

Theorem 18.8 (Main Theorem). Let F be a function families that is γ-quantum-

unlearnable with respect to distribution D (γ is a non-negligible function of λ). The

above copy-protection scheme for F,D has (γ(λ)−1/poly(λ))-anti-piracy security, for

all polynomial poly.

In order to describe the quantum query behavior of quantum programs made

to oracles, we give the following definitions and notations.

We recall that in Definition 18.13, a QPT adversary A in the anti-piracy se-

curity game CopyProtectionGameAF,D,γ(1
λ), will produce a state σ over registers R1, R2

and unitaries {UR1,x}x∈[N ], {UR2,x}x∈[N ], the challenger will then perform γ-goodness

test on σ using threshold implementations TIγ(PR1,f ) and TIγ(PR2,f ). For simplicity

we will describe the unitary ensembles {UR1,x}x∈[N ], {UR2,x}x∈[N ] as UR1 , UR2 and de-

scribe threshold implementations TIγ(PR1,f ), TIγ(PR2,f ) as TIR1,γ,TIR2,γ. Similarly, let

ATIR1,γ−ϵ and ATIR2,γ−ϵ denote the approximation threshold implementation ATIϵ,δR1,γ−ϵ

and ATIϵ,δR2,γ−ϵ respectively, for some inverse polynomial ϵ and inverse subexponential

function δ (in other words, log(1/δ) is polynomial in λ).

In this particular construction, A’s behavior can be described as follows: A

“splits" the copy-protection state ρ into two potentially entangled states σ[R1], σ[R2].

A prepares (σ[R1], UR1) with oracle access to (O1,O2) as pirate program P1; and

prepares (σ[R2], UR2) with oracle access (O1,O2) as pirate program P2. Therefore,

TIRb,γ and ATIRb,γ−ϵ both make oracle queries to O1,O2.

We can assume the joint state of R1, R2 has been purified and the overall state

is a pure state over register R1, R2, R3 where P1 has only access to R1 and P2 has

only access to R2.
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Quantum Query Weight Let σ be any quantum state of R1, R2, R3. We consider

the program P1. P1 has access to register R1 and oracle access to O = (O1,O2). We

denote |ϕi⟩ to be the overall state of registers R1, R2, R3 before P1 makes i-th query

to O1, when it applies ATIR1,γ−ϵ on σ[R1].

|ϕi⟩ =
∑

x,v,z

αx,v,z |x, v, z⟩ .

where (x, v) is the query to oracle O1 and z is working space of P1, the registers of

R2, R3. Note that when ATIR1,γ−ϵ is applied on σ[R1], it in fact applies some unitary

and eventually makes a measurement, during which the unitary makes queries to

oracles O1,O2. Therefore such a query weight is well-defined.

We denote by W1,A,i to be the sum of squared amplitudes in |ϕi⟩, which are

querying O1 on input (x, v) such that v ∈ A \ {0}:

W1,A,i =
∑

x,v,z:v∈A\{0}

|αx,v,z|2

Then we sum up all the squared amplitudes W1,A,i in all the queries made by

P1 to O1, where v ∈ A \ {0}. We denote this sum as W1,A =
∑

i∈[ℓ1]W1,A,i, where

ℓ1 = ℓ1(λ) is the number of queries made by P1 to O1.

Similarly, we write W1,A⊥ =
∑

i∈[ℓ2]W1,A⊥,i =
∑

i∈[ℓ2]
∑

x,v,z:v∈A⊥\{0} |αx,v,z|
2 to

be the sum of squared amplitudes in |ϕi⟩ where v ∈ A⊥ \ {0}, in the ℓ2 queries made

by P1 to O2.

Accordingly, for the other program P2 and threshold implementation ATIR2,γ−ϵ,

we denote these sums of squared amplitudes as W2,A =
∑

i∈[m1]
W2,A,i and W2,A⊥ =

∑
i∈[m2]

W2,A⊥,i, where m1,m2 are the number of queries made by P2 to oracles O1,O2

respectively.

Case One. Fixing a function f , let (σ, UR1 , UR2) be the two programs output by the

adversary which are both tested γ-good with respect to f,Df with some non-negligible

probability.
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Let O⊥ be an oracle that always outputs ⊥. We hope one of the following

events will happen:

1. The program (σ[R1], UR1) with oracle access to O1,O⊥ is tested (γ − 2ϵ)-good

with respect to f,Df , with non-negligible probability.

2. The program (σ[R2], UR2) with oracle access to O⊥,O2 is tested (γ − 2ϵ)-good

with respect to f,Df , with non-negligible probability.

Let ÃTIR1,γ−ϵ be the same as ATIR1,γ−ϵ except with oracle access to O1,O⊥ and

ÃTIR2,γ−ϵ be the same as ATIR2,γ−ϵ except with oracle access to O⊥,O2. Similarly, let

T̃IRb,γ−2ϵ be the same threshold implementation as TIRb,γ−2ϵ except with oracle access

to O1,O⊥ and O⊥,O2 respectively.

Since (σ[R1], UR1) and (σ[R2], UR2) are both γ-good with respect to f,Df with

non-negligible probability, for some non-negligible function β(·),

Tr[(TIR1,γ ⊗ TIR2,γ) · σ] ≥ β(λ)

From the property of the approximated threshold implementation (Lemma 18.7),

Tr[(ATIR1,γ−ϵ ⊗ ATIR2,γ−ϵ) · σ] ≥ β(λ)− 2δ

Thus, for any b ∈ {1, 2}, we have Tr[ATIRb,γ−ϵ ·σ[Rb]] ≥ β(λ)−2δ. Since δ is negligible,

both probabilities are still non-negligible.

We then define the following two events:

E1 : Let E1 be the event denotes Tr[ÃTIR1,γ−ϵ ·σ[R1]] is non-negligible. If E1 happens,

by Theorem 18.6,

Tr[T̃IR1,γ−2ϵ · σ[R1]] ≥ Tr[ÃTIR1,γ−ϵ · σ[R1]]− δ

which is still non-negligible. In other words, (σ[R1], UR1) with oracle access

to O1,O⊥ is tested (γ − 2ϵ)-good with respect to f,Df with non-negligible

probability.
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E2 : Similarly, define E2 as the program (σ[R2], UR2) with oracle access to O⊥,O2 is

(γ − 2ϵ)-good with respect to f,Df with non-negligible probability.

Case Two. Fixing a function f , let (σ, UR1 , UR2) be the two programs output by

the adversary which are both γ-good with respect to f,Df , with non-negligible prob-

ability.

If E1 ∨ E2 does not happen, we are in the case Ē1 ∧ Ē2. By definition, there

exist negligible functions negl1, negl2 such that

Tr[ÃTIR1,γ−ϵ · σ[R1]] ≤ negl1(λ) Tr[ÃTIR2,γ−ϵ · σ[R2]] ≤ negl2(λ)

We look at the following thought experiments:

1. We apply ATIR1,γ−ϵ ⊗ ATIR2,γ−ϵ on σ, by Lemma 18.7, there exists a non-

negligible function β(·) such that

Tr [(ATIR1,γ−ϵ ⊗ ATIR2,γ−ϵ) · σ] ≥ β(λ)− 2δ.

2. We apply ATIR1,γ−ϵ ⊗ ÃTIR2,γ−ϵ on σ. We have,

Tr
[
(ATIR1,γ−ϵ ⊗ ÃTIR2,γ−ϵ) · σ

]
≤ Tr

[
(I ⊗ ÃTIR2,γ−ϵ) · σ

]
≤ negl2(λ).

3. Note that in 1 and 2, the only difference is the oracle access: in 1, it has oracle

access to O1,O2; in 2, it has oracle access to O⊥,O2. Let σ′ be the state which

we apply (ATIR1,γ−ϵ⊗I) on σ and obtain a outcome 1, which happens with non-

negligible probability. Let W2,A be the query weight defined on the state σ′. We

know that W2,A can not be negligible otherwise by Theorem 18.2 (BBBV), the

probability difference in 1 and 2 can not be non-neglibile.

Define MR2 be the operator that measures a random query of ATIR2,γ−ϵ to O1

and the query (x, v) satisfies v ∈ A \ {0}. By the above discussion, there exists

a non-negligible function β1(·),

Tr [(ATIR1,γ−ϵ ⊗MR2) · σ] ≥ β1(λ).
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4. We apply ÃTIR1,γ−ϵ ⊗MR2 on σ. We have,

Tr
[
(ÃTIR1,γ−ϵ ⊗MR2) · σ

]
≤ Tr

[
(ÃTIR1,γ−ϵ ⊗ I) · σ

]
≤ negl1(λ).

5. By a similar argument of 3, let MR1 be the operator that measures a random

query of ATIR1,γ−ϵ to O2 and the query (x, v) satisfies v ∈ A⊥\{0}. There exists

a non-negligible function β2(·),

Tr [(MR1 ⊗MR2) · σ] ≥ β2(λ).

Thus, in the case, one can extract a pair of vectors (u, v) ∈ (A \ {0}) × (A⊥ \ {0})
with non-negligible probability. To conclude it, we have the following lemma,

Lemma 18.9. Fixing a function f , let (σ, UR1 , UR2) be the two programs output by the

adversary which are both γ-good with respect to f,Df , with non-negligible probability.

If E1 ∨ E2 does not happen, by randomly picking and measuring a query of ATIR1,γ−ϵ

to O2 and a query of ATIR2,γ−ϵ to O1, one can obtain a pair of vectors (u, v) ∈
(A \ {0})× (A⊥ \ {0}) with non-negligible probability.

Then we show a reduction to violate unlearnability in case of E1 or E2 and a

reduction to violate direct product hardness in case of Ē1∧ Ē2. We have the following

lemmas:

Lemma 18.10. Let Pr[E1] be the probability of E1 taken over all randomness of

CopyProtectionGameAF,D,γ(1
λ). If Pr[E1] is non-negligible, there exists an adversary A1

that wins LearningGameA1

F,D,γ−2ϵ(1
λ) with non-negligible probability.

Proof. The challenger in the copy-protection security game plays as the quantum

unlearnability adversary A1 for function f ← F, given only black-box access to f ;

we denote this black box as oracle Of , which on query |x, z⟩, answers the query with

|x, f(x) + z⟩.
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Next, we show that A1 can simulate the copy-protection security game for

A using the information given and uses A to quantumly learn f . A1 samples ran-

dom λ/2-dimensional subspace A over F and prepares the membership oracles (two

unitaries) UA, U⊥A as well as state |A⟩.

Using UA, U
⊥
A and given oracle access to f in the unlearnability game, A1

simulates the copy-protection oracles O1,O2 for A in the query phase of anti-piracy

game.

There is one subtlety in the proof: A1 needs to simulate the oracles in the anti-

piracy game slightly differently: A1 simulates the oracles with their functionalities

partially swapped:

O′1(x, v) =

{
g(x) if v ∈ A and v ̸= 0,

⊥ otherwise.

O′2(x, v) =

{
f(x)⊕ g(x) if v ∈ A⊥ and v ̸= 0,

⊥ otherwise.

That is, a random function g(x) is output when queried on u ∈ A\{0}, and f(x)⊕g(x)
is output when queried on u ∈ A⊥ \ {0}. The distributions of O1,O2 and O′1,O

′
2 are

identical. Note that g(x) can be simulated by a quantum secure PRF or a 2t-wise

independent hash function where t is the number of oracle queries made by A [Zha12].

In the output phase, A outputs (σ, UR1 , UR2) and sends to A1. A1 simply

outputs (σ[R1], UR1) with oracle access to O′1,O⊥. The program does not need access

to oracle f because O′1 is only about g(·) and O⊥ is a dummy oracle. If E1 happens,

the program is a (γ − 2ϵ)-good with non-negligible probability, by the definition of

E1. Because Pr[E1] is also non-negligible, A1 breaks (γ − 2ϵ)-quantum-unlearnability

of F,D.

Lemma 18.11. Let Pr[E2] be the probability of E2 taken over all randomness of

CopyProtectionGameAF,D,γ(1
λ). If Pr[E2] is non-negligible, there exists an adversary A2

that wins LearningGameA2

F,D,γ−2ϵ(1
λ) with non-negligible probability.
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Proof Sketch. The proof is almost identical to the proof for Lemma 18.11 except

oracles O1,O2 are simulated in the same way as that in the construction. O1(x, v)

outputs f(x) ⊕ g(x) if v ∈ A \ {0}, and otherwise outputs ⊥. Similarly, O2(x, v)

outputs g(x) if v ∈ A⊥ \ {0}, and otherwise outputs ⊥

As discussed above, if Pr[E1 ∨E2] is non-negligible, we can break the quantum

unlearnability. Otherwise, Pr[Ē1 ∧ Ē2] is overwhelming. We show that in the case,

one can use the adversary A to break the direct-product problem Theorem 18.3.

Lemma 18.12. Let Pr[Ē1 ∧ Ē2] be the probability taken over all randomness of the

game CopyProtectionGameAF,D,γ(1
λ). If Pr[Ē1 ∧ Ē2] is non-negligible, there exists an

adversary A3 that breaks the direct-product problem.

Proof. The challenger in the copy-protection security game plays as the adversary in

breaking direct-product problem, denoted as A3. In the reduction, A3 is given the

access to membership oracles UA, U⊥A and one copy of |A⟩.

Next, we show that A3 can simulate the anti-piracy security game for A using

the information given and uses A to obtain the two vectors. A3 samples f ← F,

and simulates a γ-anti-piracy game, specifically simulating the copy-protection oracle

O1,O2 for adversary A. In the output phase, A outputs (σ, UR1 , UR2).

A1 upon taking the output, it randomly picks and measures a query of ATIR1,γ−ϵ

to O2 and a query of ATIR2,γ−ϵ to O1, and obtain a pair of vectors (u, v). If Ē1∧Ē2 hap-

pens. By Lemma 18.9, (u, v) breaks the direct-product problem with non-negligible

probability. Since Pr[Ē1∧Ē2] is non-negligible, the overall probability is non-negligible.

Note that the proof does not naturally extend to q-collusion resistant anti-

piracy. We leave this as an interesting open problem.
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Setup(1λ): it runs WM.Setup(1λ) to get xk,mk, let sk = mk and pk = xk.

Generate(sk, f):

• it runs QM.Gen(1λ) to get a money state |$⟩ and a serial number
s (by applying QM.Ver to the banknote);

• let f̃ = WM.Mark(mk, f, s) which is classical;

• it outputs the quantum state ρf = (f̃ , |$⟩), and {Uf,x}x∈[N ];

• let {Uf,x}x∈[N ] describe the following unitary: on input a quan-
tum state ρ, treat the first register as a classical function g,
compute g(x) in superposition.

Check(pk, (ρf , {Uf,x}x∈[N ])):

• it parses and measures the first register, which is (f ′, |$′⟩);
• it checks if QM.Ver(|$′⟩) is valid and it gets the serial number s′;

• it then checks if s′ = WM.Extract(pk = xk, f ′);

• if all the checks pass, it outputs 1; otherwise, it outputs 0.

Figure 18.2: Quantum copy-detection scheme.

18.6 Quantum Copy-Detection
18.6.1 Construction

We construct a copy-detection scheme for a watermarkable function family F

with respect to an input distribution D. Let QM and WM be a public key quantum

money scheme (see Appendix G.1.1) and a publicly extractable watermarking scheme

for F,D, whose serial number space Sλ of QM is a subset of the message space Mλ

of WM. We construct a copy-detection scheme in Fig. 18.2. The general scheme and

full proofs are in Appendix G.5.
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18.6.2 Efficiency and correctness

First, for all λ ∈ N, all efficient A, every f ∈ Fλ, the copy-detection pro-

gram is (ρf , {Uf,x}x∈[N ]). We have Compute(ρf , {Uf,x}x∈[N ], x) = f̃(x), where f̃ =

WM.Mark(mk, f, s) for some serial number s. From the correctness of WM, it satisfies

the correctness of copy-detection.

The correctness of Check comes from the correctness of WM.Extract and unique

serial number property of QM. Check is a projection since QM.Ver is also a projec-

tion. Efficiency is straightforward.

18.6.3 Security

Theorem 18.13. Assume QM is a quantum money scheme and WM for F,D with

γ-unremovability, the above copy-detection scheme for F,D has γ-copy-detection-

security.

Proof. Let A be a QPT algorithm that tries to break the security of the copy-

detection scheme. Let (σ, UR1 , UR2) be the programs output by A which wins the

game CopyDetectionGameAF,D,γ. To win the game, the program (σ, UR1 , UR2) should

pass the following two tests:

1. Apply the projective measurement (defined by Check(pk, ·)) on both σ[R1] and

σ[R2], and both outcomes are 1.

2. Let σ′ be the state that passes step 1. Then both programs (σ′[R1], UR1),

(σ′[R2], UR2) are tested to be γ-good with non-negligible probability.

In our construction, Check first measures the program registers. The resulting

state is f̃1, f̃2, σ, where f̃1, f̃2 are supposed to be classical (marked) circuits that

computes f and σ are (possibly entangled) states that are supposed to be quantum

money for each of the program.
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Next, Check applies QM.Ver on both registers of σ and computes serial num-

bers. Define Sb be the random variable of QM.Ver applying on σ[Rb] representing the

serial number of ρb. Define S be the random variable of QM.Ver(|$⟩) representing the

serial number of the quantum money state in the Generate procedure.

Define E be the event that both WM.Extract(xk, f̃b) = Sb and at least one of

S1, S2 is not equal to S. Define E ′ be the event that both S1, S2 are equal to S and

both WM.Extract(xk, f̃b) = Sb. If f̃1, f̃2, σ passes the step 1, exactly one of E and E ′

happens.

In step 2, it simply tests if f̃1 and f̃2 are γ-good with respect to f,Df . Since

f̃1, f̃2 are classical circuits, it is equivalent to check whether they work correctly on

at least γ fraction of all inputs. If it passes step 2, we have for all b ∈ {1, 2},
Prx←Dλ

[f̃b(x) = f(x)] ≥ γ.

Therefore, the probability of A breaks the security game is indeed,

Pr
(f̃1,f̃2,σ)

[
∀b, Pr

x←Dλ

[f̃b(x) = f(x)] ≥ γ

]

= Pr
(f̃1,f̃2,σ)

[
(E ∨ E ′) ∧ ∀b, Pr

x←Dλ

[f̃b(x) = f(x)] ≥ γ

]

≤ Pr
(f̃1,f̃2,σ)

[
E ∧ ∀b, Pr

x←Dλ

[f̃b(x) = f(x)] ≥ γ

]
+ Pr

(f̃1,f̃2,σ)
[E ′]

Note that the probability is taken over the randomness of CopyDetectionGameAF,D,γ.

Next we are going to show both probabilities are negligible, otherwise we can break

the quantum money scheme or watermarking scheme.

Claim 18.14. Pr(f̃1,f̃2,σ)[E
′] ≤ negl(λ).

Proof. It corresponds to the security game of the quantum money scheme. Assume

Pr[E ′] is non-negligible, we can construct an adversary B for the quantum money

scheme with non-negligible advantage. Given a quantum money state |$⟩, the algo-

rithm B simulates the challenger for the copy-detection and can successfully ‘copy’ a

money state.
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Claim 18.15. Pr(f̃1,f̃2,σ)

[
E ∧ ∀b,Prx←Dλ

[f̃b(x) = f(x)] ≥ γ
]
≤ negl(λ).

Proof. It corresponds to the security game of the underlying watermarking scheme.

Since if E happens, at least one of the circuit has different mark than s and it satisfies

the correctness requirement.

Thus, the probability of A breaks the game is negligible.
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Part IV

Concentration and Discrepancy
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Chapter 19: Hyperbolic Polynomials I:
Concentration and Anti-Concentration

19.1 Introduction

The study of concentration of sums of independent random variables dates

back to Central Limit Theorems, and hence to de Moivre and Laplace, while modern

concentration bounds for sums of random variables were probably first established

by Bernstein [Ber24] in 1924. An extremely popular variant now known as Chernoff

bounds was introduced by Rubin and published by Chernoff [Che52] in 1952.

Hyperbolic polynomials are real, multivariate homogeneous polynomials p(x) ∈
R[x1, . . . , xn], and we say that p(x) is hyperbolic in direction e ∈ Rn if the uni-

variate polynomial p(te − x) = 0 for any x has only real roots as a function of t

(counting multiplicities). The study of hyperbolic polynomials was first proposed by

Gårding in [Går51] and has been extensively studied in the mathematics community

[Går59, Gül97, BGLS01, Ren06]. Some examples of hyperbolic polynomials are as

follows:

• Let h(x) = x1x2 · · ·xn. It is easy to see that h(x) is hyperbolic with respect to

any vector e ∈ Rn
+.

• Let X = (xi,j)
n
i,j=1 be a symmetric matrix where xi,j = xj,i for all 1 ≤ i, j ≤ n.

The determinant polynomial h(x) = det(X) is hyperbolic with respect to Ĩ, the

identity matrix I packed into a vector. Indeed, h(tĨ − x) = det(tI − X), the

characteristic polynomial of the symmetric matrix X, has only real roots by the

spectral theorem.

• Let h(x) = x21 − x22 − · · · − x2n. Then, h(x) is hyperbolic with respect to e =
[
1 0 · · · 0

]⊤.
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Figure 19.1: The function on the left is h(x, y, z) = z2 − x2 − y2, which is hyperbolic with
respect to e =

[
0 0 1

]⊤, since any line in this direction always has two intersections,
corresponding to the two real roots of h(−x,−y, t − z) = 0. The function on the right is
g(x, y, z) = z4 − x4 − y4, which is not hyperbolic with respect to e, since it only has 2
intersections but the degree is 4.

Inspired by the eigenvalues of matrix, we can define the hyperbolic eigenvalues of a

vector x as the real roots of t 7→ h(te− x), that is, λh,e(x) = (λ1(x), . . . , λd(x)) such

that h(te− x) = h(e)
∏d

i=1(t− λi(x)) (see Fact 19.5). In other words, the hyperbolic

eigenvalues of x are the zero points of the hyperbolic polynomial restricted to a real

line through x. In this chapter, we assume that h and e are fixed and we just write

λ(x) omitting the subscript. Furthermore, similar to the spectral norm of matrix, the

hyperbolic spectral norm of a vector x can be defined as

∥x∥h = max
i∈[d]
|λi(x)|. (19.1)

In this chapter, we study the concentration phenomenon of the roots of hy-

perbolic polynomials. More specifically, we consider the hyperbolic spectral norm

of the sum of randomly signed vectors, i.e., ∥∑n
i=1 rixi∥h, where r ∈ {−1, 1}n are

uniformly random signs and {x1, x2, · · · , xn} are any fixed vectors in Rm. This kind

of summation has been studied in the following cases:

1. Scalar case: xi ∈ {−1, 1} and the norm is just the absolute value, i.e.,

|∑n
i=1 rixi|, the scalar version Chernoff bound [Che52] shows that

Pr
r∼{−1,1}n

[∣∣∣∣∣
n∑

i=1

rixi

∣∣∣∣∣ > t

]
≤ 2 exp

(
−t2/(2n)

)
,
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corresponding to the case when h(x) = x for x ∈ R and the hyperbolic direction

e = 1.

2. Matrix case: xi are d-by-d symmetric matrices and the norm is the spectral

norm, i.e., ∥∑n
i=1 rixi∥, the matrix Chernoff bound [Tro15] shows that

Pr
r∼{−1,1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥ > t

]
≤ 2d · exp

(
− t2

2 ∥∑n
i=1 x

2
i ∥

)
,

corresponding to h(x) = det(X) and e = I.

We try to generalize these results to the hyperbolic spectral norm for any

hyperbolic polynomial h, which is recognized as an interesting problem in this field

by James Renegar [Ren19b].

19.1.1 Our results

In this chapter, we can prove the following “Chernoff-type” concentration for

hyperbolic spectral norm. We show that, when adding uniformly random signs to n

vectors, the hyperbolic spectral norm of their summation will concentrate with an

exponential tail.

Theorem 19.1 (Nearly optimal hyperbolic Chernoff bound for Rademacher sum).

Let h be an m-variate, degree-d hyperbolic polynomial with respect to a direction e ∈
Rm. Let 1 ≤ s ≤ d, σ > 0. Given x1, x2, · · · , xn ∈ Rm such that rank(xi) ≤ s for

all i ∈ [n] and
∑n

i=1 ∥xi∥2h ≤ σ2, where rank(x) is the number of nonzero hyperbolic

eigenvalues of x. Then, we have

Er∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

]
≤ 2
√
log(s) · σ.

Furthermore, for every t > 0, and for some fixed constant c > 0,

Pr
r∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

> t

]
≤ 2 exp

(
− ct2

σ2 log(s+ 1)

)
.
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We discuss the optimality of Theorem 19.1 in different cases:

• Degree-1 case: When the hyperbolic polynomial’s degree d = s = 1, the

hyperbolic polynomial is h(z) = z. Then, we have ∥x∥h = |x| and we get the

the Hoeffding’s inequality [Hoe63]:

Pr
r∼{±1}n

[∣∣∣
n∑

i=1

rixi

∣∣∣ > t
]
≤ exp

(
− Ω

(
t2/(

n∑

i=1

x2i )
))
.

It implies that our result is optimal in this case.

• A special degree-2 case: h(z) = z21 − z22 − · · · − z2m. Let v1, . . . , vn be any

(d− 1)-dimensional vectors. Then, we define xi :=
[
0 vi

]
∈ Rd for i ∈ [n]. We

know that ∥xi∥h = ∥vi∥2, and Theorem 19.1 gives the following result:

Pr
r∼{±1}n

[∥∥∥
n∑

i=1

rivi

∥∥∥
2
> t
]
≤ exp(−Ω(t2/σ2)),

where σ2 :=
∑n

i=1 ∥vi∥2, which recovers the dimension-free vector-valued Bern-

stein inequality [Min17].

• Constant degree case: When d > 1 is a constant, consider h being the

determinant polynomial of d-by-dmatrix. Since s ≤ d = O(1), we can show that

σ = (
∑n

i=1 ∥xi∥2)1/2 = Θ(∥∑n
i=1 x

2
i ∥1/2), and Theorem 19.1 exactly recovers the

matrix Chernoff bound [Tro15], which implies that our result is also optimal in

this case.

• Constant rank case: When all the vectors have constant hyperbolic rank, we

still take h = det(X), but X1, . . . , Xn are constant rank matrices with arbitrary

dimension. In this case, we can obtain a dimension-free matrix concentration

inequality:

Pr
r∼{±1}n

[∥∥∥∥∥
n∑

i=1

riXi

∥∥∥∥∥ > t

]
≤ 2 exp

(
−Ω(t2/σ2)

)
.

It will beat the general matrix Chernoff bound [Tro15] when σ is not essentially

larger than ∥∑n
i=1X

2
i ∥1/2. Thus, Theorem 19.1 is nearly optimal in this case.
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However, Theorem 19.1 is also sub-optimal in this case if we consider the high

degree polynomial h(z) =
∏n

i=1 zi, and xi = ei ∈ Rn. Then, we have ∥xi∥h = 1,

and ∥∑n
i=1 rixi∥h = 1 for any r ∈ {±1}n. Therefore, the probability density

function of the hyperbolic spectral norm of the Rademacher sum is a delta

function1 in this case. But our concentration result cannot characterize such a

sharp transition.

Theorem 19.1 works for arbitrary vectors in Rm. We also consider the max-

imum and minimum hyperbolic eigenvalues of the sum of random vectors in the

hyperbolic cone, which is a generalization of the positive semi-definite (PSD) cone

for matrices. Recall that for independent random PSD matrices X1, . . . ,Xn with

spectral norm at most R, let µmax := λmax(
∑

i E[Xi]). Then, matrix Chernoff bound

for PSD matrices [Tro15] shows that Pr[λmax(
∑

iXi) ≥ (1 + δ)µmax] ≤ de−Ω(δµmax)

for any δ ≥ 0. The following theorem gives a hyperbolic version of this result:

Theorem 19.2 (Hyperbolic Chernoff bound for random vectors in hyperbolic cone).

Let h be an m-variate, degree-d hyperbolic polynomial with hyperbolic direction e ∈
Rm. Let Λ+ denote the hyperbolic cone2 of h with respect to e. Suppose x1, . . . , xn are n

independent random vectors with supports in Λ+ such that λmax(xi) ≤ R for all i ∈ [n].

Define the mean of minimum and maximum eigenvalues as µmin :=
∑n

i=1 E[λmin(xi)]

and µmax :=
∑n

i=1 E[λmax(xi)].

Then, we have

Pr

[
λmax

(
n∑

i=1

xi

)
≥ (1 + δ)µmax

]
≤ d ·

(
(1 + δ)1+δ

eδ

)−µmax/R

∀δ ≥ 0,

Pr

[
λmin

(
n∑

i=1

xi

)
≤ (1− δ)µmin

]
≤ d ·

(
(1− δ)1−δ

e−δ

)−µmin/R

∀δ ∈ [0, 1].

1The delta function is defined as δ(x) =

{
1 if x = 1,

0 otherwise.
2The hyperbolic cone is a set containing all vectors with non-negative hyperbolic eigenvalues. See

Definition 19.4 for the formal definition.
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19.1.2 Hyperbolic anti-concentration

Anti-concentration is an interesting phenomenon in probability theory, which

studies the opposite perspective of concentration inequalities. A simple example is

the standard Gaussian random variable, which has probability at most O(∆) for be-

ing in any interval of length ∆. For Rademacher random variables x ∼ {±1}d, the

celebrated Littlewood-Offord theorem [LO43] states that for any degree-1 polynomial

p(x) =
∑d

i=1 aixi with |ai| ≥ 1, the probability of p(x) in any length-1 interval is

at most O( log d√
d
). Later, the theorem was improved to O( 1√

d
) by Erdös [Erd45], and

generalized to higher degree polynomials by [CTV06, RV13, MNV17]. From a geo-

metric prospective, the Littlewood-Offord theorem says that the maximum fraction

of hypercube points that lay in the boundary of a halfspace 1⟨a,x⟩≤θ with |ai| ≥ 1 for

i ∈ [d] is at most O( 1√
d
). [OST19] extended this result from half-space to polytope

and [AY22] further extended to positive spectrahedron.

Following this line of research, we prove the following hyperbolic anti-concentration

theorem, which shows that the hyperbolic spectral norm of Rademacher sum of vec-

tors in the hyperbolic cone cannot concentrate within a small interval.

Theorem 19.3 (Hyperbolic anti-concentration theorem, informal). Let h be an m-

variate degree-d hyperbolic polynomial with hyperbolic direction e ∈ Rm. Let {xi}i∈[n] ⊂
Λ+ be a sequence of vectors in the hyperbolic cone such that λmax(xi) ≤ τ for all i ∈ [n]

and
∑n

i=1 λmin(xi)
2 ≥ 1.

Then, for any y ∈ Rm and any ∆ ≥ 20τ log d, we have

Pr
ϵ∼{−1,1}n

[
λmax

(
n∑

i=1

ϵixi − y
)
∈ [−∆,∆]

]
≤ O(∆).

From the geometric viewpoint, we can define a “positive hyperbolic-spectrahedron”

as the space {α ∈ Rn : λmax(α1x1 + · · ·+ αnxn − y) ≤ 0}, where x1, . . . , xn are in the

hyperbolic cone. Then, Theorem 19.3 states that the hyperbolic spectral norm of a

positive hyperbolic-spectrahedron cannot be concentrated in a small region.
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19.1.3 Related work

Chernoff-type bounds There is a long line of work generalizing the classical

scalar Chernoff-type bounds to the matrix Chernoff-type bound [Rud99, AW02, RV07,

Tro12, MJC+14, GLSS18, KS18, NRR20, ABY20, JLLV20]. [Rud99, RV07] showed a

Chernoff-type concentration of spectral norm of matrices which are the outer product

of two random vectors. [AW02] first used Laplace transform and Golden-Thompson

inequality [Gol65, Tho65] to prove a Chernoff bound for general random matrices. It

was improved by [Tro12] and [Oli09] independently. [MJC+14] proved a series of ma-

trix concentration results via Stein’s method of exchangeable pairs. Our work further

extends this line of research from matrix to hyperbolic polynomials and can fully re-

cover the result of [AW02]. On the other hand, [GLSS18] showed an expander matrix

Chernoff bound. [KS18] prove a new matrix Chernoff bound for Strongly Rayleigh

distributions.

Hyperbolic polynomials The concept of hyperbolic polynomials was originally

studied in the field of partial differential equations [Går51, Hor83, Kry95]. Güler

[Gül97] first studied the hyperbolic optimization (hyperbolic programming), which

is a generalization of LP and SDP. Later, a few algorithms [Ren06, MT14, RS14,

Ren16, NP18, Ren19a] were designed for hyperbolic programming. On the other

hand, a lot of recent research focused on the equivalence between hyperbolic pro-

gramming and SDP, which is closely related to the “Generalized Lax Conjecture” and

its variants [HV07, LPR05, Brä14, KPV15, Sau18, Ami19, RRSW19]. In addition

to the hyperbolic programming, hyperbolic polynomial is a key component in resolv-

ing Kadison-Singer problem [MSS15b, Brä18] and constructing bipartite Ramanujan

graphs [MSS18]. Gurvits [Gur06, Gur07] proved some Van der Waerden/Schrijver-

Valiant like conjectures for hyperbolic polynomials, giving sharp bounds for the ca-

pacity of polynomials. [Son19] gave an approach to certify the non-negativity of

polynomials via hyperbolic programming, generalizing the Sum-of-Squares method.
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19.1.4 Technique overview

In this section, we provide a proof overview of our results. We first show how

prove hyperbolic Chernoff bounds by upper bounding each polynomial moment. After

that, we show how to apply our new concentration inequality to prove hyperbolic anti-

concentration. Finally, we show how to relax the isotropic condition in [Brä18], and

also how to get a more general discrepancy result via hyperbolic concentration.

19.1.4.1 Our technique for hyperbolic Chernoff bound for Rademacher
sum

The main idea of our proof of hyperbolic Chernoff bound is to upper bound

the polynomial moments.

By definition, the hyperbolic spectral norm of X is the ℓ∞ norm of the eigen-

values λ(X). Inspired by the proof of the matrix Chernoff bound by Tropp [Tro18],

we can consider the ℓ2q norm of λ(X), for q ≥ 1. When the hyperbolic polynomial h is

the determinant polynomial, this norm is just the Schatten-2q norm of matrices. For

general hyperbolic polynomials, we define hyperbolic-2q norm as ∥x∥h,2q := ∥λ(x)∥2q.
By the result of [BGLS01], hyperbolic-2q norm is actually a norm in Rm. And the

following inequality shows the connection between a hyperbolic spectral norm and

hyperbolic-2q norm:

Er∼{±1}n [∥X∥h] ≤
(
Er∼{±1}n

[
∥X∥2qh,2q

])1/(2q)
.

In order to compute ∥X∥2qh,2q =
∑rank(X)

i=1 λi(X)2q, we use a deep result about

hyperbolic polynomials: the Helton-Vinnikov Theorem [HV07], which proved a fa-

mous conjecture by Lax [Lax57], to translate between hyperbolic polynomials and

matrices. The theorem is stated as follows.

Theorem 19.4 ([HV07]). Let f ∈ R[x, y, z] be hyperbolic with respect to e = (e1, e2, e3) ∈
R3. Then there exist symmetric real matrices A,B,C ∈ Rd×d such that f = det(xA+

yB + zC) and e1A+ e2B + e3C ≻ 0.
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Gurvits [Gur04] proved a corollary (Corollary 19.17) that for any m-variate

hyperbolic polynomial h, and x, y ∈ Rm, there exist two symmetric matrices A,B ∈
Rd×d such that for any a, b ∈ R, λ(ax + by) = λ(aA + bB), where the left-hand side

means the hyperbolic eigenvalues of the vector ax+ by and the right-hand side means

the eigenvalues of the matrix aA+ bB.

Therefore, we try to separate and consider one random variable ri at a time.

We first consider the expectation over r1. By conditional expectation, let X2 :=
∑n

i=2 rixi and we have

Er∼{±1}n
[
∥X∥2qh,2q

]
= Er2,...,rn∼{±1}

[
Er1∼{±1}

[
∥r1x1 +X2∥2qh,2q

]]
,

By Corollary 19.17, there exist two matrices A1, B1 such that λ(r1x1+X2) = λ(r1A1+

B1) holds for any r1. And it follows that

Er1∼{±1}
[
∥r1x1 +X2∥2qh,2q

]
= Er1∼{±1}

[
∥r1A1 +B1∥2q2q

]
.

It becomes much easier to compute the expected Schatten-2q norm of matrices. We

can prove that

Er∼{±1}n
[
∥X∥2qh,2q

]
≤

q∑

k1=0

(
2q

2k1

)
∥x1∥2k1h · Er2,...,rn

[
∥X2∥2q−2k1h,2q−2k1

]
.

Now, we can iterate this process for the remaining expectation Er2,...,rn
[
∥X2∥2q−2k1h,2q−2k1

]
.

After n− 1 iterations, we get that

(
Er∼{±1}n

[
∥X∥2qh,2q

])1/(2q)
≤
√

2q − 1 · s1/(2q) · σ, (19.2)

where σ2 =
∑n

i=1 ∥xi∥2h and s is the maximum rank of x1, . . . , xn. Then, by taking

q := log(s) and ∥X∥h ≤ ∥X∥2qh,2q, we get the desired upper bound for the expectation

Er∼{±1}n [∥
∑n

i=1 rixi∥h] in Theorem 19.1.

To obtain the concentration probability inequality, We can apply the result of

Ledoux and Talagrand [LT13] for the concentration of Rademacher sums in a normed
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linear space, which will imply:

Pr
r∼{±1}n

[∥X∥h > t] ≤ 2 exp
(
− t2

/(
32Er∼{±1}n [∥X∥2h]

))
. (19.3)

However, we need to verify that the hyperbolic spectral norm ∥ · ∥h is indeed a

norm, which follows from the result of Gårding [Går59]. Since by Khinchin-Kahane

inequality ([SZ22, Theorem A.16]) the second moment of ∥X∥h can be upper-bounded

via the first moment. Hence, we can put our expectation upper bound into Eq. (19.3)

and have

Pr
r∼{±1}n

[∥X∥h > t] ≤ C1 exp

(
− C2t

2

σ2 log(s+ 1)

)
,

for constants C1, C2 > 0, and hence Theorem 19.1 is proved. We defer the formal

proof in the full version [SZ22, Section B].

19.1.4.2 Our technique for hyperbolic Chernoff bound for positive vectors

We can use similar techniques in the previous section to prove Theorem 19.2.

For any random vectors x1, . . . , xn ∈ Λ+, we may assume ∥xi∥h ≤ 1. Using the

Taylor expansion of the mgf, we can show that:

Pr

[
λmax

(
n∑

i=1

xi

)
≥ t

]
≤ inf

θ>0
e−θt ·

∑

q≥0

θq

q!
E



∥∥∥∥∥

n∑

i=1

xi

∥∥∥∥∥

q

h,q


 . (19.4)

Then, for the q-th moment, we separate x1 and
∑n

i=2 xi and have

E≥1



∥∥∥∥∥

n∑

i=1

xi

∥∥∥∥∥

q

h,q


 = E≥2E1 [tr [(A1 +B1)

q]] ,

where A1 and B1 are two PSD matrices obtained via Gurvits’s result (Corollary 19.17)

such that A1 depends on x1 and B1 depends on x2, . . . , xn. The next step is different

from the case of Rademacher sum, since we cannot drop half of the terms by the

distribution of x1. Instead, we can fully expand the matrix products in the trace and
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use Horn’s inequality to upper bound the eigenvalue products. We have

E≥2E1 [tr [(A(x1) +B)q]] ≤ E1




q∑

k1=0

(
q

k1

)
λmax(x1)

k1 · E≥2



∥∥∥∥∥

n∑

i=2

xi

∥∥∥∥∥

q−k1

h,q−k1




 .

By repeating this process, we finally have

E



∥∥∥∥∥

n∑

i=1

xi

∥∥∥∥∥

q

h,q


 ≤ E




∑

k1,...,kn≥0
k1+···+kn=q

(
q

k1, . . . , kn

) n∏

i=1

λmax(xi)
ki · d


 ≤ d · E

[(
n∑

i=1

∥xi∥h
)q]

,

where the first step follows from the E[∥xn∥knh,kn ] ≤ d · λmax(xn)
kn . Then, we put the

above upper bound into Eq. (19.4), which gives:

Pr

[
λmax

(
n∑

i=1

xi

)
≥ t

]
≤ inf

θ>0
e−θt · d ·

n∏

i=1

E
[
eθ∥xi∥h

]
.

Now, we use some similar calculations in the matrix case [Tro12] to prove that

Pr

[
λmax

(
n∑

i=1

xi

)
≥ t

]
≤ inf

θ>0
d · exp

(
−θt+ (eθ − 1)µmax

)
.

By taking θ := log(t/µmax) and t := (1 + δ)µmax, we get that

Pr

[
λmax

(
n∑

i=1

xi

)
≥ (1 + δ)µmax

]
≤ d ·

(
(1 + δ)1+δ

eδ

)−µmax

(19.5)

For the minimum eigenvalue case, we can define x′i := e − xi for i ∈ [n].

Then, by the property of hyperbolic eigenvalues (Fact 19.9) and the assumption that

∥xi∥h ≤ 1, we know that x′i are also in the hyperbolic cone and λmax(x
′
i) = 1−λmin(x

′
i).

Therefore, we can obtain the Chernoff bound for the minimum eigenvalue of x by

applying Eq. (19.5) with x′i. We defer the formal proof in the full version [SZ22,

Section C].
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19.1.4.3 Our technique for hyperbolic anti-concentration

In this part, we will show how to prove the hyperbolic anti-concentration result

(Theorem 19.3) via the hyperbolic Chernoff bound for vectors in the hyperbolic cone

(Theorem 19.2).

In [OST19], they studied the unate functions on hypercube {−1, 1}n, which

is defined as the function being increasing or decreasing with respect to any one of

the coordinates. Then, they showed that the Rademacher measure of a unate func-

tion is determined by the expansion of its indicator set in hypercube. In particular,

for the maximum hyperbolic eigenvalue, it is easy to see that the indicator function
[
λmax

(∑n
i=1 ϵix

j
i − yj

)
∈ [−∆,∆]

]
is unate when xi ∈ Λ+. Hence, we can show the

anti-concentration inequality by studying the expansion in the hypercube, which by

[AY22], is equivalent to lower-bound the minimum eigenvalue of each vector. How-

ever, for the initial input xi, we only assume that
∑n

i=1 λmin(xi)
2 ≥ 1, but we need

a Ω( 1√
log d

) lower bound for each xi to prove the theorem. To amplify the minimum

eigenvalue, we follow the proof in [AY22] that uses a random hash function to ran-

domly assign the input vectors into some buckets and considers the sum of the vectors

in each bucket as the new input. They proved that the “bucketing” will not change

the distribution. Then, we can use Theorem 19.2 to lower bound the minimum hy-

perbolic eigenvalue of each bucket, which is a sum of independent random vectors in

the hyperbolic cone. Hence, we get that

Pr

[
λmin

(
n∑

i=1

zi,jxi

)
≤ Ω(

1√
log d

)

]
≤ 1

10
,

which zi,j ∈ {0, 1} is a random variable indicating that xi is hashed to the j-th bucket.

Then, by the standard Chernoff bound for negatively associated random variables, we

can prove that most of the buckets have large minimum eigenvalues, which concludes

the proof of the hyperbolic anti-concentration theorem. We defer the formal proof in

Section 19.5.
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19.1.5 Discussion and open problems

In this chapter, we initiate the study of concentration with respect to the

hyperbolic spectral norm, and we generalize several classical concentration and anti-

concentration results to the hyperbolic polynomial setting. Our results are closely

related to the discrepancy theory and pseudorandomness. We provide some open

problems in below.

Tighter hyperbolic Chernoff bound? Our current result has a worse dependence

on the variance σ2 than the matrix Chernoff bound [Tro15]. Can we match the results

when h = det(X)? We note that there is a limitation for using the techniques like

Golden-Thompson inequality and Lieb’s theorem, which were used in [Oli09, Tro12]

to improve the original matrix Chernoff bound [AW02], to tighten our result. Because

for any symmetric matrix X, we can define a mapping such that ϕ(X)’s eigenvalues

are the p-th power of X’s eigenvalues for any p > 0, where the mapping is just Xp.

However, we cannot find such a mapping for vectors with respect to the hyperbolic

eigenvalues. Some new techniques may be required to get a hyperbolic Chernoff

bound matching the matrix results.

Resolving the hyperbolic Spencer conjecture? Inspired by the matrix Spencer

conjecture (due to Meka [Mek14]), we came up with a more general conjecture for hy-

perbolic discrepancy. Can we prove or disprove this conjecture? It is also interesting

to study the connection between hyperbolic Spencer conjecture and the generalized

Lax conjecture [HV07, LPR05, Brä14, KPV15, Sau18, Ami19, RRSW19]. If we as-

sume the matrix Spencer conjecture and the generalized Lax conjecture, can we prove

the hyperbolic Spencer conjecture? On the other hand, in a very recent work by Reis

and Rothvoss [RR20], they conjectured a weaker matrix Spencer by considering the

Schatten-p norm of matrices. We can also define such an ℓp version of the hyper-

bolic Spencer conjecture by looking at the ℓp-norm of hyperbolic eigenvalues (the
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hyperbolic-p norm). Any progress towards the ℓp-hyperbolic Spencer conjecture will

provide more insights in matrix and hyperbolic discrepancy theory.

Fooling hyperbolic cone? One of the results in this chapter is showing an anti-

concentration inequality with respect to the hyperbolic spectral norm, which gener-

alizes the results in [OST19, AY22]. They actually combined the anti-concentration

results with the Meka-Zuckerman [MZ13] framework to construct PRGs fooling poly-

topes/positive spectrahedrons. Hence, an open question in complexity theory and

pseudorandomness is: can we apply the hyperbolic anti-concentration inequality

to construct a PRG fooling positive hyperbolic-spectrahedrons, or even hyperbolic

cones?

Concentration of random tensors? Tensor concentration is another natural gen-

eralization of matrix concentration. Although there have been a large number of works

on this problem [Lat06, Leh11, AL12, AW15, Ver20, ALM21], it is still unclear what is

the optimal concentration bound for the Euclidean norm of random tensor X ∈ Rnd ,

even in the simple case whenX = x1⊗· · ·⊗xd for random vectors x1, . . . , xd ∈ Rn. On

the other hand, people also care about whether random tensors are well-conditioned,

which is more related to TCS problems including tensor decompositions and learning

Gaussian mixtures. The current results [Ver20, Aar15, BCMV14] have a large gap

between the matrix case. For these tensor concentration problems, is it possible to

study them via hyperbolic polynomials and obtain tighter bounds?

19.2 Preliminaries
19.2.1 Notations

For a vector x, we use ∥x∥0 to denote the number of non-zeros, use ∥x∥1 to

denotes its ℓ1 norm, and use ∥x∥p to denote its ℓp norm for 0 < p ≤ ∞.
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We use r ∈ {±1}n to denote n i.i.d. random variables where each ri is 1 with

probability 1/2 and −1 otherwise.

The general definition of semi-norm and norm is as follows:

Definition 19.1 (Semi-norm and norm). Let ∥·∥ : V → R be a nonnegative function

on vector space V . We say ∥ · ∥ is a semi-norm if it satisfies the following properties:

For all a ∈ R and x, y ∈ V ,

• ∥x+ y∥ ≤ ∥x∥+ ∥y∥;

• ∥ax∥ = |a| · ∥x∥.

If furthermore, ∥x∥ = 0 implies x = 0 the zero vector of V , then we say ∥ · ∥ is a

norm.

Definition 19.2 (Normed linear space). A normed linear space is a vector space over

R or C, on which a normed is defined.

19.2.2 Basic definitions of hyperbolic polynomials

We provide the definition of hyperbolic polynomial.

Definition 19.3 (Hyperbolic polynomial). A homogeneous polynomial h : R → R

is hyperbolic with respect to a vector e ∈ Rm if h(e) ̸= 0, and for all x ∈ Rm, the

univariate polynomial t 7→ h(te− x) has only real zeros.

The following fact shows how to factorize a hyperbolic polynomial, which easily

follows from the homogeneity of the polynomial:

Fact 19.5 (Hyperbolic polynomial factorization). For a degree-d polynomial h ∈
R[z1, . . . , zm] hyperbolic with respect to e ∈ Rm, we have

h(te− x) = h(e)
d∏

i=1

(t− λi(x))

where λ1(x) ≥ λ2(x) ≥ · · · ≥ λd(x) are real roots of h(te− x).
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All the vectors with nonnegative hyperbolic eigenvalues form a cone, which is

proved by Gårding [Går59]. It is a very important object related to the geometry of

hyperbolic polynomials. The formal definition is as follows:

Definition 19.4 (Hyperbolic cone). For a degree d hyperbolic polynomial h with

respect to e ∈ Rm, its hyperbolic cone is

Λ+(e) := {x : λd(x) ≥ 0}.

The interior of Λm+ is

Λ++(e) := {x : λd(x) > 0}.

Gårding [Går59] showed the following fundamental properties of the hyperbolic

cone:

Theorem 19.6 ([Går59]). Suppose h ∈ R[z1, . . . , zm] is hyperbolic with respect to

e ∈ Rn. Then,

1. Λ+(e),Λ++(e) are convex cones.

2. Λ+ + (e) is the connected component of {x ∈ Rm : h(x) ̸= 0} which contains e.

3. λmin : Rm → R is a concave function, and λmax : Rm → R is convex.

4. If e′ ∈ Λ++(e), then h is also hyperbolic with respect to e′ and Λ++(e
′) = Λ++(e).

For simplicity, we may use Λ+ and Λ++ to denote Λ+(e),Λ++(e), when e is

clear from context. In this chapter, we always assume that e is any fixed vector in

the hyperbolic cone of h.

We define the trace, rank and spectral norm respect to hyperbolic polynomial

h.
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Definition 19.5 (Hyperbolic trace, rank, spectral norm). Let h be a degree d hyper-

bolic polynomial with respect to e ∈ Rm. For any x ∈ Rm,

trh[x] :=
d∑

i=1

λi(x), rank(x) := #{i : λi(x) ̸= 0}, ∥x∥h := max
i∈[d]
|λi(x)| = max{λ1(x),−λd(x)}.

We define the p norm with respect to hyperbolic polynomial h.

Definition 19.6 (∥ · ∥h,p norm). For any p ≥ 1, we define the hyperbolic p-norm

∥ · ∥h,p defined as:

∥x∥h,p := ∥λ(x)∥p =
( d∑

i=1

|λi(x)|p
)1/p

∀x ∈ Rm.

It has been shown that ∥ · ∥h and ∥ · ∥h,p are indeed norms:

Theorem 19.7 ([Går59, Brä18, Ren19a]). ∥ · ∥h is a semi-norm.

Furthermore, if Λ+ is regular, i.e., (Λ+ ∩ −Λ+) = {0}, then ∥ · ∥h is a norm

on Rm.

Theorem 19.8 ([BGLS01]). For any p ≥ 1, ∥ · ∥h,p is a semi-norm. Moreover, if the

hyperbolic cone Λ+ is regular, then ∥ · ∥h,p is a norm.

19.2.3 Basic properties of hyperbolic polynomials

We state a fact for the eigenvalues λ(·) of degree-d hyperbolic polynomial h.

Fact 19.9 ([BGLS01]). For all i ∈ [d],

λi(s · x+ t · e) =
{
s · λi(x) + t, if s ≥ 0;

s · λd−i(x) + t, if s < 0.

Then, we show that the elementary symmetric sum-products of eigenvalues

can be computed from the directional derivatives of the polynomial.
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Observation 19.10 ([BGLS01]). For a degree-d hyperbolic polynomial h with respect

to e, we have

h(te+ x) = p(e) ·
d∏

i=1

(t+ λi(x)) =
d∑

i=0

si(λ(x)) · td−i,

where λ(x) = (λ1(x), · · · , λd(x)) are the hyperbolic eigenvalues of x and si : Rd → R

is the i-th elementary symmetric polynomial:

si(y) :=

{∑
S∈([d]i )

∏
j∈S yj, ∀i ∈ [d];

1 if i = 0.

Furthermore, for each i ∈ {0, 1, · · · , d},

h(e) · si(λ(x)) =
1

(d− i)! · ∇
d−ih(x) [e, e, . . . , e]︸ ︷︷ ︸

(d−i) terms

.

If i ∈ [d], then si ◦ λ is hyperbolic with respect to e of degree i.

Corollary 19.11. tr[x] is a linear function.

Proof. By Observation 19.10, we have

trh[x] = s1(λ(x)) =
1

h(e) · (d− 1)!
· ∇d−1h(x)[e, e, . . . , e].

Since h is of degree d, ∇d−1h is a degree-1 polynomial. Hence, trh[x] is a linear

function.

19.2.4 Concentration inequalities

In general, for any normed linear space, as mentioned in [LT13], we have the

following concentration result:

Theorem 19.12 (Theorem 4.7 in [LT13]). Let x1, . . . , xn ∈ B be a fixed finite se-

quence in normed linear space B. Let X =
∑n

i=1 rixi, where r1, . . . , rn are independent

Rademacher random variables. Then, for every t > 0,

Pr
r∼{±1}n

[∥X∥B > t] ≤ 2 exp(−t2/(32E[∥X∥2B])).

1193



For matrices with Schatten-p norm, the expectation of Schatten-2p norm of

Rademacher sum can be upper-bounded as follows.

Theorem 19.13 (Theorem 3.1 in [TJ74]). Let p ≥ 1. For a matrix A, we use ∥A∥p to

denote the Shatten-p norm. For any fixed X1, X2, . . . , Xn ∈ Rd×d, and for independent

Rademacher random variables r1, r2, . . . , rn, we have

Er∼{±1}n



∥∥∥∥∥

n∑

i=1

riXi

∥∥∥∥∥

2p

2p






1/(2p)

≤
√

2p− 1 ·
(

n∑

i=1

∥Xi∥22p

)1/2

19.2.5 Khinchin-Kahane inequality

In any normed linear space, for any p, q ≥ 1, the p-th moment and q-th moment

of the norm of Rademacher sum are equivalent up to a constant, as shown in [Kah64],

which generalized the Khinchin inequality [Khi23].

Theorem 19.14 ([Kah64]; also in [LO94, LT13, KR16]). For all p, q ∈ [1,∞), there

exists a universal constant Cp,q > 0 depending only on p, q, such that for all choices

of normed linear space B, finite sets of vectors x1, x2, · · · , xn ∈ B, and independent

Rademacher variables r1, r2, · · · , rn,
(
Er∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥

q])1/q

≤ Cp,q ·
(
Er∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥

p])1/p

.

If moreover 1 = p ≤ q ≤ 2, then C1,q = 21−1/q is optimal. If q ∈ [1,∞], then

C1,q ≤ √q.

19.2.6 Matrix analysis tools

We state a Lemma for singular values of the product of matrices.

Lemma 19.15 (General Horn inequality, Lemma 1.2 in [TJ74]). Let A1, · · · , An ∈
Rd×d be symmetric matrices. Let σ1(A), . . . , σd(A) denote the singular values of A.
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Then, for each k ∈ [d],

k∑

j=1

σj

(
n∏

i=1

Ai

)
≤

k∑

j=1

n∏

i=1

σj(Ai).

We state a Lemma which is implied by Hölder inequality.

Lemma 19.16 (Lyapunov’s inequality). Let 0 < r < s < ∞ and X be a random

variable. Then,

E [|X|r] ≤ (E [|X|s])r/s .

19.2.7 Helton-Vinnikov Theorem

We state a corollary of Helton-Vinnikov Theorem (Theorem 19.4), proved by

Gurvits [Gur04]:

Corollary 19.17 (Proposition 1.2 in [Gur04]). Let h(x) be a m-variable degree-d

hyperbolic polynomial. Then, for x, y ∈ Rm, there exists two symmetric real matrices

A,B ∈ Rd×d such that for any a, b ∈ R, the ordered eigenvalues λ(ax+ by) = λ(aA+

bB).

This Corollary relates the hyperbolic eigenvalues of a vector ax + by to the

eigenvalues of matrix aA+bB, which allows us to study some properties of hyperbolic

eigenvalues using results in matrix theory.

19.3 Hyperbolic Chernoff bound for Rademacher Sums

In this section, we will prove the Chernoff bound for hyperbolic polynomials

(Theorem 19.25). In Section 19.3.1, we provide some basic facts on the concen-

tration of hyperbolic norm. Then, we prove the main result in Section 19.3.2 and

Section 19.3.3.
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19.3.1 Preliminaries

Recall that the hyperbolic spectral norm ∥ · ∥h is defined as:

∥x∥h := ∥λ(x)∥∞.

We should assume that the hyperbolic cone Λh,+ is regular. By Theorem 19.7,

we know that ∥ · ∥h is a norm and (Rm, ∥ · ∥h) is a normed linear space. Applying

the general concentration on normed linear space (Theorem 19.12) to the ∥ · ∥h norm,

and get the following result:

Corollary 19.18 (Concentration of hyperbolic norm). Let X =
∑n

i=1 rixi, where

r1, r2, · · · , rn are independent Rademacher variables and x1, x2, · · · , xn ∈ Rn. Then,

for every t > 0,

Pr
r∼{±1}n

[∥X∥h > t] ≤ 2 exp
(
− t2/

(
32Er∼{±1}n [∥X∥2h]

))
.

By Theorem 19.14, we know that any moments of ∥X∥h are equivalent up to

a constant factor. In particular,

Claim 19.19 (Equivalence between first- and second-moment). Given n vectors

x1, x2, · · · , xn. Let r1, r2, · · · , rn denote a sequence of random Rademacher variables.

Let X =
∑n

i=1 rixi. Then,

(E[∥X∥2h])1/2 ≤
√
2 · E[∥X∥h].

We state two useful facts (Fact 19.20 and 19.21) that upper and lower bound

the hyperbolic-p norm by hyperbolic spectral norm.

Fact 19.20. Let h denote a m-variate degree-d hyperbolic polynomial. For any vector

x, for any q > 1, we have

∥x∥h,q ≤ d1/q · ∥x∥h.
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Proof. We have

∥x∥h,q = ∥λ(x)∥q ≤ d1/q · ∥λ(x)∥∞ = d1/q · ∥x∥h.

Thus, we complete the proof.

Fact 19.21. Let h denote a m-variate degree-d hyperbolic polynomial. For any vector

x and for any q ≥ 1, we have

∥x∥h ≤ ∥x∥h,q.

Proof. We have

∥x∥h = ∥λ(x)∥∞ ≤ ∥λ(x)∥q = ∥x∥h,q.

Thus, we complete the proof.

Fact 19.22. Let h denote a m-variate degree-d hyperbolic polynomial. For any vector

x, if there exists a matrix A ∈ Rd×d such that λ(x) = λ(A), then we have

∥x∥h = σ1(A).

Proof. We have

∥x1∥h = ∥λ(x1)∥∞ = ∥λ(A1)∥∞ = σ1(A1).

We state a useful tool from previous work [TJ74, Zyg02].

Lemma 19.23 ([TJ74, Zyg02]). For q ≥ 2, we have
(

2q

2k1, . . . , 2kn

)
≤M2q

2q ·
(

q

k1, . . . , kn

)
,

where M2q = ( (2q)!
2qq!

)1/(2q).

Using elementary calculations, we can upper bound M2q.
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Fact 19.24. For any q ≥ 1, we have

((2q)!
2qq!

)1/(2q)
≤
√
2q − 1.

Proof. We have

(
(2q)!

2qq!

)1/(2q)

≤
(
e · (2q)2q · √2q · e−2q
2q ·
√
2π · qq · √q · e−q

)1/(2q)

=

(
e1−q√
π
· 2q · qq

)1/(2q)

≤
√

2q − 1,

where the first step follows from Stirling’s formula, and the last step follows from

q ≥ 1.

19.3.2 Proof of the Chernoff bound for hyperbolic polynomials

The goal of this section is to prove Theorem 19.25.

Theorem 19.25 (Chernoff bound for hyperbolic polynomial). Let h be an m-variable,

degree-s hyperbolic polynomial with respect to e. Given x1, x2, · · · , xn ∈ Rm such that

rank(xi) ≤ s for all i ∈ [n] and for some 0 < s ≤ d. Let σ = (
∑n

i=1 ∥xi∥2h)1/2. Then,

Er∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

]
≤ min{2

√
log s, 1} · σ.

Furthermore, there exist two constants C1, C2 > 0 such that for every t > 0,

Pr
r∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

> t

]
≤ C1 exp

(
− C2t

2

σ2 log(s+ 1)

)
.
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Proof. We first upper bound Er∼{±1}n [∥
∑n

i=1 rixi∥h] by

Er∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

]
≤ Er∼{±1}n



∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥
h,2q




≤


Er∼{±1}n



∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥

2q

h,2q






1/(2q)

(19.6)

≤
√
2q − 1 · s1/(2q) ·

(
n∑

i=1

∥xi∥2h

)1/2

,

where the first step follows from ∥x∥h ≤ ∥x∥h,2q when q ≥ 1 (Fact 19.21), the second

step follows from the Lyapunov inequality (Lemma 19.16), and the third step follows

from Lemma 19.26.

Let’s first assume s > 1. By taking q = log s, we have

Er∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

]
≤
√
4(log s)− 2 ·

(
n∑

i=1

∥xi∥2h

)1/2

=
√
4(log s)− 2 · σ

≤ 2
√
log s · σ.

where the second step follows from σ := (
∑n

i=1 ∥xi∥2h)
1/2. When s = 1, by taking

q = 1, we get that

Er∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

]
≤ σ.

By Claim 19.19,

Er∼{±1}n



∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥

2

h


 ≤ 2

(
Er∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

])2

≤ min{8 log s, 2} · σ2.

Then, by Corollary 19.18,

Pr
r∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

> t

]
≤ 2 exp

(
− t2

32Er∼{±1}n [∥
∑n

i=1 rixi∥2h]

)

≤ 2 exp

(
− t2

64min{4 log s, 1} · σ2

)
.
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Thus, we complete the proof.

19.3.3 Expected hyperbolic-2q norm bound

The goal of this section is to prove Lemma 19.26.

Lemma 19.26 (Expected hyperbolic-2q norm of Rademacher sum). Let h be an m-

variate, degree-d hyperbolic polynomial. Given n vectors x1, · · · , xn ∈ Rm such that

rank(xi) ≤ s for all i ∈ [n] and for some 0 < s ≤ d. For any q ≥ 1, we have


Er∼{±1}n



∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥

2q

h,2q






1/(2q)

≤
√

2q − 1 · s1/(2q) ·
(

n∑

i=1

∥xi∥2h

)1/2

.

Proof. The main idea is to consider the random variables r1, r2, · · · , rn one at a time.

By the conditional expectation, we have

Er∼{±1}n



∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥

2q

h,2q


 = Er2,··· ,rn∼{±1}


Er1∼{±1}



∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥

2q

h,2q






= Er2,...,rn∼{±1}


Er1∼{±1}




d∑

j=1

λj

(
r1x1 +

n∑

i=2

rixi

)2q



 .

where the last step follows from the definition of ∥ · ∥h,2q norm.

To apply Corollary 19.17, let x = x1, y =
∑n

i=2 rixi. Then, there exists two

symmetric matrices A1, B1 ∈ Rd×d such that

λ

(
r1x1 +

n∑

i=2

rixi

)
= λ(r1A1 +B1), (19.7)

where λ is the vector of eigenvalues ordered from large to small. Then, we have

λ(x1) = λ(A1), λ

(
n∑

i=2

rixi

)
= λ(B1).
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Hence, by the definition of Schatten-p norm,

d∑

j=1

(
λj

(
r1x1 +

n∑

i=2

rixi

))2q

= ∥r1A1 +B1∥2q2q

= tr
[
(r1A1 +B1)

2q
]

=
∑

β∈{0,1}2q
tr

[
2q∏

i=1

Aβi1 B
1−βi
1

]
· r

∑2q
i=1 βi

1 . (19.8)

where the first step follows from Eq. (19.7) and the definition of matrix Schatten

p-norm, the second step follows from ∥A∥2q2q = tr[A2q] for symmetric matrix A and

q ≥ 1, and the last step follows from the linearity of trace.

We define a set which will be used later.

Beven :=

{
β ∈ {0, 1}2q :

2q∑

i=1

βi is even

}
.

By taking expectation for r1, we have

Er1∼{±1}




d∑

j=1

λj

(
r1x1 +

n∑

i=2

rixi

)2q

 =

∑

β∈{0,1}2q
tr

[
2q∏

i=1

Aβi1 B
1−βi
1

]
· Er1∼{±1}

[
r
∑2q

i=1 βi
1

]

=
∑

β∈Beven

tr

[
2q∏

i=1

Aβi1 B
1−βi
1

]

where the first step follows from Eq. (19.8) and the linearity of expectation, and the

last step follows from

Er1∼{±1}
[
rk1
]
=

{
0 if k is odd,
1 if k is even.

For each β ∈ Beven, we have

tr

[
2q∏

i=1

Aβi1 B
1−βi
1

]
≤

s∑

j=1

σj

(
2q∏

i=1

Aβi1 B
1−βi
1

)
≤

s∑

j=1

2q∏

i=1

σj

(
Aβi1 B

1−βi
1

)
,

where σj(A) is the j-th singular value of A and the first step follows from tr[A] ≤
∑rank(A)

i=1 σj(A) for any real square matrix A, and the second step follows from general

Horn inequality (Lemma 19.15).
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Then, it follows that

∑

β∈Beven

tr

[
2q∏

i=1

Aβi1 B
1−βi
1

]
≤

∑

β∈Beven

s∑

j=1

σj(A1)
∑2q

i=1 βiσj(B1)
2q−

∑2q
i=1 βi

=

q∑

k=0

(
2q

2k

) s∑

j=1

σj(A1)
2kσj(B1)

2q−2k, (19.9)

where the first step follows from rank(A) = rank(x1) ≤ s. Hence,

Er1,...,rn∼{±1}



∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥

2q

h,2q


 ≤

q∑

k1=0

(
2q

2k1

)
Er2,...,rn

[
s∑

j=1

σj(A1)
2k1σj(B1)

2q−2k1

]

≤
q∑

k1=0

(
2q

2k1

)
Er2,...,rn

[
σ1(A1)

2k1

s∑

j=1

σj(B1)
2q−2k1

]

=

q∑

k1=0

(
2q

2k1

)
Er2,...,rn

[
∥x1∥2k1h

s∑

j=1

λj(B1)
2q−2k1

]

=

q∑

k1=0

(
2q

2k1

)
∥x1∥2k1h Er2,...,rn

[
s∑

j=1

λj(B1)
2q−2k1

]

=

q∑

k1=0

(
2q

2k1

)
∥x1∥2k1h Er2,...,rn



∥∥∥∥∥

n∑

i=2

rixi

∥∥∥∥∥

2q−2k1

h,2q−2k1


 ,

(19.10)

where the second step follows from σ1(A) ≥ · · · ≥ σs(A), the third step follows from

for
∑s

i=1 σi(A)
k =

∑s
i=1 λi(A)

k for even k, the forth step follows from Fact 19.22, and

the last step follows from definition of ∥ · ∥h,q.

Now, we can iterate this process for Er2,...,rn
[
∥∑n

i=2 rixi∥
2q−2k1
h,2q−2k1

]
. Consider

r2x2 +
∑n

i=3 rixi. By Corollary 19.17, there exists two symmetric matrices A2, B2 ∈
Rd×d such that

λ

(
r2x2 +

n∑

i=3

rixi

)
= λ(r2A+B)
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for all r2 ∈ {−1, 1}. By the conditional expectation again, we can get that

Er1,...,rn



∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥

2q

h,2q


 ≤

q∑

k1=0

(
2q

2k1

)
∥x1∥2k1h Er2,...,rn



∥∥∥∥∥

n∑

i=2

rixi

∥∥∥∥∥

2q−2k1

h,2q−2k1




≤
q∑

k1=0

(
2q

2k1

)
∥x1∥2k1h

2q−2k1∑

k2=0

(
2q − 2k1

2k2

)
∥x2∥2k2h Er3,...,rn



∥∥∥∥∥

n∑

i=3

rixi

∥∥∥∥∥

2k3

h,2k3


 ,

where k3 = q − k1 − k2 and the second step follows from applying Eq. (19.10) for

Er2,...,rn
[
∥∑n

i=2 rixi∥
2q−2k1
h,2q−2k1

]
.

If we iterate n− 1 times, we finally get

E



∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥

2q

h,2q


 ≤

∑

k1,...,kn≥0
k1+···+kn=q

n−1∏

i=1

(
2q −∑i−1

j=1 2kj
2ki

)
∥xi∥2kih · Ern

[
∥rnxn∥2knh,2kn

]

=
∑

k1,...,kn≥0
k1+···+kn=q

(
2q

2k1, . . . , 2kn

) n−1∏

i=1

∥xi∥2kih · Ern
[
∥rnxn∥2knh,2kn

]

=
∑

k1,...,kn≥0
k1+···+kn=q

(
2q

2k1, . . . , 2kn

) n−1∏

i=1

∥xi∥2kih · ∥xn∥2knh,2kn
, (19.11)

where the first step follows from iterating the same rule for n − 1 times, the second

step follows from

n−1∏

i=1

(
2q −∑i−1

j=1 2kj
2ki

)
=

(
2q

2k1

)
·
(
2q − 2k1

2k2

)
·
(
2q − 2k1 − 2k2

2k3

)
· · ·
(
2kn−1 + 2kn

2kn−1

)

=

(
2q

2k1

)
·
(
2q − 2k1

2k2

)
·
(
2q − 2k1 − 2k2

2k3

)
· · ·
(
2kn−1 + 2kn

2kn−1

)
·
(
2kn
2kn

)

=

(
2q

2k1, . . . , 2kn

)
.

By Lemma 19.23, we have that
(

2q

2k1, . . . , 2kn

)
≤M2q

2q ·
(

q

k1, . . . , kn

)
,
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where M2q =
(

(2q)!
2qq!

)1/(2q)
≤ √2q − 1 by Fact 19.24.

Hence,

Er∼{±1}n



∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥

2q

h,2q


 ≤ M2q

2q

∑

k1,...,kn≥0
k1+···+kn=q

(
q

k1, . . . , kn

) n−1∏

i=1

∥xi∥2kih · ∥xn∥2knh,2kn

≤ M2q
2q

∑

k1,...,kn≥0
k1+···+kn=q

(
q

k1, . . . , kn

) n−1∏

i=1

∥xi∥2kih · s · ∥xn∥2knh

= M2q
2q · s ·

∑

k1,...,kn≥0
k1+···+kn=q

(
q

k1, . . . , kn

) n∏

i=1

∥xi∥2kih

= M2q
2q · s ·

(
n∑

i=1

∥xi∥2h

)q

,

where the second step follows from ∥xn∥h,2kn ≤ s1/(2kn) · ∥xn∥h for rank-s vector (see

Fact 19.20), the third step follows from re-organizing the terms, and the last step

follows from expanding (
∑n

i=1 ∥xi∥2h)q.

Therefore,

Er∼{±1}n



∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥

2q

h,2q






1/(2q)

≤
√

2q − 1 · s1/(2q) ·
(

n∑

i=1

∥xi∥2h

)1/2

,

which completes the proof of Lemma 19.26.

Remark 19.1. This upper bound depends essentially on the the maximum hyper-

bolic rank of all the vectors x1, . . . , xn, instead of just the last one. It follows since

Eq. (19.10) can be expanded as:

Er1,...,rn∼{±1}



∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥

2q

h,2q


 ≤ Er2,...,rn∼{±1}



∥∥∥∥∥

n∑

i=2

rixi

∥∥∥∥∥

2q

h,2q


+ ∥x1∥2qh,2q

+

q−1∑

k1=1

(
2q

2k1

)
∥x1∥2k1h · Er2,...,rn∼{±1}



∥∥∥∥∥

n∑

i=2

rixi

∥∥∥∥∥

2q−k1

h,2q−k1


 .
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We can see that the first term depends on the rank of x2, . . . , xn, the second term

depends on the rank(x1). Hence, the whole summation cannot be uniformly bounded

by the rank of the last vector xn. Hence, adding a rank-1 dummy vector cannot

improve the bound.

19.4 Hyperbolic Chernoff bound for hyperbolic cone vectors

The goal of this section is to prove the following theorem, which generalizes the

matrix Chernoff bound for positive semi-definite matrices to the hyperbolic version

with respect to random vectors in the hyperbolic cone.

Theorem 19.27. Let h be an m-variate, degree-d hyperbolic polynomial with hyper-

bolic direction e ∈ Rm. Let Λ+ denote the hyperbolic cone of h with respect to e.

Suppose x1, . . . , xn are n independent random vectors with supports in Λ+ such that

λmax(xi) ≤ R for all i ∈ [n].

Define the mean of minimum and maximum eigenvalues as follows:

µmin :=
n∑

i=1

E[λmin(xi)], and µmax :=
n∑

i=1

E[λmax(xi)].

Then, we have

Pr

[
λmax

(
n∑

i=1

xi

)
≥ (1 + δ)µmax

]
≤ d ·

(
(1 + δ)1+δ

eδ

)−µmax/R

∀δ ≥ 0,

Pr

[
λmin

(
n∑

i=1

xi

)
≤ (1− δ)µmin

]
≤ d ·

(
(1− δ)1−δ

e−δ

)−µmin/R

∀δ ∈ [0, 1].

Proof. Without loss of generality, we may assume that λmax(xi) ≤ 1. The general

case will follow from scaling.
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Maximum eigenvalue: By the Laplace transform method, we have

Pr

[
λmax

(
n∑

i=1

xi

)
≥ t

]
≤ inf

θ>0
e−θt · E

[
exp

(
θλmax

(
n∑

i=1

xi

))]

= inf
θ>0

e−θt · E
[∑

q≥0

θq

q!
λmax

(
n∑

i=1

xi

)q]

≤ inf
θ>0

e−θt ·
∑

q≥0

θq

q!
E

[
d∑

j=1

λj

(
n∑

i=1

xi

)q]
, (19.12)

where the second step follows from Taylor expansion, and the third step follows from

xi ∈ Λ+ and each term in the summation are non-negative.

Then, the remaining task is very similar to the proof of Lemma 19.26. We

will upper bound the expectation of trace moments as follows: let Ei denote the

expectation over xi, and E≥i denote the expectation over xi, . . . , xn. Then, we have

E≥1

[
d∑

j=1

λj

(
n∑

i=1

xi

)q]
= E≥2E1

[
d∑

j=1

λj

(
x1 +

n∑

i=2

xi

)q]

= E≥2E1 [tr [(A1 +B1)
q]] ,

where A1, B1 ∈ Rd×d are two symmetric matrices given by Corollary 19.17 such that

A1 depends on the value of x1 and B1 depends on the values of x2, . . . , xn. Since all

eigenvalues of x1, . . . , xn are non-negative, A and B are positive semi-definite matrices.
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Then, we have

E≥2E1 [tr [(A1 +B1)
q]] = E≥2E1


 ∑

β∈{0,1}q
tr

[
q∏

k=1

Aβi1 B
1−βi
1

]


≤ E≥2E1


 ∑

β∈{0,1}q

d∑

j=1

λj(A1)
∑q

i=1 βi · λj(B1)
q−

∑q
i=1 βi




= E≥2E1

[
q∑

k1=0

(
q

k1

) d∑

j=1

λj(A1)
k1 · λj(B1)

q−k1

]

≤ E≥2E1

[
q∑

k1=0

(
q

k1

)
λmax(A1)

k1 ·
d∑

j=1

λj(B)q−k1

]

= E1




q∑

k1=0

(
q

k1

)
λmax(x1)

k1 · E≥2




d∑

j=1

λj

(
n∑

i=2

xi

)q−k1



 .

where the second step follows from the repeated application of Horn’s inequality

(Lemma 19.15) and A1, B are positive semi-matrices, and the last step follows from

x1 is independent with x2, . . . , xn.

Then, by repeating this process, we finally get that

E

[
d∑

j=1

λj

(
n∑

i=1

xi

)q]
≤ E




∑

k1,...,kn≥0
k1+···+kn=q

(
q

k1, . . . , kn

) n∏

i=1

λmax(xi)
ki · d




= d · E
[(

n∑

i=1

λmax(xi)

)q]
.
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Putting it to Eq. (19.12), we have

Pr

[
λmax

(
n∑

i=1

xi

)
≥ t

]
≤ inf

θ>0
e−θt ·

∑

q≥0

θq

q!
E

[
d∑

j=1

λj

(
n∑

i=1

xi

)q]

≤ inf
θ>0

e−θt ·
∑

q≥0

θq

q!
· d · E

[(
n∑

i=1

λmax(xi)

)q]

= inf
θ>0

e−θt · d · E
[
exp

(
θ ·

n∑

i=1

λmax(xi)

)]

= inf
θ>0

e−θt · d ·
n∏

i=1

E
[
eθλmax(xi)

]
,

where the third step follows from the linearity of expectation, and the last step follows

from the independence of x1, . . . , xn.

For x ∈ [0, 1], we know that eθx ≤ 1 + (eθ − 1)x holds for θ ∈ R. Thus,

e−θt · d ·
n∏

i=1

E
[
eθλmax(xi)

]
≤ e−θt · d ·

n∏

i=1

(1 + (eθ − 1)E[λmax(xi)])

= d · exp
(
−θt+

n∑

i=1

log
(
1 + (eθ − 1)E[λmax(xi)]

)
)

≤ d · exp
(
−θt+

n∑

i=1

(eθ − 1)E[λmax(xi)]

)

= d · exp
(
−θt+ (eθ − 1)µmax

)

where the second step follows from our assumption that λmax(x) ∈ [0, 1] for all i ∈ [n],

and the third step follows from log(1 + x) ≤ x for x > −1. Therefore, by taking

θ := log(t/µmax), we have

Pr

[
λmax

(
n∑

i=1

xi

)
≥ t

]
≤ d ·

(
t

µmax

)−t
· et−µ. (19.13)

If we choose t := (1 + δ)µmax, we get that

Pr

[
λmax

(
n∑

i=1

xi

)
≥ (1 + δ)µmax

]
≤ d ·

(
(1 + δ)1+δ

eδ

)−µmax

,

which completes the proof of the maximum eigenvalue case.
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Minimum eigenvalue: We reduce this case to the maximum eigenvalue case by

defining x′i := e− xi for i ∈ [n]. Then, by Fact 19.9,

λmax(x
′
i) = 1− λmin(xi) ≤ 1, and λmin(x

′
i) = 1− λmax(xi) ≥ 0.

Thus,

Pr

[
λmin

(
n∑

i=1

xi

)
≤ (1− δ)µmin

]
= Pr

[
λmax

(
n∑

i=1

x′i

)
≥ n− (1− δ)µmin

]

≤ d ·
(
n− (1− δ)µmin

n− µmin

)n−(1−δ)µmin

· eδµmin

= d ·
(
1 +

δ

n/µmin − 1

)(
n

(1−δ)µmin
−1

)
·(1−δ)µmin

· eδµmin

≤ d ·
(
(1− δ)1−δ

e−δ

)−µmin

,

where the second step follows from taking t := n − (1 − δ)µmin in Eq. (19.13) and

µ′max = n− µmin, the last step follows from n/µmin > 0.

Hence, the proof of the theorem is completed.

19.5 Hyperbolic Anti-Concentration Bound
19.5.1 Our result

In this section, we will prove an anti-concentration bound for random vectors

with respect to the hyperbolic norm, which generalizes the result for PSD matrices

in [AY22]. In particular, an important tool we use is the hyperbolic Chernoff bound

for random vectors in the hyperbolic cone (Theorem 19.27), together with a robust

Littlewood-Offord theorem for hyperbolic cone (Theorem 19.29).

Theorem 19.28 (Hyperbolic anti-concentration theorem). Let h1, h2 be an m-variate

degree-d hyperbolic polynomial with hyperbolic direction e1, e2 ∈ Rm, respectively. Let

y1, y2 ∈ Rm be two vectors. Let {x1i }i∈[n] and {x2i }i∈[n] be two sequences of vectors

such that x1i ∈ Λ+,h1 and x2i ∈ (−Λ+,h2), i.e., λmin,h1(x
1
i ) ≥ 0, λmax,h2(x

2
i ) ≤ 0 for all

i ∈ [n].
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Let τ ≤ 1√
log d

. We further assume that λmax,h1(x
1
i ) ≤ τ and λmin,h2(x

2
i ) ≥ −τ

for all i ∈ [n]. And for j ∈ [2], we have
∑n

i=1 λmin(x
j
i )

2 ≥ 1.

Then, for ∆ ≥ 20τ log d, we have

Pr
ϵ∼{−1,1}n


∃j ∈ [2] :

∥∥∥∥∥
n∑

i=1

ϵix
j
i − yj

∥∥∥∥∥
hj

≤ ∆


 ≤ O(∆).

Proof. We follow the proof in [AY22] but adapt it to the hyperbolic polynomial.

Let fj(ϵ) :=
∑n

i=1 ϵix
j
i for j ∈ [2]. And we will first show that

Pr
ϵ∼{±1}n

[∃j ∈ [2] : λmax,hj(fj(ϵ)− yj) ≤ ∆] ≤ O(∆),

which implies the anti-concentration bound for the hyperbolic spectral norm.

Let p := 1
20τ2 log d

and let π : [n] → [2p] be a random hash function that

independently assigns each i ∈ [n] to uniformly random bucket in [2p]. For i ∈ [2p],

let Ci := {j ∈ [n] : π[j] = i} be the set of elements in the i-th bucket. Let γ ∼ {±1}2p.
For j ∈ [2], define a new function gj(γ) : {±}2k → Rm as follows:

gj(γ) :=

2p∑

i=1

γi ·
∑

j∈Ci

xji .

That is, we assign the same sign for vectors hashed into the same bucket.

[AY22] proved that fj(ϵ) and gj(γ) have the same distribution using a direct

argument about the random hash function. Thus, it is also true in our case and we

just need to prove

Pr
γ∼{±1}2p

[∃j ∈ [2] : λmax,hj(gj(γ)− yj) ≤ ∆] ≤ O(∆)

For j = 1, define the good bucket set

B1
good :=



c ∈ [2p] : λmin,h1


 ∑

i∈π−1(c)

x1i


 ≥ 1

4τp



 .
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By Lemma 19.30, with probability at least 1− e−p/2, we have |B1
good| ≥ 8

5
p.

For j = 2, define the good bucket set

B2
good :=



c ∈ [2p] : λmax,h2


 ∑

i∈π−1(c)

x2i


 ≤ − 1

4τp



 .

By considering −x2i and applying Lemma 19.30, we get that with with probability at

least 1− e−p/2, we have |B2
good| ≥ 8

5
p.

By a pigeonhole principle and union bound, with probability 1−2e−p/2, |B1
good∩

B2
good| ≥ 6

5
p. That is, at least 3

5
-fraction of i ∈ [2p] such that

λmin,h1


 ∑

j∈π−1(c)

x1i


 ≥ 1

4τp
, and λmax,h2


 ∑

j∈π−1(c)

x2i


 ≤ − 1

4τp
.

Thus, we can apply Theorem 19.29 with α = 3
5
, ρ = 1

4τp
and get that

Pr
γ∼{−1,1}2p

[
∃j ∈ [2] : λmax,hj

(
2p∑

i=1

γi ·
∑

k∈π−1

xjk − yj
)
∈
(
− 1

2τp
, 0

]]
≤ O

(
1√
p

)
+ 2e−p/2.

Now, we transform back to the distribution of fj(ϵ) and have the following bound:

Pr
ϵ∼{±1}n

[
∃j ∈ [2] : λmax,hj(fj(ϵ)− yj) ∈

(
− 1

2τp
, 0

]]
≤ O

(
1√
p

)
+ 2e−p/2. (19.14)

However, by our choice of parameters, ∆ ≥ 1
2τp

. We can partition the interval [−∆, 0]
into ⌈2τp∆⌉ sub-intervals each of length 1

2τp
. Since Eq. (19.14) holds for any yj ∈ Rm,

we can use it to bound the probability of the event λmax,hj(fj(ϵ)− yj) ∈ (− k
2τp
,−k−1

2τp
]

by shifting y′j := yj +
k−1
2τp
· e. Therefore, by the union bound, we have

Pr
ϵ∼{±1}n

[
∃j ∈ [2] : λmax,hj(fj(ϵ)− yj) ∈ [∆, 0]

]
≤ ⌈2τp∆⌉ ·

(
O

(
1√
p

)
+ 2e−p/2

)

= O(∆ · τ√p)

= O(∆),

where the last step follows from τ
√
p = O(1) by our choice of parameters.

We note that the above upper bound also holds for the interval [0,∆]. Hence,

we complete the proof of the theorem.
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19.5.2 Technical lemmas

To prove Theorem 19.28, we need a robust Littlewood–Offord theorem for

hyperbolic cones. This kind of theorems were previously proved by [OST19] for

polytopes and [AY22] for positive spectrahedrons.

We first give some definitions in [OST19] about functions on hypercube.

Definition 19.7 (Unateness). A function F : {−1, 1}n → {0, 1} is unate if for all

i ∈ [n], F is either increasing or decreasing with respect to the ith coordinate, i.e.,

F (x1, . . . , xi−1,−1, xi+1, . . . , xn) ≤ F (x1, . . . , xi−1, 1, xi+1, . . . , xn) ∀x ∈ {±1}n, or

F (x1, . . . , xi−1,−1, xi+1, . . . , xn) ≥ F (x1, . . . , xi−1, 1, xi+1, . . . , xn) ∀x ∈ {±1}n.

Let H,H be the indicator set of two unate functions and H ⊂ H. The bound-

ary of H is denoted by ∂H := H\H.

Definition 19.8 (Semi-thin). For α ∈ [0, 1], we say ∂H is α-semi thin if for all x ∈ H,

at least α-fraction of its hypercube neighbors (different in one coordinate) are not in

∂H.

Now, we state the main theorem of this section:

Theorem 19.29 (Robust Littlewood-Offord theorem for hyperbolic cones). Let α ∈
[0, 1], ρ > 0. Let {xji}i∈[n],j∈[2] be 2n vectors in Rm such that x1i ∈ Λ+,h1 , x

2
i ∈ (−Λ+,h2)

for all i ∈ [n]. If there are at least α-fraction of i ∈ [n] such that λmin,h1(x
1
i ) ≥ ρ and

λmax,h2(x
2
i ) ≤ −ρ, then we have

Pr
ϵ∼{−1,1}n

[
∃j ∈ [2] : λmax,hj

(
n∑

i=1

ϵix
j
i − yj

)
∈ (−2ρ, 0]

]
≤ O

(
1

α
√
n

)
.

Proof. For each j ∈ [2], define two sets:

Hj :=

{
ϵ ∈ {−1, 1}n : λmax,h1

(
n∑

i=1

ϵix
j
i

)
≤ −2ρ

}
,

Hj :=

{
ϵ ∈ {−1, 1}n : λmax,h2

(
n∑

i=1

ϵix
j
i

)
≤ 0

}
.
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Then, we have

∂Hj := Hj\Hj =

{
ϵ ∈ {−1, 1}n : λmax,hj

(
n∑

i=1

ϵix
j
i

)
∈ (−2ρ, 0]

}
.

Define F := H1 ∩H2 and ∂F := (H1 ∩H2)\F . Hence,

∂F =

{
ϵ ∈ {−1, 1}n : ∃j ∈ [2] s.t. λmax,hj

(
n∑

i=1

ϵix
j
i

)
∈ (−2ρ, 0]

}
.

For any ϵ ∈ H1, consider its hypercube-neighbour ϵ′ which flip the k-th coordinate of

ϵ. If ϵ′ ∈ ∂H1, then we have

λmax,h1

(
n∑

i=1

ϵix
1
i − 2ϵkx

1
k

)
∈ (−2ρ, 0], λmax,h1

(
n∑

i=1

ϵix
1
i

)
≤ −2ρ.

It implies that ϵk = −1. By the fact that λmax(x+ y) ≥ λmax(x) + λmin(y), we have

λmax,h1

(
n∑

i=1

ϵix
1
i

)
+ 2λmin,h1(x

1
k) ≤ λmax

(
n∑

i=1

ϵix
1
i + 2x1k

)
≤ 0,

which means λmin,h1(x
1
k) ≤ ρ. However, we assume that there are α-fraction of k ∈ [n]

such that λmin,h1(x
1
k) ≥ ρ. Hence, H1 is α-semi thin.

Similarly, for ϵ ∈ H2 and its hypercube-neighbor ϵ′ with the k-th coordinate

flipped, if ϵ′ ∈ ∂H2, we have

λmax,h2

(
n∑

i=1

ϵix
2
i − 2x2k

)
∈ (−2ρ, 0], λmax,h2

(
n∑

i=1

ϵix
2
i

)
≤ −2ρ.

Hence,

λmax,h2

(
n∑

i=1

ϵix
2
i

)
+ 2λmin,h2(−x2k) = λmax,h2

(
n∑

i=1

ϵix
2
i

)
− 2λmax,h2(x

2
k) ≤ 0,

which implies λmax,h2(x
2
k) ≥ −ρ. Then, by our assumption, H2 is also α-semi thin.

Thus, by Theorem 7.18 in [OST19], we have

vol(∂F ) ≤ O(1/(α
√
n)),

which implies the probability upper bound in the lemma.
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In order to satisfy the α-semi thin condition in Theorem 19.29, we use the

following lemma using random hash function to bucket the vectors such that the

resulting distribution will make the condition hold.

Lemma 19.30 (Lemma 46 in [AY22]). Let τ ∈ (0, 1
100
√
log d

]. Let {xi}i∈[n] ⊂ Rm be a

sequence of vectors in the hyperbolic cone Λ+ of h such that

λmax(xi) ≤ τ,
n∑

i=1

λmin(xi)
2 ≥ 1 ∀i ∈ [n].

Let p ≥ 1
10τ2 log d

and π : [n] → [p] be a random hash function that independently

assigns each i ∈ [n] to a uniformly random bucket in [p]. For each c ∈ [p], define

σc :=
∑

i∈π−1(c) xi. And we say c ∈ [p] is good if λmin(σc) ≥ 1
2τp

.

Then, we have

Pr

[
|{c ∈ [p] : c is good}| ≤ 4

5
p

]
≤ exp(−p/4).

Proof. Fix c ∈ [p]. Define indicator random variables zi ∈ {0, 1} for i ∈ [n] such

that zi = 1 if π(i) = c. Since π is a random hash function, we have Pr[zi = 1] = 1
p
.

Then, consider the random vectors {zixi}i∈[n]. For each xi, supp(zixi) ∈ Λ+ and

λmax(zixi) ≤ τ . We note that σc =
∑n

i=1 zixi, and

µmin =
n∑

i=1

E[λmin(zixi)] =
1

m

n∑

i=1

λmin(xi)

≥ 1

m

n∑

i=1

λmin(xi)
2 · 1

λmax(xi)

≥ 1

τm
.

Then, by Theorem 19.27 with δ = 1/2, µmin = 1/(τp), R = τ , we have

Pr

[
λmin

(
n∑

i=1

zixi

)
≤ 1

2τp

]
≤ d · (2/e)

1
2τ2p ≤ 1

10
,
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where the last step follows from p ≥ 1
10τ2 log d

. That is,

Pr

[
λmin(σc) ≥

1

2τp

]
≥ 1− 1

10
=

9

10
. (19.15)

Then, for all c ∈ [p] and i ∈ [n], define the indicator variables Bc,i := 1[π(i) =

c]. Then, {Bc,i}c∈[p],i∈[n] are negatively associated by a balls and bins argument (see

[MR95] for details). Now, the even that c is good can be represented by the indicator

variables Gc := 1[λmin(
∑n

i=1Bc,ixi) ≥ 1
2τp

] for c ∈ [p], which is constructed by apply-

ing a monotone non-decreasing function to {Bc,i}i∈[n]. Hence, we know that {Gc}c∈[p]
are also negatively associated. By Eq. (19.15), we have E[Gc] ≥ 9

10
. Thus, by the

Chernoff bound for negatively associated random variables, we have

Pr

[
p∑

i=1

Gc ≤
4

5
p

]
≤ exp(−p/4),

which completes the proof of the lemma.
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Chapter 20: Hyperbolic Polynomials II: Discrepancy
and Kadison-Singer-Type Results

20.1 Introduction

Introduced by [KS59], the Kadison-Singer problem was a long-standing open

problem in mathematics. It was resolved by Marcus, Spielman, and Srivastrava in

their seminal work [MSS15b]: For any set of independent random vectors u1, · · · , un
such that each ui has finite support, and u1, · · · , un are in isotropic positions in

expectation, there is positive probability that
∑n

i=1 uiu
∗
i has spectral norm bounded

by 1 +O(maxi∈[n] ∥ui∥). The main result of [MSS15b] is as follows:

Theorem 20.1 (Main result of [MSS15b]). Let ϵ > 0 and let v1, · · · , vn ∈ Cm be

n independent random vectors with finite support, such that E[
∑n

i=1 viv
∗
i ] = I, and

E[∥vi∥2] ≤ ϵ, ∀i ∈ [n]. Then

Pr



∥∥∥
∑

i∈[n]

viv
∗
i

∥∥∥ ≤ (1 +
√
ϵ)2


 > 0.

The Kadison-Singer problem is closely related to discrepancy theory, which

is an essential area in mathematics and theoretical computer science. A classical

discrepancy problem is as follows: given n sets over n elements, can we color each

element in red or blue such that each set has roughly the same number of elements in

each color? More formally, for vectors a1, . . . , an ∈ Rn with ∥ai∥∞ ≤ 1 and a coloring

s ∈ {±1}n, the discrepancy is defined by Disc(a1, . . . , an; s) := ∥
∑

i∈[n] siai∥∞. The

famous Spencer’s Six Standard Deviations Suffice Theorem [Spe85] shows that there

exists a coloring with discrepancy at most 6
√
n, which beats the standard Chernoff

bound showing that a random coloring has discrepancy
√
n log n.

More generally, we can consider the “matrix version” of discrepancy: for ma-
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trices A1, . . . , An ∈ Rd×d and a coloring s ∈ {±1}n,

Disc(A1, . . . , An; s) :=
∥∥∥
∑

i∈[n]

siAi

∥∥∥.

By the matrix Chernoff bound, it follows that for any symmetric matrix A1, . . . , An ∈
Rd×d with ∥Ai∥ ≤ 1, for a uniformly random s ∼ {−1, 1}n,

Disc(A1, . . . , An; s) ≤ O(
√
n · log d)

with high probability. An important open question is, can we shave the log(d) factor

for some choice of the signs?

Conjecture 20.2 (Matrix Spencer Conjecture, [Mek14]). For any symmetric ma-

trices X1, . . . , Xn ∈ Rd×d with ∥Xi∥ ≤ 1, there exist signs r ∈ {−1, 1}n such that

∥∑n
i=1 riXi∥ = O(

√
n).

We note that Theorem 20.1 is equivalent to the following discrepancy result

for rank-1 matrices:

Theorem 20.3 ([MSS15b]). Let u1, . . . , un ∈ Cm and suppose maxi∈[n] ∥uiu∗i ∥ ≤ ϵ

and
∑n

i=1 uiu
∗
i = I. Then,

min
s∈{±1}n

Disc(u1u
∗
1, . . . , unu

∗
n; s) ≤ O(

√
ϵ).

In other words, the minimum discrepancy of rank-1 isotropic matrices is bounded

by O(
√
ϵ), where ϵ is the maximum spectral norm. This result also beats the matrix

Chernoff bound [Tro15], which shows a discrepancy bound O(
√
ϵ log d). The main

techniques in [MSS15b] are the method of interlacing polynomials and the barrier

methods developed in [MSS15a].

Several generalizations of the Kadison-Singer-type results, which have inter-

esting applications in theoretical computer science, have been established using the

same technical framework as described in [MSS15b]. In particular, Kyng, Luh, and
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Song [KLS20] provided a “four derivations suffice” version of Kadison-Singer conjec-

ture: Instead of assuming every independent random vector has a bounded norm, the

main result in [KLS20] only requires that the sum of the squared spectral norm is

bounded by σ2, and showed a discrepancy bound of 4σ:

Theorem 20.4 ([KLS20]). Let u1, . . . , un ∈ Cm and σ2 = ∥∑n
i=1(uiu

∗
i )

2∥. Then, we

have

Pr
ξ∼{±1}n

[∥∥∥
n∑

i=1

ξiuiu
∗
i

∥∥∥ ≤ 4σ

]
> 0.

This result was recently applied by [LZ20] to approximate solutions of gener-

alized network design problems.

Moreover, Anari and Oveis-Gharan [AO14] generalized the Kadison-Singer

conjecture into the setting of real-stable polynomials. Instead of assuming the ran-

dom vectors are independent, [AO14] assumes that the vectors are sampled from any

homogeneous strongly Rayleigh distribution with bounded marginal probability, have

bounded norm, and are in an isotropic position:

Theorem 20.5 ([AO14]). Let µ be a homogeneous strongly Rayleigh probability dis-

tribution on [n] such that the marginal probability of each element is at most ϵ1, and

let u1, · · · , un ∈ Rm be vectors in an isotropic position,
∑n

i=1 uiu
∗
i = I, such that

maxi∈[n] ∥ui∥2 ≤ ϵ2. Then

Pr
S∼µ

[∥∥∥
∑

i∈S

uiu
∗
i

∥∥∥ ≤ 4(ϵ1 + ϵ2) + 2(ϵ1 + ϵ2)
2

]
> 0.

Theorem 20.5 has a direct analog in spectral graph theory: Given any (weighted)

connected graph G = (V,E) with Laplacian LG. For any edge e = (u, v) ∈ E, define

the vector corresponding to e as ve = L
†/2
G (1u − 1v) (here L†G is the Moore-Penrose

inverse). Then the set of {ve : e ∈ E} are in isotropic position, and ∥ve∥2 equals to the

graph effective resistance with respect to e. Also, any spanning tree distribution of
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the edges in E is homogeneous strongly Rayleigh. It follows from Theorem 20.5 that

any graph with bounded maximum effective resistance has a spectrally-thin spanning

tree [AO14]. Moreover, [AO15] provided an exciting application to the asymmetric

traveling salesman problem and obtained an O(log log n)-approximation.

Another perspective of generalizing the Kadison-Singer theorem is to study the

discrepancy with respect to a more general norm than the spectral norm, which is the

largest root of a determinant polynomial. A recent work by Bränden [Brä18] proved

a high-rank version of Theorem 20.3 for hyperbolic polynomial, which is a larger class

of polynomials including the determinant polynomial. Moreover, the hyperbolic norm

on vectors is a natural generalization of the matrix spectral norm. (We will introduce

hyperbolic polynomials in Section 20.1.1.) From this perspective, it is very natural

to ask:

Can we extend more matrix discrepancy results (e.g., Theorem 20.4 and

Theorem 20.5) to the hyperbolic polynomial setting?

20.1.1 Our results

Our results in this chapter falls into three classes:

1. In the Kadison-Singer (KS) setting, we show that it holds with respect to the

hyperbolic norm for high-rank, sub-isotropic vectors in the hyperbolicity cone

(Theorem 20.6), which slightly improves Brändén [Brä18]’s result.

2. In the Spencer setting, we propose a hyperbolic Spencer conjecture (Conjec-

ture 20.9), and prove the constant-rank case (Theorem 20.8).

3. In the KS setting, we also generalize Theorem 20.4 and Theorem 20.5 to the

hyperbolic norm. Theorem 20.10 removes the (sub-)isotropic condition in the

rank-1 hyperbolic KS theorem and gives a tighter control for the hyperbolic

deviation. Theorem 20.11 extends the rank-1 hyperbolic KS theorem to the

Strongly-Rayleigh distributions.
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Before stating our main results, we recall some basic notation of hyperbolic polyno-

mials below (which was already introduced in Chapter 19).

Hyperbolic polynomials form a broader class of polynomials that encompasses

determinant polynomials and homogeneous real-stable polynomials. An m-variate,

degree-d homogeneous polynomial h ∈ R[x1, · · · , xm] is hyperbolic with respect to

a direction e ∈ Rm if the univariate polynomial t 7→ h(te − x) has only real roots

for all x ∈ Rm. (See Appendix 20.10 for some examples of hyperbolic/real-stable

polynomials.) The set of x ∈ Rm such that all roots of h(te − x) are non-negative

(or strictly positive) is referred to as the hyperbolicity cone Γh+(e) (or Γh++(e)). It

is a widely recognized result [Brä10] that any vector x in the open hyperbolicity

cone Γh++(e) is itself hyperbolic with respect to the polynomial h and have the same

hyperbolicity cone as e, meaning that Γh++(e) = Γh++(x). Therefore, the unique

hyperbolicity cone of h can simply be expressed as Γh+.

The hyperbolic polynomials have similarities to determinant polynomials of

matrices, as they both can be used to define trace, norm, and eigenvalues. Given a

hyperbolic polynomial h ∈ R[x1, · · · , xm] and any vector e ∈ Γh++, we can define a

norm with respect to h(x) and e as follows: for any x ∈ Rm, its hyperbolic norm ∥x∥h
is equal to the largest root (in absolute value) of the linear restriction polynomial

h(te − x) ∈ R[t]. Similar to the eigenvalues of matrices, we define the hyperbolic

eigenvalues of x to be the d roots of h(te− x), denoted by λ1(x) ≥ · · · ≥ λd(x). We

can also define the hyperbolic trace and the hyperbolic rank :

trh[x] :=
d∑

i=1

λi(x), and rank(x)h := |{i ∈ [d] : λi(x) ̸= 0}|.

High-rank hyperbolic KS Brändén [Brä18] proved a hyperbolic Kadison-Singer

theorem, which generalizes Theorem 20.1 to the hyperbolic spectral norm and vectors

with arbitrary rank. However, his result requires the vectors in the isotropic condition.

Our result relaxes the isotropic condition to sub-isotropic:
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Theorem 20.6 (Hyperbolic Kadison-Singer with sub-isotropic condition, informal).

Let k ≥ 2 be an integer and ϵ, σ > 0. Suppose h is hyperbolic with respect to e ∈ Rm,

and let x1, . . . , xn be n vectors in the hyperbolic cone such that

trh[xi] ≤ ϵ ∀i ∈ [n], and
∥∥∥

n∑

i=1

xi

∥∥∥
h
≤ σ. (20.1)

where trh[x] :=
∑d

i=1 λi(x). Then, there exists a partition S1 ∪ S2 ∪ · · · ∪ Sk = [n]

such that for all j ∈ [k],
∥∥∥∥∥
∑

i∈Sj

xi

∥∥∥∥∥
h

≤
(√

ϵ+
√
σ/k

)2
.

Theorem 20.6 implies the high-rank case of [MSS15b] result (Theorem 20.1)

without the isotropic condition. We note that there is a naive approach to relax

the isotropic condition in [MSS15b, Brä18]’s results by adding several small dummy

vectors to make the whole set in an isotropic position. (See [Gha15] for more details.)

However, Theorem 20.6 is slightly better than this approach, since the naive approach

will increase the number of vectors which results in a worse bound. (See Remark 20.4

for more details.)

Theorem 20.6 also implies the following hyperbolic discrepancy result:

Corollary 20.7 (Hyperbolic discrepancy for sub-isotropic vectors). Let 0 < ϵ ≤ 1
2
.

Suppose h ∈ R[z1, . . . , zm] is hyperbolic with respect to e ∈ Rm, and let x1, . . . , xn ∈
Λ+(h, e) that satisfy Eq. (20.1). Then, there exist signs r ∈ {−1, 1}n such that

∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

≤ 2
√
ϵ(2σ − ϵ).

We note that this result is incomparable with [KLS20] due to the following

reasons: 1) [KLS20] only works for rank-1 matrices while our result holds for arbitrary

rank vectors in the hyperbolic cone; 2) the upper bound of [KLS20] depends on

∥∑n
i=1X

2
i ∥1/2 while our result depends on the hyperbolic trace and spectral norm of

the sum of vectors.
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Hyperbolic Spencer To obtain a hyperbolic discrepancy upper bound for arbi-

trary vectors (as in the case of Conjecture 20.2), we can apply hyperbolic Chernoff

bound (Theorem 19.1) and get the following discrepancy result which holds with high

probability:

Theorem 20.8. Let h be a degree-d hyperbolic polynomial with respect to e ∈ Rm.

We are given vectors x1, x2, · · · , xn ∈ Rm such that ∥xi∥h ≤ 1 and rank(xi) ≤ s for

all i ∈ [n] and some s ∈ N+. Then for uniformly random signs r ∼ {−1, 1}n,
∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥
h

≤ O(
√
n log(s+ 1))

holds with probability at least 0.99.

This result may not be tight when the ranks of the input vectors are large. It

is thus interesting to study whether we can do better to improve the
√
log d factor in

the non-constructive case. We thus conjecture the following hyperbolic discrepancy

bound:

Conjecture 20.9 (Hyperbolic Spencer Conjecture). We are given vectors x1, x2, · · · , xn ∈
Rm and a degree d hyperbolic polynomial h ∈ R[z1, . . . , zm] with respect to e ∈ Rm,

where ∥xi∥h ≤ 1 for all i ∈ [n]. Then, there exist signs r ∈ {−1, 1}n, such that
∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥
h

≤ O(
√
n).

Note that Conjecture 20.9 is more general than the matrix Spencer conjecture

(Conjecture 20.2). And for constant degree d or constant maximum rank s, this

conjecture is true by Theorem 20.8.

Rank-1 hyperbolic KS generalizations We first generalize the result of [KLS20]

to the hyperbolic setting:
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Theorem 20.10 (Hyperbolic version of [KLS20] (Theorem 1.4), informal statement

of Theorem 20.43). Let h ∈ R[x1, . . . , xm] denote a hyperbolic polynomial in direction

e ∈ Rm. Let v1, . . . , vn ∈ Γh+ be n vectors in the closed hyperbolicity cone. Let

ξ1, . . . , ξn be n independent random variables with finite supports and E[ξi] = µi and

Var[ξi] = τ 2i . Suppose σ := ∥∑n
i=1 τ

2
i trh[vi]vi∥h. Then there exists an assignment

(s1, . . . , sn) with si in the support of ξi for all i ∈ [n], such that

∥∥∥
n∑

i=1

(si − µi)vi
∥∥∥
h
≤ 4σ.

We remark that Theorem 20.10 does not require the isotropic position con-

dition of v1, · · · , vn as in [Brä18]. In addition, we only need the sum of trh[vi]vi’s

hyperbolic norm to be bounded, while [Brä18]’s result requires each vector’s trace to

be bounded individually.

We would also like to note that the class of hyperbolic polynomials is much

broader than that of determinant polynomials, which were used in the original Kadison-

Singer-type theorems. Lax conjectured in [Lax57] that every 3-variate hyperbolic/real-

stable polynomial could be represented as a determinant polynomial, this was later

resolved in [HV07, LPR05]. However, the Lax conjecture is false when the number

of variables exceeds 3, as demonstrated in [Brä11, BVY14] with counterexamples of

hyperbolic/real-stable polynomials h(x) for which even (h(x))k cannot be represented

by determinant polynomials for any k > 0.

Our second result considers the setting where the random vectors are not

independent, but instead, sampled from a strongly Rayleigh distribution. We say a

distribution µ over the subsets of [n] is strongly Rayleigh if its generating polynomial

gµ(z) :=
∑

S⊆[n] µ(S)z
S ∈ R[z1, . . . , zn] is a real-stable polynomial, which means gµ(z)

does not have any root in the upper-half of the complex plane, i.e., gµ(z) ̸= 0 for any

z ∈ Cn with ℜ(z) ≻ 0.

Theorem 20.11 (Hyperbolic version of [AO14] (Theorem 1.2), informal statement

of Theorem 20.54). Let h ∈ R[x1, . . . , xm] denote hyperbolic polynomial in direction
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e ∈ Rm. Let µ be a homogeneous strongly Rayleigh probability distribution on [n] such

that the marginal probability of each element is at most ϵ1.

Suppose v1, · · · , vn ∈ Γh+ are in the hyperbolicity cone of h such that
∑n

i=1 vi =

e, and for all i ∈ [n], ∥vi∥h ≤ ϵ2. Then there exists S ⊆ [n] in the support of µ, such

that
∥∥∥
∑

i∈S

vi

∥∥∥
h
≤ 4(ϵ1 + ϵ2) + 2(ϵ1 + ϵ2)

2.

It is worth mentioning that the previous paper [KLS20, AO14] focused on the

determinant polynomial, leaving the question of whether their techniques could be

extended to the hyperbolic/real-stable setting unresolved. In our paper, we address

this gap by developing new techniques specifically tailored to hyperbolic polynomials.

In addition, we follow the results from [AOSS18] and give an algorithm that

can find the approximate solutions of both Theorem 20.10 and Theorem 20.11 in time

sub-exponential to m:

Proposition 20.12 (Sub-exponential algorithm for Theorem 20.10, informal state-

ment of Corollary 20.64 ). Let h ∈ R[x1, . . . , xm] denote a hyperbolic polynomial with

direction e ∈ Rm. Let v1, . . . , vn ∈ Γh+ be n vectors in the hyperbolicity cone Γh+ of h.

Suppose σ = ∥∑n
i=1 trh[vi]vi∥h.

Let P be the interlacing family used in the proof of Theorem 20.11. Then there

exists an sub-exponential time algorithm KadisonSinger(δ,P), such that for any δ > 0,

it returns a sign assignment (s1, · · · , sn) ∈ {±1}n satisfying
∥∥∥

n∑

i=1

siui

∥∥∥
h
≤ 4(1 + δ)σ.

Proposition 20.13 (Sub-Exponential algorithm for Theorem 20.11, informal state-

ment of Corollary 20.68 ). Let h ∈ R[x1, . . . , xm] denote a hyperbolic polynomial in

direction e ∈ Rm. Let µ be a homogeneous strongly Rayleigh probability distribu-

tion on [n] such that the marginal probability of each element is at most ϵ1, and let

v1, · · · , vn ∈ Γh+ be n vectors such that
∑n

i=1 vi = e, and for all i ∈ [n], ∥vi∥h ≤ ϵ2.
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Let Q be the interlacing family used in the proof of Theorem 20.11. Then there

exists an sub-exponential time algorithm KadisonSinger(δ,Q), such that for any δ > 0,

it returns a set S in the support of µ satisfying
∥∥∥
∑

i∈S

ui

∥∥∥
h
≤ (1 + δ) ·

(
4(ϵ1 + ϵ2) + 2(ϵ1 + ϵ2)

2
)
.

20.2 Related work

Real-Stable Polynomials Real-stability is an important property for multivariate

polynomials. In [BB09], the authors used the real-stability to give a unified framework

for Lee-Yang type problems in statistical mechanics and combinatorics. Real-stable

polynomials are also related to the permanent. Gurvits [Gur07] proved the Van der

Waerden conjecture, which conjectures that the permanent of n-by-n doubly stochas-

tic matrices are lower-bounded by n!/nn, via the capacity of real-stable polynomi-

als. Recently, [GL21] improved the capacity lower bound for real-stable polynomials,

which has applications in matrix scaling and metric TSP. In addition, real-stable

polynomials are an important tool in solving many counting and sampling problems

[NS16, AOR16, AO17, SV17, AOSS16, AMOV18, AOV18, ALOV19, ALO+21].

Hyperbolic Polynomials Hyperbolic polynomial was originally defined to study

the stability of partial differential equations [Går51, Hor83, Kry95]. In theoretical

computer science, Güler [Gül97] first introduced hyperbolic polynomial for optimiza-

tion (hyperbolic programming), which is a generalization of LP and SDP. Later, a few

algorithms [Ren06, MT14, RS14, Ren16, NP18, Ren19a] were designed for hyperbolic

programming. On the other hand, a significant effort has been put into the equivalence

between hyperbolic programming and SDP, which is closely related to the “General-

ized Lax Conjecture” (which conjectures that every hyperbolicity cone is spectrahe-

dral) and its variants [HV07, LPR05, Brä14, KPV15, Sau18, Ami19, RRSW19].
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Strongly Rayleigh Distribution The strongly Rayleigh distribution was intro-

duced by [BBL09]. The authors also proved numerous basic properties of strongly

Rayleigh distributions, including negative association, and closure property under

operations such as conditioning, product, and restriction to a subset. [PP14] proved

a concentration result for Lipschitz functions of strongly Rayleigh variables. [KS18]

showed a matrix concentration for strongly Rayleigh random variables, which implies

that adding a small number of uniformly random spanning trees gives a graph spectral

sparsifier.

Strongly Rayleigh distribution also has many algorithmic applications. [AOR16]

exploited the negative dependence property of homogeneous strongly Rayleigh dis-

tributions, and designed efficient algorithms for generating approximate samples from

Determinantal Point Process using Monte Carlo Markov Chain. The strongly Rayleigh

property of spanning tree distribution is a key component for improving the ap-

proximation ratios of TSP [KKO20, KKO21] and k-edge connected graph problem

[KKOZ21].

Other generalizations of the Kadison-Singer-type results The upper bound

of the rank-one Kadison-Singer theorem was improved by [BCMS19, RL20]. [AB20]

further extended [RL20]’s result to prove a real-stable version of Anderson’s paving

conjecture. However, they used a different norm for real-stable polynomials, and

hence their results and ours are incomparable. In the high-rank case, [Coh16a] also

proved a Kadison-Singer result for high-rank matrices.

Another direction of generalizing the Kadison-Singer-type result is to relax the

{+1,−1}-coloring to {0, 1}-coloring, which is called the one-sided version of Kadison-

Singer problem in [Wea04]. More specifically, given n isotropic vectors v1, . . . , vn ∈ Rm

with norm 1√
N

, the goal is to find a subset S ⊂ [n] of size k such that ∥∑i∈S viv
⊤
i ∥ ≤

k
n
+O(1/

√
N). Unlike the original Kadison-Singer problem, Weaver [Wea04] showed

that this problem can be solved in polynomial time. Very recently, Song, Xu and
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Zhang [SXZ22] improved the time complexity of the algorithm via an efficient inner

product search data structure.

Applications of Kadison-Singer Problem There are many interesting results

developed from the Kadison-Singer theorem. In spectral graph theory, [HO14] ex-

ploited the same proof technique of interlacing families to show a sufficient condition

of the spectrally thin tree conjecture. [AO14] used the strongly-Rayleigh extension of

Kadison-Singer theorem to show a weaker sufficient condition. Based on this result,

[AO15] showed that any k-edge-connected graph has an O( log log(n)
k

)-thin tree, and

gave a poly(log log(n))-integrality gap of the asymmetric TSP. [MSS18, Coh16b] used

the Kadison-Singer theorem to construct bipartite Ramanujan graphs of all sizes and

degrees. In the network design problem, [LZ20] exploited the result in [KLS20], and

built a spectral rounding algorithm for the general network design convex program,

which has applications in weighted experimental design, spectral network design, and

additive spectral sparsifier.

Discrepancy theory For theoretical results, very recently, [HRS21, DJR21] proved

some special cases of the matrix Spencer conjecture. For algorithmic results, Bansal

[Ban10] proposed the first constructive version of partial coloring for discrepancy

minimization. Based on this work, more approaches [LM15, Raz17, LRR17, ES18,

BDGL18, DNTTJ18] were discovered in recent years. For applications of the discrep-

ancy theory, we refer to the excellent book by Matousek [Mat09].

20.3 Proof Overview
20.3.1 Hyperbolic discrepancy for high-rank vectors

In this section, we sketch our techniques for improving the result of [Brä18]

and proving the hyperbolic Spencer conjecture for constant-rank case.

To relax the isotropic condition in [Brä18], we basically follow their proof.
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The high-level idea is to construct a compatible family of polynomials1 such that

the probability in the hyperbolic Kadison-Singer problem (Theorem 20.6) can be

upper-bounded by the largest root of the expected polynomial of the family, which

can be further upper-bounded by the largest root of the mixed hyperbolic polyno-

mial h[v1, . . . , vn] ∈ R[x1, . . . , xm, y1, . . . , yn], defined as h[v1, . . . , vn] :=
∏m

i=1(1 −
yiDvi)h(x), where Dvi is the directional derivative with respect to vi. In particular,

we can consider the roots of the linear restriction h[v1, . . . , vn](te + 1) ∈ R[t]. Then,

using Gårding’s result [Går59] on hyperbolic cone, we know that the largest root

equals the minimum ρ > 0 such that the vector ρe+1 is in the hyperbolic cone Γ+ of

h[v1, . . . , vn], which can be upper-bounded via similar techniques in [MSS15b, KLS20]

to iteratively add each vector vi while keeping the sum in the hyperbolic cone. Our

key observation is that the proof in [Brä18] essentially proved that

ϵµe+
(
1− 1

n

)
δ
∑n

i=1 vi

1 + µ−1
n

+ 1 ∈ Γ+

holds for any vectors vi ∈ Λ+. Hence, once we assume that ∥∑n
i=1 vi∥h ≤ σ, then by

the convexity of the hyperbolic cone, we get that ρ ≤ (ϵµ+(1− 1
n)δσ)

1+µ−1
n

, which will imply

the upper bound in Theorem 20.6. We defer the formal proof in Section 20.5.2.

To obtain the discrepancy result for arbitrary vectors (Theorem 20.8), we can

use the hyperbolic Chernoff bound for Rademacher sum (Theorem 19.1) to derive

the discrepancy upper bound. For any vectors x1, . . . , xn with maximum rank s, by

setting t = O(σ
√
log s) in Theorem 19.1, we get that ∥∑n

i=1 rixi∥h ≤ O(σ
√
log s)

holds with high probability for uniformly random signs r ∼ {±1}n.

20.3.2 Hyperbolic deviations

In this section, we will sketch the proof of our hyperbolic generalization of

the Kadison-Singer theorem (Theorem 20.10). We will use the same strategy as

1The compatible family of polynomials is closely related to the interlacing family in [MSS15b,
MSS18]. See Definition 20.12.
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the original Kadison-Singer theorem (Theorem 20.1) in [MSS15a, MSS15b], following

three main technical steps.

For simplicity, we assume that the random variables ξ1, . . . , ξn ∈ {±1} are

independent Rademacher random variables, i.e., Pr[ξi = 1] = 1
2

and Pr[ξi = −1] = 1
2

for all i ∈ [n].

To generalize the Kadison-Singer statement into the hyperbolic norm, one

main obstacle is to define the variance of the hyperbolic norm of the sum of random

vectors
∑n

i=1 ξivi. In the determinant polynomial case, each vi corresponds to a

rank-1 matrix uiu
∗
i , and it is easy to see that the variance of the spectral norm is

∥∑n
i=1(uiu

∗
i )

2∥. However, there is no analog of “matrix square” in the setting of

hyperbolic/real-stable polynomials. Instead, we define the hyperbolic variance:
∥∥∥∥∥

n∑

i=1

trh[vi]vi

∥∥∥∥∥
h

in terms of the hyperbolic trace, and show that four hyperbolic deviations suffice.

Defining interlacing family of characteristic polynomials. In the first step,

we construct a family of characteristic polynomials {ps : s ∈ {±1}t, t ∈ {0, · · · , n}}
as follows: For each s ∈ {±1}n, define the leaf-node-polynomial:

ps(x) :=

(
n∏

i=1

pi,si

)
· h
(
xe+

n∑

i=1

sivi

)
· h
(
xe−

n∑

i=1

sivi

)
,

and for all ℓ ∈ {0, . . . , n−1}, s′ ∈ {±1}ℓ, we construct an inner node with a polynomial

that corresponds to the bit-string s′:

ps′(x) :=
∑

t∈{±1}n−ℓ

p(s′,t)(x).

where (s′, t) ∈ {±1}n is the bit-string concatenated by s′ and t.

We will then show that the above family of characteristic polynomials forms

an interlacing family (see Lemma 20.47 for detail) . By basic properties of interlacing
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family, we can always find a leaf-root-polynomial ps (where s ∈ {±1}n) whose largest

root is upper bounded by the largest root of the top-most polynomial.

p∅(x) = Eξ1,··· ,ξn

[
h
(
xe+

n∑

i=1

ξivi

)
· h
(
xe−

n∑

i=1

ξivi

)]
.

(we call p∅ to be the mixed characteristic polynomial). Notice that by rewriting the

largest root of ps to be the expected hyperbolic norm of
∑n

i=1 sivi, we get that

λmax(p∅) =

∥∥∥∥∥
n∑

i=1

sivi

∥∥∥∥∥
h

. (20.2)

(See Corollary 20.48 for a formal statement).

Also, we will take s ∈ {±1}n as the corresponding sign assignment in the

main theorem (Theorem 20.10) It then suffices to upper-bound the largest root of the

mixed characteristic polynomial.

From mixed characteristic polynomial to multivariate polynomial. In the

second step, we will show that the mixed characteristic polynomial that takes the

average on n random variables

p∅(x) = Eξ1,...,ξn

[
h
(
xe+

n∑

i=1

ξivi

)
· h
(
xe−

n∑

i=1

ξivi

)]

is equivalent to a polynomial with n extra variables z1, · · · , zn:

n∏

i=1

(
1− 1

2

∂2

∂z2i

)∣∣∣∣∣
z=0

(
h
(
xe+

n∑

i=1

zivi

))2

. (20.3)

(See Lemma 20.49 for more detail.) Thus, we can reduce the upper bound of χmax(p∅)

to an upper bound of the largest root in (20.3). The latter turns out to be easier to

estimate with the help of a barrier argument [MSS15b].

To show such equivalence holds, we use induction on the random variables

ξ1, . . . , ξn. More specifically, we start from ξ1 and are conditioned on any fixed choice
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of ξ2, . . . , ξn. We prove that taking expectation over ξ1 is equivalent to applying the

operator (1− ∂2

∂z21
) to the polynomial

(
h(xe+ z1v1 +

n∑

i=2

ξivi)

)2

and setting z1 = 0. Here we use the relation between expectation and the second

derivatives: for any Rademacher random variable ξ,

Eξ[h(x1 − ξv) · h(x2 + ξv)] =

(
1− 1

2

d2

dt2

) ∣∣∣∣∣
t=0

h(x1 + tv)h(x2 + tv).

Repeating this process and removing one random variable at a time. After n itera-

tions, we obtain the desired multivariate polynomial.

We also need to prove the real-rootedness of the multivariate polynomial

(Eqn. (20.3)). We first consider an easy case where h itself is a real-stable polynomial,

as in the determinant polynomial case. Then the real-rootedness easily follows from

the closure properties of the real-stable polynomial (see Fact 20.17) . More specifically,

we can show that (h(xe+
∑n

i=1 zivi))
2 is also a real-stable polynomial. Furthermore,

applying the operators (1 − 1
2
∂2

∂z2i
) and restricting z = 0 preserve the real-stability.

Therefore, the multivariate polynomial is a univariate real-stable polynomial, which

is equivalent to being real-rooted.

Next, we show that when h is a hyperbolic polynomial, the multivariate poly-

nomial (Eqn. (20.3)) is also real-rooted. our approach is to show that the linear

restriction of h: h(xe +
∑n

i=1 zivi) is a real-stable polynomial in R[x, z1, . . . , zn]. A

well-known test for real-stability is that if for any a ∈ Rn+1
>0 , b ∈ Rn+1, the one-

dimensional restriction p(at + b) ∈ R[t] is non-zero and real-rooted, then p(x) is

real-stable. We test h(xe +
∑n

i=1 zivi) by restricting to at + b, and get the following

polynomial:

h
(
(a1e+

n∑

i=1

ai+1vi)t+ y
)
∈ R[t],
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where y is a fixed vector depending on b. Since ai > 0 for all i ∈ [n+1] and e, v1, . . . , vn
are vectors in the hyperbolicity cone, it implies that the vector a1e +

∑n
i=1 ai+1vi is

also in the hyperbolicity cone. Then, by the definition of hyperbolic polynomial,

we immediately see that h((a1e +
∑n

i=1 ai+1vi)t + y) is real-rooted for any a ∈ Rn+1
>0

and b ∈ Rn+1. Hence, we can conclude that the restricted hyperbolic polynomial

h(xe+
∑n

i=1 zivi) is real-stable and the remaining proof is the same as the real-stable

case.

Applying barrier argument. Finally, we use barrier argument to find an “upper

barrier vector” whose components lie above any roots of multivariate polynomial

can take. In particular, we consider the multivariate polynomial P (x, z) = (h(xe +
∑n

i=1 zivi))
2. Define the barrier function of any variable i ∈ [n] as the following:

Φi
P (α(t),−δ) =

∂ziP (x, z)

P (x, z)

∣∣∣
x=α(t),z=−δ

,

where δ ∈ Rn where δi = ttrh[vi] for i ∈ [n] and α(t) > t is a parameter that depends

on t.

As a warm-up, consider the case when σ = 1 and assuming ∥∑n
i=1 trh[vi]vi∥h ≤

1. It is easy to show that (α(t),−δ) is an upper barrier of P , from the linearity of

the hyperbolic eigenvalues and the assumption. Next, we upper-bound the barrier

function’s value at (α(t),−δ). When h is a determinant polynomial, this step is easy

because the derivative of log det is the trace of the matrix. For a general hyperbolic

polynomial, we will rewrite the partial derivative ∂zi as a directional derivative Dvi

and get

Φi
P (α(t),−δ) = 2 ·

(Dvih)(αe− te+ t(e−∑n
j=1 trh[vj]vj))

h(αe− te+ t(e−∑n
j=1 trh[vj]vj))

.

We observe that our assumption ∥∑n
i=1 trh[vi]vi∥h ≤ 1 implies that e−∑n

j=1 trh[vj]vj ∈
Γh+. By the concavity of the function h(x)

Dvih(x)
in the hyperbolicity cone, we can prove

that

Φi
P (α(t),−δ) ≤

2trh[vi]

α(t)− t .
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Now, we can apply the barrier update lemma in [KLS20] (Lemma 20.26) with α(t) =

2t = 4 to show that

Φj

(1− 1
2
∂2zi )P

(4,−δ + δi1i) ≤ Φj
P (4,−δ).

In other words, the partial differential operator (1 − 1
2
∂2zi) shifts the upper-barrier

by (0, · · · , 0, δi, 0, · · · , 0). Using induction for the variables δ1, · · · , δn, we can finally

finally get an upper-barrier of

(4,−δ +
n∑

i=1

δi1i) = (4, 0, . . . , 0),

which implies that (4, 0, . . . , 0) is above the roots of

n∏

i=1

(
1− 1

2

∂2

∂z2i

)(
h
(
xe+

n∑

i=1

ziτivi

))2

(20.4)

(See Lemma 20.53 for detail).

A challenge in this process is ensuring that the barrier function remains non-

negative. To achieve this, we use the multidimensional convexity of the hyperbolic

barrier function as established in [Tao13] (Lemma 20.27) . For cases where σ ̸= 1,

this requirement is satisfied through a simple scaling argument.

Combining the above three steps together, we can prove that Prξ1,··· ,ξn [∥
∑n

i=1 ξivi∥h ≤
4σ] > 0 for vectors v1, . . . , vn in the hyperbolicity cone with ∥∑n

i=1 trh[vi]vi∥h = σ2.

The complete proof can be found in Section 20.7.

20.3.3 Generalization to strongly Rayleigh distributions

Our main technical contribution to Theorem 20.11 is a more universal and

structured method to characterize the mixed characteristic polynomial. Define the

mixed characteristic polynomial as

qS(x) = µ(S) · h
(
xe−

∑

i∈S

vi

)
. (20.5)
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we want to show that it is equivalent to the restricted multivariate polynomial:

n∏

i=1

(1− 1

2

∂2

∂z2i
)
(
h(xe+

n∑

i=1

zivi)gµ(x1+ z)
)∣∣∣∣∣

z=0

∈ R[x, z1, · · · , zn]. (20.6)

Although Eqn. (20.5) and Eqn. (20.6) are the hyperbolic generalization of

[AO14], we are unable to apply the previous techniques. This is because [AO14]

computes the mixed characteristic polynomial explicitly, which heavily relies on the

fact that the characteristic polynomial is a determinant. It is unclear how to generalize

this method to hyperbolic/real-stable characteristic polynomials.

The key step in [AO14] is to show the following equality between mixed char-

acteristic polynomial and multivariate polynomial:

xdµ−d · ES∼µ
[
det

(
x2I −

∑

i∈S

2viv
⊤
i

)]

=
n∏

i=1

(1− ∂2zi)
(
gµ(x1+ z) · det(xI +

n∑

i=1

ziviv
⊤
i )

)∣∣∣∣∣
z=0

where dµ is the degree of the homogeneous strongly-Rayleigh distribution µ (i.e. the

degree of gµ), and m is the dimension of vi.

Then they expand the right-hand side to get:

RHS =
m∑

k=0

(−1)kxdµ+m−2k
∑

S∈([n]
k )

Pr
T∼µ

[S ⊆ T ] · σk(
∑

i∈S

2viv
⊤
i )

= xdµ−m · ES∼µ
[
det

(
x2I −

∑

i∈S

2viv
⊤
i

)]
= LHS,

where σk(M) equals to the sum of all k× k principal minors of M ∈ Rm×m. The first

step comes from expanding the product
∏n

i=1(1 − ∂2zi), and the second step comes

from that

det(x2I −
n∑

i=1

viv
⊤
i ) =

m∑

k=0

(−1)2kx2m−2k
∑

S∈([n]
k )

σk(
∑

i∈S

viv
⊤
i ).
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The naive generalization of a technique to hyperbolic/real-stable polynomial

h faces challenges. One such challenge is the absence of an explicit form for h,

unlike in the case of h = det where the determinant can be expressed as a combi-

nation of minors. This lack of a well-defined minor presents difficulty in rewriting

the hyperbolic/real-stable polynomial. To tackle this issue, we devised a new and

structured proof that relies on induction, offering a novel solution to this problem.

Inductive step. We first rewrite the expectation over the Strongly-Rayleigh dis-

tribution T ∼ µ as follows:

xdµ · 2−n · ET∼µ[h(xe−
∑

i∈T

vi)] =
1

2
Eξ2,··· ,ξn∼{0,1}n−1

[
(1− ∂z1)h(x2 + z1v1)x∂z1g2(x+ z1)

+ h(x2)(1− x∂z1)g2(x+ z1)
∣∣∣
z1=0

]

where g2 is defined as

g2(t) := x
∑n

i=2 ξi ·
n∏

i=2

(
ξi∂zi + (1− ξi)(1− x∂zi)

)
gµ(t, x+ z2, x+ z3, · · · , x+ zn)

∣∣∣
z2,...,zn=0

and x2 = x2e −∑n
i=2 ξivi. The main observation is that the marginals of a homo-

geneous Strongly-Rayleigh distribution can be computed from the derivatives of its

generating polynomial (Fact 20.55) .

Then, we can expand the term inside the expectation as

(1− x

2
∂2z1)

(
h(x2 + z1v1)g2(x+ z1)

)∣∣∣
z1=0

,

using the fact that rank(v1)h ≤ 1 and the degree of g2(t) is at most 1.

Hence, we obtain our inductive step as

xdµ · 2−n · Eξ∼µ
[
h(xe−

n∑

i=1

ξivi)

]

=
1

2
(1− x

2
∂2z1)

(
Eξ2,··· ,ξn

[
h(xe−

n∑

i=2

ξivi + z1v1) · g2(x+ z1)
]) ∣∣∣∣∣

z1=0

.
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Applying the step inductively. Repeating the above process for n times, we

finally get

xdµ · Eξ∼µ
[
h(x2e− (

n∑

i=1

ξivi))

]
=
∑

T⊆[n]

(−x
2
)|T |∂2zT

(
h(x2e+

n∑

i=1

zivi)gµ(x1+ z)
)∣∣∣∣∣

z=0

.

Then, we rewrite the partial derivatives as directional derivatives (see Definition 20.20

for detail) . For any subset T ⊆ [n] of size k, we have

(−x
2
)k∂2zT

(
h(x2e+

n∑

i=1

zivi)gµ(x1+ z)
)∣∣∣∣∣

z=0

= (−x
2
)k · 2k ·

(∏

i∈T

Dvi

)
h(x2e) · g(T )µ (x1),

where g(T )µ (x1) =
∏

i∈T ∂zigµ(x1 + z)
∣∣∣
z=0

. And by the homogeneity of h, it further

equals to

xd · (−1

2
)k∂2zT

(
h(xe+

n∑

i=1

zivi)gµ(x1+ z)

)∣∣∣∣∣
z=0

.

Therefore, we prove the following formula that relates the characteristic poly-

nomial under SR distribution to the multivariate polynomial:

xdµ · Eξ∼µ
[
h(x2e− (

n∑

i=1

ξivi))

]
= xd ·

n∏

i=1

(1− 1

2
∂2zi)
(
h(xe+

n∑

i=1

zivi)gµ(x1+ z)
)∣∣∣∣∣

z=0

.

The complete proof can be found in Section 20.8.

Roadmap. We provide preliminary definitions and facts in Section 20.4. We prove

a relaxed version of [Brä18]’s result in Section 20.5. We prove a special case of the

hyperbolic Spencer conjecture in Section 20.6. In Section 20.7, we prove our first

main result (Theorem 20.10), which is a hyperbolic generalization of Kadison-Singer

result for a weaker condition (sum of squares of vectors is bounded). In Section 20.8,

we prove our second main result (Theorem 20.11), which is a hyperbolic extension
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of the Kadison-Singer result for strongly-Rayleigh distributions. We put the sub-

exponential algorithm for our main results in Section 20.9. In Section 20.10, we

provide some examples of real-stable and hyperbolic polynomials.

20.4 Preliminaries

We gather several basic linear algebraic and analytic facts in the following

subsections.

Notations. For any positive integer n, we use [n] to denote set {1, 2, · · · , n}. We

use 1 to denote the all-one vector and 1i to denote the vector with one in the i-th

coordinate and zero in other coordinates.

20.4.1 Real-stable polynomials

Definition 20.1. A multivariate polynomial p ∈ C[x1, · · · , xm] is stable if it has no

zeros in the region {(x1, . . . , xm) : Im(xi) > 0 for all i ∈ [m]}. p is real stable if p is

stable and has real coefficients.

In the rest of this chapter, we restrict our discussion into polynomials with

real coefficients.

Fact 20.14. We say a univariate polynomial p ∈ R[t] is real-rooted iff it is real-stable.

Fact 20.15 (Equivalent definition of real-stable polynomial). A multivariate polyno-

mial p ∈ R[x1, · · · , xm] is real stable iff for any a ∈ Rm
>0 and b ∈ Rm, the univariate

polynomial p(at+ b) with respect to t is not identically zero and is real-rooted.

Lemma 20.16 (Proposition 2.4, [BB08]). If A1, . . . , An are positive semidefinite sym-

metric matrices, then the polynomial

det

(
n∑

i=1

ziAi

)

is real stable.
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We also need that real stability is preserved under product (see [BBL09]),

restricting variables to real values (see [Wag11, Lemma 2.4(d)]), and taking (1− ∂2xi)
(see [AO14, Corollary 2.8]).

Fact 20.17 (Closure operations of real-stable polynomials). Let p, q ∈ R[x1, . . . , xm]

be two real stable polynomials. Then the following operations preserve real-stability:

• (Product) p · q.

• (Restriction to real values) For any a ∈ R, p|x1=a = p(a, x2, . . . , xm) ∈
R[x2, . . . , xm].

• (One minus second partial derivative) For any c ∈ R+, i ∈ [n], (1 − c ·
∂2xi)p(x1, . . . , xn).

20.4.2 Hyperbolic polynomials

Hyperbolic polynomial and its hyperbolicity cone have been defined in Chap-

ter 19. For convenience, we recall their definitions here.

Definition 20.2 (Hyperbolic polynomials). A homogeneous polynomial h ∈ R[x1, · · · , xm]
is hyperbolic with respect to vector e ∈ Rm with h(e) > 0, if for all x ∈ Rm, the uni-

variate polynomial t 7→ h(te− x) only has real roots.

Furthermore, if h has degree d, fix any x ∈ Rm we can write

h(te− x) = h(e)
d∏

i=1

(t− λi(x)),

where λ1(x) ≥ λ2(x) ≥ · · · ≥ λd(x) are the real roots of the univariate polynomial

h(te− x). In particular,

h(x) = h(e)
d∏

i=1

λi(x).

We denote λi(x) as the i-th eigenvalue of x.
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Definition 20.3 (hyperbolicity cone). Let h ∈ R[x1, · · · , xm] be a degree d hyperbolic

polynomial with respect to e ∈ Rm. For any x ∈ Rm, let λ1(x) ≥ · · · ≥ λd(x) ∈ Rd

be the real roots of h(te− x). Define the hyperbolicity cone of h as

Γh++ := {x : λd(x) > 0}.

Furthermore, define the closure of Γh+ as

Γh+ := {x : λd(x) ≥ 0}.

Fact 20.18. For any e ∈ Rm
>0 and any homogeneous real-stable polynomial h ∈

R[x1, · · · , xm], we have h is hyperbolic with respect to e. In other words, Rm
>0 ⊆ Γh+.

Proof. For any e ∈ Rm
>0 and for any x ∈ Rm, by Fact 20.15 (with replacing a by e

and b by x), the uni-variate polynomial h(te− x) is real rooted. By Definition 20.2 h

is hyperbolic with respect to direction e.

The hyperbolic trace, rank, and spectral norm are defined in Definition 19.5.

Fact 20.19 (Hyperbolic norm in terms of largest root of characteristic polynomial).

Let h ∈ R[x1, · · · , xm] be a degree d hyperbolic polynomial with respect to e ∈ Rm. For

any v1, · · · vm ∈ Γh+ and any s1, · · · , sm ∈ R, we have
∥∥∥∥∥

m∑

i=1

sivi

∥∥∥∥∥
h

= λmax

(
h

(
xe−

n∑

i=1

sivi

)
· h
(
xe+

n∑

i=1

sivi

))

where λmax(f(x)) is the maximum root of f(x).

Proof. For any vector v ∈ Rm, it is easy to see that the i-th largest eigenvalue

λi(v) = −λd−i+1(−v). Then, we have

λmax

(
h

(
xe−

n∑

i=1

sivi

)
· h
(
xe+

n∑

i=1

sivi

))
= max

{
λ1

(
m∑

i=1

sivi

)
, λ1

(
−

m∑

i=1

sivi

)}

= max

{
λ1

(
m∑

i=1

sivi

)
,−λd

(
m∑

i=1

sivi

)}

=

∥∥∥∥∥
m∑

i=1

sivi

∥∥∥∥∥
h

.
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Remark 20.1. It is useful to think of hyperbolic polynomials as generalizations of

the determinant polynomials. Let X ∈ Sn(R) be a symmetric matrix. Define h :

Sn(R) 7→ R as

h(X) = det(X).

Then, h is hyperbolic with respect to the identity matrix In ∈ Sn(R), since for all

X ∈ Sn(R), the roots of h(tI − X) are the eigenvalues of X, thus h(tI − X) is

real-rooted.

The basic concepts for hyperbolic polynomials in Definition 20.3 and Definition

19.5 also have analogues in linear algebra. To illustrate them, let h be the determinant

polynomial:

• The hyperbolicity cone of h is

Γh+ = {X ∈ Rn×n : λn(X) > 0} = {X ∈ Rn×n : X ≻ 0}.

• For all X ∈ Sn(R), the hyperbolic trace of X is

trh[X] =
n∑

i=1

λi(X) = tr[X].

• For all X ∈ Sn(R), the hyperbolic rank of X is

rankh(X) = |{i : λi(X) ̸= 0}| = rank(X).

• For all X ∈ Sn(R), the hyperbolic spectral norm of X is

∥X∥h = max
i∈[n]
|λi(X)| = ∥X∥.

here ∥X∥ denotes the spectral norm of X.
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Definition 20.4 (Directional derivative). Given a polynomial h ∈ R[x1, · · · , xm] and

a vector v ∈ Rm, define the directional derivative of h in direction v as

Dvh :=
n∑

i=1

vi
∂h

∂xi
.

Fact 20.20 (Equivalent definition of directional derivative). Given polynomial h ∈
R[x1, · · · , xm] and vectors x, v ∈ Rm,

(Dvh)(x) =
d

dt
h(x+ tv), (20.7)

(D2
vh)(x) =

d2

dt2
h(x+ tv). (20.8)

Fact 20.21 (Directional derivative of hyperbolic polynomials). Let h ∈ R[x1, · · · , xm]
denote a hyperbolic polynomial with respect to e ∈ Rm. Let v1, . . . , vn ∈ Rm be n

vectors such that ∀i ∈ [n], rankh(vi) ≤ 1. Then, for any t ∈ R,

(
m∏

i=1

Dvih)(te) = (
n∏

i=1

∂zih)(te+
n∑

i=1

zivi).

Moreover, for any T ⊆ [m], we have

(
∏

i∈T

Dvih)(te) = (
∏

i∈T

∂zih)(te+
n∑

i=1

zivi)
∣∣∣
z=0

.

Fact 20.22 (First-order expansion of hyperbolic polynomial). Let h ∈ R[x1, · · · , xm]
be any hyperbolic polynomial. For any vectors v1, . . . , vn ∈ Rm such that ∀i ∈ [n],

rankh(vi) ≤ 1, and for any real vector x ∈ Rm,

h(x±
n∑

i=1

vi) =
n∏

i=1

(1± ∂zi)h(x+
n∑

i=1

zivi)

∣∣∣∣∣
z=0

.

Furthermore, for any S ⊆ [n],

h(x±
∑

i∈S

vi) =
∏

i∈S

(1± ∂zi)h(x+
n∑

i=1

zivi)

∣∣∣∣∣
z=0

.
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Proof. Prove by induction on n.

If n = 1, we have

h(x± v1) = (1±Dv1)h(x) = (1± ∂z1)h(x+ z1v1)
∣∣∣
z1=0

,

which follows from rankh(v1) ≤ 1.

Assume it holds for n = k.

When n = k + 1, let x′ = x±∑k
i=1 vi. We have

h(x±
k+1∑

i=1

vi) = h(x′ ± vk+1)

= (1± ∂zk+1
)h(x′ + zk+1vk+1)

∣∣∣
zk+1=0

= (1± ∂zk+1
)h(x+ zk+1vk+1 ±

k∑

i=1

vi)
∣∣∣
zk+1=0

= (1± ∂zk+1
)

k∏

i=1

(1± ∂zi)h(x+
k+1∑

i=1

zivi)
∣∣∣
z=0

=
k+1∏

i=1

(1± ∂zi)h(x+
k+1∑

i=1

zivi)
∣∣∣
z=0

,

where the second step follows from rankh(vk+1) ≤ 1, the forth step follows from

the induction hypothesis, and the last step follows from the operators (1 ± ∂zi) and

(1± ∂zj) commute for i ̸= j ∈ [k + 1].

Hence, the fact is proved. And for the furthermore part, it follows from the

remaining variables zi for i /∈ S will disappear when we set z = 0.

20.4.3 Interlacing families

We recall the definition and properties of interlacing families from [MSS15a].

Definition 20.5 (Interlacing polynomials and common interlacing). We say a real

rooted polynomial g(x) = C
∏n−1

i=1 (x−αi) interlaces the real rooted polynomial f(x) =
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C ′
∏n

i=1(x− βi) if

β1 ≤ α1 ≤ · · · ≤ αn−1 ≤ βn.

We say the polynomials f1, . . . , fk have a common interlacing if there is a polynomial

g that interlaces each of the fi.

The following lemma relates the roots of a sum of polynomials to those of a

common interlacing.

Lemma 20.23 (Lemma 4.2, [MSS15a]). Let f1, . . . , fk be degree d real rooted poly-

nomials with positive leading coefficients. Define

f∅ :=
k∑

i=1

fi.

If f1, . . . , fk have a common interlacing, then there exists an i ∈ [k] such that the

largest root of fi is at most the largest root of f∅.

Definition 20.6 (Definition 4.3, [MSS15a]). Let S1, . . . , Sn be finite sets. For each

choice of assignment (s1, . . . , sn) ∈ S1×· · ·×Sn, let fs1,...,sn(x) be a real rooted degree

d polynomial with positive leading coefficient. For a partial assignment s1, . . . , sk ∈
S1 × · · · × Sk for k < n, we define

fs1,...,sk :=
∑

sk+1∈Sk+1,...,sn∈Sn

fs1,...,sk,sk+1,...,sn . (20.9)

Note that this is compatible with our definition of f∅ from Lemma 20.23. We say

that the polynomials {fs1,...,sn} form an interlacing family if for all k = 0, . . . , n − 1

and all (s1, . . . , sk) ∈ S1 × · · · × Sk, the polynomials
{
fs1,··· ,sk,t : t ∈ Sk+1

}

have a common interlacing.

The following lemma relates the roots of the interlacing family to those of f∅.
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Lemma 20.24 (Theorem 4.4, [MSS15a]). Let S1, . . . , Sn be finite sets and let {fs1,...,sn}
be an interlacing family. Then there exists some (s1, . . . , sn) ∈ S1 × · · · × Sn so that

the largest root of fs1,...,sn is upper bounded by the largest root of f∅.

Finally, we recall a relationship between real-rootedness and common inter-

lacings which has been discovered independently several times [DG94, Fel80, CS07].

Lemma 20.25 ([DG94, Fel80, CS07]). Let f1, . . . , fk be univariate polynomials of

the same degree with positive leading coefficient. Then f1, . . . , fk have a common

interlacing if and only if
∑k

i=1 αifi is real rooted for all convex combinations αi,
∑k

i=1 αi = 1.

20.4.4 Barrier method

Definition 20.7 (Upper barrier of the roots of a polynomial). For a multivariate

polynomial p(z1, . . . , zn), we say z ∈ Rn is above all roots of p if for all t ∈ Rn
+,

p(z + t) > 0.

We use Abp to denote the set of points which are above all roots of p.

We use the barrier function as in [MSS15b] and [KLS20].

Definition 20.8 (Barrier function). For a multivariate polynomial p and z ∈ Abp,

the barrier function of p in direction i at z is

Φi
p :=

∂zip(z)

p(z)
.

We will make use of the following lemma that controls the deviation of the

roots after applying a second order differential operator. This lemma is a slight

variation of Lemma 5.3 in [KLS20].
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Lemma 20.26 (Lemma 5.3 of [KLS20]). Suppose that p(z1, · · · , zm) is real stable and

z ∈ Abp. For any c ∈ [0, 1] and i ∈ [m], if

Φi
p(z) <

√
1/c, (20.10)

then z ∈ Ab(1−c·∂2zi )p
. If additionally for δ > 0,

c ·
(
2

δ
Φi
p(z) + (Φi

p(z))
2

)
≤ 1, (20.11)

then, for all j ∈ [m],

Φj

(1−c·∂2i )p
(z + δ1i) ≤ Φj

p(z).

Remark 20.2. We choose c = 1/2 when we use the above lemma in Section 20.7.4 and

Section 20.8.4.

Lemma 20.27 (Multi-dimensional convexity, [Tao13]). Let p(z1, . . . , zm) be a real

stable polynomial of m variables. For any i ∈ [m],

(−1)k ∂
k

∂zkj
Φi
p(x) ≥ 0

for all k = 0, 1, 2, . . . and x ∈ Abp.

20.5 High-Rank Hyperbolic Kadison-Singer with Sub-Isotropic
Condition

In this section, we will show how to relax the isotropic condition in the hyper-

bolic Kadison-Singer theorem [Brä18].

20.5.1 Formal Statements of Previous Matrix Discrepancy Results

In this section, we formally state some matrix discrepancy results. We first

recall the discrepancy theorem implied by the Kadison-Singer theorem.
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Theorem 20.28 (A restatement of Theorem 20.3, [MSS15b]). Let x1, . . . , xn ∈ Cm

and suppose ∥xix∗i ∥ ≤ ϵ for all i ∈ [n] and
∑n

i=1 xix
∗
i = I. Then, there exist signs

r ∈ {−1, 1}n such that
∥∥∥∥∥

n∑

i=1

rixix
∗
i

∥∥∥∥∥ ≤ O(
√
ϵ).

This theorem also holds for high rank matrices as long as the isotropic condi-

tion holds:

Theorem 20.29 (High rank Kadison-Singer [Coh16a, Brä18]). Let X1, . . . , Xn ∈
Cd×d be positive semi-definite symmetric matrices such that tr[Xi] ≤ ϵ for all i ∈ [n]

and
∑n

i=1Xi = I. Then, there exist signs r ∈ {−1, 1}n such that
∥∥∥∥∥

n∑

i=1

riXi

∥∥∥∥∥ ≤ O(
√
ϵ).

20.5.2 Hyperbolic Kadison-Singer with relaxed condition

The goal of this section is to prove Theorem 20.31, which relaxes the isotropic

condition in Corollary 20.7 to the bounded hyperbolic norm.

We first formally state the upper bound in [Brä18]:

Definition 20.9. For r ∈ N+, let Ur be the set of all pairs (δ, µ) ∈ R+ × R+ such

that

δ − 1 ≥ δ

µ
·

(
1 + δ

rµ

)r−1
−
(
δ
rµ

)r−1
(
1 + δ

rµ

)r
−
(
δ
rµ

)r ,

and either µ > 1, or δ ∈ [1, 2], µ > 1− δ/r.

Then, the upper bound in [Brä18] is:

δ(ϵ, n, r) := inf
(δ,µ)∈Ur

ϵµ+ (1− 1
n
)δ

1 + µ−1
n

.

In particular, δ(ϵ,∞, r) := inf(δ,µ)∈Ur ϵµ+ δ.
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Theorem 20.30 ([Brä18]). Let k ≥ 2 be an integer and ϵ a positive real number.

Suppose h is hyperbolic with respect to e ∈ Rm, and let x1, . . . , xn ∈ Λ+(h, e) be such

that

trh[xi] ≤ ϵ, rank(xi) ≤ r ∀i ∈ [n], and
n∑

i=1

xi = e.

Then there is a partition S1 ∪ S2 ∪ · · · ∪ Sk = [n] such that for all j ∈ [k],
∥∥∥∥∥∥
∑

i∈Sj

xi

∥∥∥∥∥∥
h

≤ 1

k
· δ (kϵ, n, rk) .

The high-level idea of proving Theorem 20.30 is similar to [MSS15b]. We can

show that this discrepancy upper-bound can be obtained by rounding a compatible

family of polynomials, which is a generalization of the interlacing family defined in

[MSS15b]. Then, this rounding problem is further equivalent to upper-bound the

largest root of a mixed hyperbolic polynomial (Definition 20.11), which is achieved

by proving a structural result about the hyperbolic cone of the mixed hyperbolic

polynomial.

Following this approach, we slightly generalize Theorem 20.30 by relaxing the

isotropic condition:

Theorem 20.31. Let k ≥ 2 be an integer and ϵ, σ > 0. Suppose h ∈ R[z1, . . . , zm]

is hyperbolic with respect to e ∈ Rm, and let x1, . . . , xn be n vectors in the hyperbolic

cone Λ+(h, e) (see Definition 19.4) such that

trh[xi] ≤ ϵ, rank(xi) ≤ r ∀i ∈ [n], and

∥∥∥∥∥
n∑

i=1

xi

∥∥∥∥∥
h

≤ σ.

Then, there exists a partition S1 ∪ S2 ∪ · · · ∪ Sk = [n] such that for all j ∈ [k],
∥∥∥∥∥∥
∑

i∈Sj

xi

∥∥∥∥∥∥
h

≤ σ

k
· δ
(
kϵ

σ
, n, rk

)
.
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Remark 20.3. By Eq. (1.7) in [Brä18], the above bound is at most

σ

k
· δ(kϵ/σ,∞,∞) =

σ

k
· (1 +

√
kϵ/σ)2 =

(√
ϵ+

√
σ/k

)2
,

which also generalizes the result of [MSS15b] (Theorem 20.1) to hyperbolic polyno-

mials with sub-isotropic condition.

Remark 20.4. We note that a naive approach to relax the isotropic condition is to

add some dummy vectors and then apply Theorem 20.30. However, to satisfy the

condition that each vector has trace at most ϵ, the number of dummy vector can

be O(n/ϵ) in the worst case. Then, this approach results in an upper bound of
σ
k
· δ
(
kϵ
σ
, O(n/ϵ), rk

)
. By the property of the δ function, we know that this bound is

worse than ours in Theorem 20.31.

The proof of Theorem 20.31 is almost the same as the proof of Theorem 1.3 in

[Brä18], but relies on the sub-isotropic version of the following theorem. Therefore,

we will only prove Theorem 20.32.

Theorem 20.32 (Sub-isotropic version of Theorem 6.1 in [Brä18]). Suppose h ∈
R[z1, . . . , zm] is a hyperbolic polynomial with respect to e ∈ Rm. Let x1, . . . , xm be

independent random vectors in Λ+(e) with finite supports such that

trh[E[xi]] ≤ ϵ, rank(E[xi]) ≤ r ∀i ∈ [n], and

∥∥∥∥∥
n∑

i=1

E[xi]

∥∥∥∥∥
h

≤ σ.

Then, we have

Pr

[
λmax

(
n∑

i=1

xi

)
≤ σ · δ(ϵ/σ, n, r)

]
> 0.

Proof. Let Vi be the support of xi for i ∈ [n]. By Theorem 20.38, the family

{h[v1, . . . , vm](te+ 1)}vi∈Vi is compatible, where te+ 1 =

[
te
1

]
∈ Rn+m

By Theorem 20.37, there exists (v∗1, . . . , v
∗
n) ∈ V1 × · · · × Vn with nonzero

probability, such that the largest root of h[v∗1, . . . , v∗n](te + 1) is at most the largest

root of E[h[x1, . . . , xn]].
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By Fact 20.36, E[h[x1, . . . , xn]] = h[E[x1], . . . ,E[xn]]. Let λmax(v1, . . . , vn) de-

note the largest root of h[v1, . . . , vm](te+ 1). Then, we have

λmax(E[x1], . . . ,E[xn]) ≥ λmax(v
∗
1, . . . , v

∗
n) ≥ λmax(v

∗
1 + · · ·+ v∗n),

where the second step follows from Theorem 20.39.

It is easy to verify that E[x1], . . . ,E[xn] satisfy the conditions in Theorem 20.41.

Thus, by Theorem 20.41, we get that

λmax(v
∗
1 + · · ·+ v∗n) ≤ λmax(E[x1], . . . ,E[xn]) ≤ σ · δ(ϵ/σ, n, r),

which completes the proof.

Similar to Corollary 20.7, Theorem 20.31 also implies the following discrepancy

result for vectors in sub-isotropic position.

Corollary 20.33. Let 0 < ϵ ≤ 1
2
. Suppose h ∈ R[z1, . . . , zm] is hyperbolic with respect

to e ∈ Rm, and let x1, . . . , xn ∈ Λ+(h, e) that satisfy

trh[xi] ≤ ϵ, and

∥∥∥∥∥
n∑

i=1

xi

∥∥∥∥∥
h

≤ σ.

Then, there exist signs r ∈ {−1, 1}n such that
∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥
h

≤ 2
√
ϵ(2σ − ϵ).

Proof. By Theorem 20.31 with k = 2 and the upper bound in Remark 20.3, there

exists a set S ⊆ [n] such that
∥∥∥
∑

i∈S

xi

∥∥∥
h
≤ (
√
ϵ+

√
σ/2)2, and

∥∥∥
∑

i ̸∈S

xi

∥∥∥
h
≤ (
√
ϵ+

√
σ/2)2.

Since we know that ∥∑n
i=1 xi∥h ≤ σ, we get that

∥∥∥
∑

i∈S

−
∑

i ̸∈S

xi

∥∥∥
h
≤ σ − 2(

√
ϵ+

√
σ/2)2 = 2

√
ϵ(2σ − ϵ).

By assigning ri = 1 for i ∈ S and ri = −1 for i /∈ S, we complete the proof of the

corollary.
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20.5.3 Technical tools in previous work

In this section, we provide some necessary definitions and technical tools we

used in [Brä18].

Definition 20.10 (Directional derivative). Let h ∈ R[x1, . . . , xm]. The directional

derivative of h(x) with respect to v ∈ Rm is defined as

Dvh(x) :=
m∑

i=1

vi ·
∂h

∂xi
(x).

The following fact shows the relation between directional derivative and the

usual derivative.

Fact 20.34. For any polynomial h(x) and any vector v ∈ Rm, we have

Dvh(x+ tv) =
d

dt
h(x+ tv).

If h is a hyperbolic polynomial, then the directional derivative is related to

the hyperbolic trace:

Fact 20.35. If h is hyperbolic with respect to e ∈ Rm, then for any v ∈ Rm, we have

trh[v] =
Dvh(e)

h(e)
.

Definition 20.11 (Mixed hyperbolic polynomial). If h(x) ∈ R[x1, . . . , xm] is a hy-

perbolic polynomial with respect to e ∈ Rm, and v1, . . . , vn ∈ Λ+, then the mixed

hyperbolic polynomial h[v1, . . . , vm] ∈ R[x1, . . . , xm, y1, . . . , yn] is defined as

h[v1, . . . , vn] :=
m∏

i=1

(1− yiDvi)h(x).

Brändén [Brä18] proved that h[v1, . . . , vn] is also hyperbolic with the hyper-

bolic cone containing Λ++ × Rn
≤0. In our proof, we will also use the following fact,

which can be easily proved by showing that h[v1, . . . , vn] is affine linear in each coor-

dinate.
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Fact 20.36. Let x1, . . . , xn be independent random variables in Rm. Then,

E[h[x1, . . . , xn]] = h[E[x1], . . . ,E[xn]].

Brändén [Brä18] also defined the compatible family of polynomials, which is

a sub-class of interlacing family of polynomials in [MSS15b, MSS18].

Definition 20.12 (Compatible family of polynomials). Let S1, . . . , Sn be finite sets.

A family of polynomials

F = {f(S; t)}S∈S1×···×Sn ⊂ R[t]

is called compatible if the following properties hold:

• all the nonzero members of F have the same degree and the same signs of their

leading coefficients, and

• for all choices of independent random variables x1 ∈ S1, . . . , xn ∈ Sn, the poly-

nomial

E[f(x1, . . . , xn; t)]

is real-rooted.

The following theorem characterizes the largest root of the expectation poly-

nomial in the compatible family, which is very similar to the result for interlacing

family [MSS15b].

Theorem 20.37 (Theorem 2.3 in [Brä18]). Let {f(S; t)}S∈S1×···×Sn be a compati-

ble family, and let x1 ∈ S1, . . . , xn ∈ Sn be independent random variables such that

E[f(x1, . . . , xn)] ̸≡ 0.

Then there is a tuple S = (s1, . . . , sn) ∈ S1 × · · · × Sn, with Pr[xi = si] > 0

for all i ∈ [n], such that the largest root of f(s1, · · · , sn; t) is smaller or equal to the

largest root of E[f(x1, · · · , xn; t)].
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The theorem below shows that mixed hyperbolic polynomials form a compat-

ible family.

Theorem 20.38 (Theorem 3.5 in [Brä18]). Let h(x) be hyperbolic with respect to

e ∈ Rm, and let V1, . . . , Vn be finite sets of vectors in Λ+. Let w ∈ Rm+n. For

V = (v1, . . . , vn) ∈ V1 × · · · × Vn, define

f(V ; t) := h[v1, . . . , vn](te+ w),

where e :=
[
e
0

]
∈ Rn+m. Then, {f(V ; t)}V ∈V1×···×Vn is a compatible family.

Let λmax(v1, . . . , vn) denote the largest root of the mixed hyperbolic polynomial

h[v1, . . . , vm](te+ 1) ∈ R[t], i.e.,

λmax(v1, . . . , vn) := λmax(h[v1, . . . , vm](te+ 1)) (20.12)

The following theorem shows that λmax(v1, . . . , vn) can upper-bounds the largest hy-

perbolic eigenvalue of the vector v1 + · · ·+ vn.

Theorem 20.39 (Theorem 5.2 in [Brä18]). If h is hyperbolic with respect to e and

v1, . . . , vn ∈ Λ+(e), then

λmax(v1 + · · ·+ vn) ≤ λmax(v1, . . . , vn).

The following theorem shows a connection between the hyperbolic cone of h

and the hyperbolic cone of the mixed hyperbolic polynomial h[v1, . . . , vn].

Theorem 20.40 (Corollary 5.5 in [Brä18]). Suppose h is hyperbolic with respect to

e ∈ Rm, and let Γ+ be the hyperbolic cone of h[v1, . . . , vn], where vi ∈ Λ+(e) and

1 ≤ rank(vi) ≤ ri for i ∈ [m]. Suppose x ∈ Λ++(e) be such that for i ∈ [m],

x+ µiei ∈ Γ+ for any µi > 0.

Then, for any (δi, µi) ∈ Uri for i ∈ [m],

x+

(
1− 1

m

) n∑

i=1

δivi +

(
1− 1

m

)
1+

1

m

n∑

i=1

µiei ∈ Γ+.
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20.5.4 Upper bound for the largest root of the mixed hyperbolic polyno-
mial

The goal of this section is to prove Theorem 20.41, which gives an upper bound

for the mixed hyperbolic polynomial with vectors in sub-isotropic position.

Theorem 20.41 (Sub-isotropic version of Theorem 5.6 in [Brä18]). Suppose h ∈
R[z1, . . . , zm] is hyperbolic with respect to e ∈ Rm, and let v1, . . . , vn ∈ Λ+(h, e) that

satisfy

trh[vi] ≤ ϵ, rank(vi) ≤ r ∀i ∈ [n], and

∥∥∥∥∥
n∑

i=1

vi

∥∥∥∥∥
h

≤ σ.

Then,

λmax(v1, . . . , vn) ≤ σ · δ(ϵ/σ, n, r),

where λmax(v1, . . . , vn) is defined in Eq. (20.12).

Proof. For µ > 0, let x := ϵµ · e and µi := µ for i ∈ [n]. Let ei ∈ Rn be the i-th

standard basis vector.

Then, we have

h[v1, . . . , vn](x+ µiei) = (1− µDvi)h(ϵµe)

= ϵdµ
dh(e) + µdϵd−1Dvih(e)

= µdϵd−1h(e)(ϵ− trh[vi])

> 0,

where the first step follows from Fact 20.34, the second step follows from the homo-

geneity of hyperbolic polynomials, and the third step follows from Fact 20.35.

By part (2) of Theorem 19.6, we get that x + µiei ∈ Γ+, the hyperbolic cone

of h[v1, . . . , vn], for all i ∈ [n].
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Then, by Theorem 20.40, for any (δ, µ) ∈ Ur,

ϵµe+

(
1− 1

n

)
δ

n∑

i=1

vi + (1 +
µ− 1

n
)1 ∈ Γ+,

which implies

ϵµe+
(
1− 1

n

)
δ
∑n

i=1 vi

1 + µ−1
n

+ 1 ∈ Γ+,

by the homogeneity of Γ+. Since e ∈ Γ++, λmax(
∑n

i=1 vi) ≤ σ, and Γ+ is a convex

cone, we have
(
ϵµ+

(
1− 1

n

)
δσ
)

1 + µ−1
n

e+ 1 ∈ Γ+.

Hence, by Remark 5.1 in [Brä18],

λmax(v1, . . . , vn) = inf
ρ>0

ρe+ 1 ∈ Γ+.

Hence, we conclude that

λmax(v1, . . . , vn) ≤ inf
(δ,µ)∈Ur

(
ϵµ+

(
1− 1

n

)
δσ
)

1 + µ−1
n

= σ · δ(ϵ/σ, n, r).

20.6 Hyperbolic Spencer Result

The goal of this section is to prove Theorem 20.42, which proves the rank-1

case of the hyperbolic Spencer conjecture (Conjecture 20.9).

Theorem 20.42 (Eight deviations suffice). Given x1, x2, · · · , xn ∈ Rm such that

rank(xi) ≤ 1 for all i ∈ [n]. Let h be an m-variable, degree-d hyperbolic polynomial

with respect to e. Let σ = (
∑n

i=1 ∥xi∥2h)1/2. Then, there exists a sign vector r ∼
{−1, 1}n such that

∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

≤ 8σ

holds.
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Proof. Similar to the proof of Theorem 19.25, we first have

Er∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

]
≤


Er∼{±1}n



∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥

2q

h,2q






1/(2q)

≤
√
2q − 1 ·

(
n∑

i=1

∥xi∥2h

)1/2

=
√

2q − 1 · σ,

where the first step follows from Eq. (19.6).

By setting q = 1, we have

Er∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

]
≤ σ.

By Claim 19.19,

Er∼{±1}n



∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥

2

h


 ≤ 2

(
Er∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

])2

≤ 2σ2.

Then, by Corollary 19.18,

Pr
r∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

> t

]
≤ 2 exp

(
− t2

32Er∼{±1}n [∥
∑n

i=1 rixi∥2h]

)

≤ 2 exp

(
− t2

64σ2

)
.

By choosing t = 8σ, we have

Pr
r∼{±1}n

[∥∥∥∥∥
n∑

i=1

rixi

∥∥∥∥∥
h

> 8σ

]
≤ 2/e.

Therefore, with probability 1− 2/e, we have
∥∥∥∥∥

n∑

i=1

rixi

∥∥∥∥∥
h

≤ 8σ,

which proves the theorem.
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Remark 20.5. It is interesting to apply Theorem 20.42 to determinant polynomial

h(x) = det(X). It implies that for rank-1 matrices X1, . . . , Xn ∈ Rd×d,

Pr
r∼{±1}n

[∥∥∥∥∥
n∑

i=1

riXi

∥∥∥∥∥ > t

]
≤ 2 exp

(
− t2

64σ2

)
,

for σ2 =
∑n

i=1 ∥Xi∥2.

This result is in fact incomparable to the matrix Chernoff bound [Tro15], which

shows that

Pr
r∼{±1}n

[∥∥∥∥∥
n∑

i=1

riXi

∥∥∥∥∥ > t

]
≤ 2d · exp

(
− t2

2σ̃2

)
,

where σ̃2 = ∥∑n
i=1X

2
i ∥. Because we only know the following relation between σ and

σ̃ [Tro15]:

σ̃2 ≤ σ2 ≤ d · σ̃2.

20.7 Hyperbolic Extension of Kadison-Singer for Standard De-
viations

The goal of this section is to prove Theorem 20.43:

Theorem 20.43 (Formal statement of Theorem 20.10). Let h ∈ R[x1, . . . , xm] de-

note a hyperbolic polynomial with respect to a hyperbolic direction e ∈ Γh++, where

Γh++ ⊆ Rm is the hyperbolicity cone of h. Let ξ1, · · · , ξn denote n independent random

variables with E[ξi] = µi and Var[ξ] = τ 2i . Let v1, . . . , vn ∈ Γh+ be n vectors such that

∀i ∈ [n], rankh(vi) ≤ 1. Suppose

σ2 :=
∥∥∥

n∑

i=1

τ 2i trh[vi]vi

∥∥∥
h
.

Then,

Pr
ξ1,··· ,ξn

[∥∥∥
n∑

i=1

(ξi − µi)vi
∥∥∥
h
≤ 4σ

]
> 0.
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We will introduce the preliminary facts in Section 20.7.1. In Section 20.7.2,

we define the family of hyperbolic characteristic polynomials and show that it forms

an interlacing family. Therefore, it remains to upper-bound the largest root of the

average of the interlacing polynomial family, i.e. the mixed characteristic polynomial.

We remark that we require a lemma that will be proved later in Section 20.7.3.

In Section 20.7.3, we reduce the problem of upper-bounding the largest root of

the mixed characteristic polynomial to an easier task of upper-bounding the largest

root of a multivariate polynomial. In Section 20.7.4, we upper bound the largest root

of the multivariate polynomial using multivariate barrier method. Finally, in Section

20.7.5, we prove Theorem 20.43.

20.7.1 Preliminaries

In this section, we state several useful facts about hyperbolic polynomials. We

first introduce some important properties of the derivatives of hyperbolic polynomial:

Theorem 20.44 (Theorem 3.1 in [Brä18] and known in [Går59, BGLS01, Ren06]).

Let h ∈ R[x1, · · · , xm] be a hyperbolic polynomial and let v ∈ Γ+ be a vector such that

Dvh ̸≡ 0. Then

1) Dvh is hyperbolic with hyperbolicity cone containing Γ++.

2) The polynomial h(x) − y · Dvh(x) ∈ R[x, y] is hyperbolic with hyperbolicity cone

containing Γ++×{y : y ≤ 0}. Further, we have (h(x)+y·Dvh(x))·(h(x)−y·Dvh(x)) ∈
R[x, y] is hyperbolic with hyperbolicity cone containing Γ++ × {y : y ≤ 0}.
3) The rational function x→ h(x)

Dvh(x)
is concave on Γ++.

The following lemma correlates hyperbolic trace to directional derivative:

Fact 20.45 (Correlation between hyperbolic trace and derivative). Let h ∈ R[x1, · · · , xm]
denote a hyperbolic polynomial with respect to e ∈ Rm. For any v ∈ Rm and α ∈ R,

we have

trh[v] = α · Dvh(αe)

h(αe)
.
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Proof. By Theorem 20.44, Dvh is hyperbolic, and thus is homogeneous. By Vieta’s

formula for the sum of roots of a polynomial, we have

trh[v] =
Dvh(e)

h(e)

It follows that h and Dvh are homogeneous, and the degree of h is one larger than

that of Dvh. Therefore,

α · Dvh(αe)

h(αe)
=
Dvh(e)

h(e)
= trh[v].

Fact 20.46. Let h ∈ R[x1, · · · , xm] denote a hyperbolic polynomial with respect to the

direction e ∈ Γ++ and let α > 0. For any M, v ∈ Γ+, we have

Dvh(αe+M)

h(αe+M)
≤ Dvh(αe)

h(αe)
.

Proof. It suffices to show

h(αe+M)

Dv(αe+M)
≥ h(αe)

Dvh(αe)
.

By Theorem 20.44, we know that rational function x 7→ h(x)
Dvh(x)

is concave on

Γ++. Then we know that

h(αe+M)

Dv(αe+M)
≥ 1

2

h(2αe)

Dvh(2αe)
+

1

2

h(2M)

Dvh(2M)

=
h(αe)

Dvh(αe)
+

h(M)

Dvh(M)

≥ h(αe)

Dvh(αe)
.

where the last step follows from h(M)
Dvh(M)

≥ 0 (By [Ren06]).
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20.7.2 Defining interlacing family of characteristic polynomials

In this section, we consider the following interlacing family we will crucially

use to prove Theorem 20.43.

Definition 20.13 (Interlacing Family of Theorem 20.43). Let h ∈ R[x1, . . . , xm]

denote a hyperbolic polynomial with respect to hyperbolic direction e ∈ Γh++. Let

ξ1, . . . , ξn denote n independent random variables with finite supports and E[ξi] = µi

for i ∈ [n]. Let v1, . . . , vn ∈ Γh+ be n vectors such that rankh(vi) ≤ 1 for all i ∈ [n].

For each s = (s1, . . . , sn) where si ∈ supp(ξi), let ps ∈ R[x] define the following

polynomial:

ps(x) :=

(
n∏

i=1

pi,si

)
· h
(
xe+

n∑

i=1

(si − µi)vi
)
· h
(
xe−

n∑

i=1

(si − µi)vi
)

where pi,si := Prξi [ξi = si]. Let P denote the following family of polynomials:

P :=




p(s1,··· ,sℓ) =

∑

tℓ+1,··· ,tn:
tj∈supp(ξj) ∀j∈{ℓ+1,...,n}

p(s1,··· ,sℓ,tℓ+1,··· ,tn) : ℓ ∈ [n], si ∈ supp(ξi) ∀i ∈ [ℓ]




.

Lemma 20.47 (Interlacing Family of Theorem 20.43). The polynomial family P

defined in Definition 20.13 is an interlacing family.

Proof. Fix any ℓ ∈ [n− 1], and fix s1, · · · , sℓ as any partial assignment of ξ1, · · · , ξℓ,
i.e. si ∈ {±1} for all i ∈ supp(ξi).

It is easy to see that the polynomial p(s1,...,sℓ) can be written as:
(

ℓ∏

i=1

pi,si

)
Eξℓ+1,...,ξn

[
h

(
xe+

(
ℓ∑

i=1

(si − µi)vi +
n∑

j=ℓ+1

(ξj − µj)vj
))
·

h

(
xe−

(
ℓ∑

i=1

(si − µi)vi +
n∑

j=ℓ+1

(ξj − µj)vj
))]
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Let {c1, . . . , ck} be the support of ξℓ+1. Then, by Lemma 20.25, it suffices to

show that for any α ∈ Rk
≥0 with

∑k
i=1 αi = 1, the polynomial

α1p(s1,··· ,sℓ,c1)(x) + · · ·+ αkp(s1,··· ,sℓ,ck)(x)

is real-rooted. We interpret α as the probability density of the (ℓ + 1)-th random

variable, i.e. let pℓ+1,ct = αt for all t ∈ [k]. Then we can define a new random variable

ξ̃ℓ+1 with the same support as ξℓ+1 and Pr[ξ̃ℓ+1 = ct] = pℓ+1,ct for all t ∈ [k].

Notice that

p̃s(x) :=

(
ℓ∏

i=1

pi,si

)

× Eξ̃ℓ+1,ξℓ+2...,ξn

[
h

(
xe−

(
ℓ∑

i=1

(si − µi)vi + (ξ̃ℓ+1 − µℓ+1)vℓ+1 +
n∑

j=ℓ+2

(ξj − µj)vj
))

·h
(
xe+

(
ℓ∑

i=1

(si − µi)vi + (ξ̃ℓ+1 − µℓ+1)vℓ+1 +
n∑

j=ℓ+2

(ξj − µj)vj
))]

=
k∑

t=1

(
ℓ∏

i=1

pi,si

)
pℓ+1,ct

× Eξℓ+2,...,ξn

[
h

(
xe−

(
ℓ∑

i=1

(si − µi)vi + ctvℓ+1 +
n∑

j=ℓ+2

(ξj − µj)vj
))

·h
(
xe+

(
ℓ∑

i=1

(si − µi)vi + ctvℓ+1 +
n∑

j=ℓ+2

(ξj − µj)vj
))]

=
k∑

i=1

αips,ci(x).

By Lemma 20.49 (we remark that it does not require any result in the current

section. We will prove Lemma 20.49 in Section 20.7.3), p̃s is real-rooted, which

completes the proof that P is an interlacing family.

Lemma 20.47 implies the following corollary, which is a hyperbolic version of

Proposition 4.1 in [KLS20]:
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Corollary 20.48 (Upper Bound of the Largest Root of Interlacing Family). Let h ∈
R[x1, · · · , xm] denote a hyperbolic polynomial with corresponding hyperbolic direction

e ∈ Γh++. Let ξ1, . . . , ξn denote n independent random variables with finite supports

and E[ξi] = µi for i ∈ [n]. For any v1, . . . vn ∈ Γh++ such that rankh(vi) ≤ 1 for all

i ∈ [n], there exists an sign assignment s = (s1, . . . , sn) ∈ supp(ξi) × · · · supp(ξn),
such that ∥∥∥∥∥

m∑

i=1

(si − µi)vi
∥∥∥∥∥
h

is at most the largest root of

p∅(x) = Eξ1,...,ξm

[
h
(
xe+

m∑

i=1

(ξi − µi)vi
)
· h
(
xe−

m∑

i=1

(ξi − µi)vi
)]

.

Proof. Let P be the interlacing family defined in Definition 20.13. Then by Lemma

20.47, P is an interlacing family.

For any fixed ℓ ∈ [n] and the first ℓ assignments (s1, · · · , sℓ) such that si ∈
supp(ξi) for i ∈ [ℓ], notice that

ps1,··· ,sℓ(x) =

(
ℓ∏

i=1

pi,si

)
Eξℓ+1,...,ξn

[
h

(
xe−

(
ℓ∑

i=1

(si − µi)vi +
n∑

j=ℓ+1

(ξj − µj)vj
))
·

h

(
xe+

(
ℓ∑

i=1

(si − µi)vi +
n∑

j=ℓ+1

(ξj − µj)vj
))]

,

and

p∅ = Eξ1,...,ξm

[
h
(
xe+

m∑

i=1

(ξi − µi)vi
)
· h
(
xe−

m∑

i=1

(ξi − µi)vi
)]

.

Therefore, by Lemma 20.24, there exists a sign assignment

(s1, . . . , sn) ∈ supp(ξi)× · · · supp(ξn)

such that the largest root of ps is upper bounded by the largest root of

Eξ1,...,ξm

[
h
(
xe+

m∑

i=1

(ξi − µi)vi
)
· h
(
xe−

m∑

i=1

(ξi − µi)vi
)]

.
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Then by Fact 20.19, we have ∥∑m
i=1(si − µi)vi∥h = λmax(ps), which is upper bounded

by the maximum root of p∅.

20.7.3 From mixed characteristic polynomial to multivariate polynomial

In this section, we want to show that the mixed characteristic polynomial, i.e.

the average of the interlacing family defined in Definition 20.13:

p∅ = Eξ1,...,ξm

[
h
(
xe+

m∑

i=1

(ξi − µi)vi
)
· h
(
xe−

m∑

i=1

(ξi − µi)vi
)]

equals to the following multivariate polynomial after taking z1 = · · · = zn = 0.

n∏

i=1

(
1− 1

2

∂2

∂z2i

)
h
(
xe−Q+

n∑

i=1

ziτivi

)
· h
(
xe+Q+

n∑

i=1

ziτivi

)
∈ R[x, z1, · · · , zn]

The largest root of this multivariate polynomial is relatively easy to upper-bound

using barrier argument. We will describe the details in Section 20.7.4.

The main lemma of this section is as follows:

Lemma 20.49 (Hyperbolic version of Proposition 3.3 in [KLS20]). Let h ∈ R[x1, · · · , xm]
denote a hyperbolic polynomial with respect to a hyperbolic direction e ∈ Γh++. Let

v1, . . . vn ∈ Γh+ such that ∀i ∈ [n], rankh(vi) ≤ 1. Let ξ1, . . . , ξn denote n independent

random variables such that E[ξi] = µi and Var[ξi] = τ 2i . For any Q ∈ Rm, we have

Eξ1,...,ξn

[
h
(
xe− (Q+

n∑

i=1

(ξi − µi)vi)
)
h
(
xe+ (Q+

n∑

i=1

(ξi − µi)vi)
)]

=
n∏

i=1

(
1− 1

2

∂2

∂z2i

)∣∣∣
zi=0

h
(
xe−Q+

n∑

i=1

ziτivi

)
· h
(
xe+Q+

n∑

i=1

ziτivi

)
. (20.13)

Moreover, this is a real-rooted polynomial in x.

Proof. We first show Eqn. (20.13) by induction. Our induction hypothesis will be
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that for any 0 ≤ k ≤ n,

Eξ1,...,ξn

[
h
(
xe− (Q+

n∑

i=1

(ξi − µi)vi)
)
h
(
xe+ (Q+

n∑

i=1

(ξi − µi)vi)
)]

= Eξk+1,...,ξn

k∏

i=1

(
1− 1

2

∂2

∂z2i

)∣∣∣
zi=0

h
(
xe−Q−

n∑

i=k+1

(ξi − µi)vi +
k∑

j=1

zjτjvj

)

× h
(
xe+Q+

n∑

i=k+1

(ξi − µi)vi +
k∑

j=1

zjτjvj

)
(20.14)

The base case, k = 0 trivially holds as we get the same formula on both sides.

For the inductive step, suppose the induction hypothesis holds for any k ≤ ℓ

where 0 ≤ ℓ < n. Applying Claim 20.50 to the right-hand-side of Eqn. (20.14) when

letting k = ℓ yields

Eξ1,...,ξm

[
h
(
xe− (Q+

n∑

i=1

(ξi − µi)vi)
)
h
(
xe+ (Q+

n∑

i=1

(ξi − µi)vi)
)]

= Eξℓ+2,...,ξm

ℓ+1∏

i=1

(
1− 1

2

∂2

∂z2i

)∣∣∣
zi=0

h
(
xe−Q−

n∑

i=ℓ+2

(ξi − µi)vi +
ℓ+1∑

j=1

zjτjvj

)

× h
(
xe+Q+

n∑

i=ℓ+2

(ξi − µi)vi +
ℓ+1∑

j=1

zjτjvj

)
(20.15)

This completes the proof of Eqn. (20.13).

We now show that Eqn. (20.13) is real-rooted in x. By Claim 20.51, we know

that

h
(
xe−Q+

n∑

i=1

ziτivi

)
and h

(
xe+Q+

n∑

i=1

ziτivi

)
∈ R[x, z1, . . . , zn],

are real-stable polynomials. Then, by Fact 20.17, we get that

h
(
xe−Q+

n∑

i=1

ziτivi

)
· h
(
xe+Q+

n∑

i=1

ziτivi

)

is also real-stable. And by Fact 20.17 again, the operator
n∏

i=1

(
1− 1

2

∂2

∂z2i

)∣∣∣
zi=0
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preserves the real-stability. Hence, by Fact 20.14, the RHS of Eqn. (20.13) is real-

rooted.

The following statements are crucially used in the proof of Lemma 20.49:

Claim 20.50 (Hyperbolic version of Lemma 3.1 in [KLS20]). Let h denote a hyper-

bolic polynomial. Let ξ denote a random variables with E[ξ] = 0 and Var[ξ] = τ 2.

For any v ∈ Rm such that rankh(v) ≤ 1, and any x1, x2 ∈ Rm, we have

Eξ[h(x1 − ξv) · h(x2 + ξv)] =

(
1− 1

2

d2

dt2

) ∣∣∣∣∣
t=0

h(x1 + tτv)h(x2 + tτv).

Remark 20.6. Claim 20.50 can be easily generalized for non-centered random variable

ξ with E[ξ] = µ:

Eξ[h(x1 − (ξ − µ)v) · h(x2 + (ξ − µ)v)] =
(
1− 1

2

d2

dt2

) ∣∣∣∣∣
t=0

h(x1 + tτv)h(x2 + tτv).

Proof. Since rankh(v) ≤ 1, for all k ≥ 2, Dk
vh ≡ 0. Thus, for all x1 ∈ Rm,

h(x1 − ξv) =
(
∞∑

k=0

(−ξ)kDk
v

k!

)
h(x1) = (1− ξDv)h(x1).

where the first step follows from Taylor expansion of h(x1 − ξv) on x1.

Similarly, for all x2 ∈ Rm,

h(x2 + ξv) = (1 + ξDv)h(x2).

Therefore,

h(x1 − ξv) · h(x2 + ξv) = (1− ξDv)h(x1) · (1 + ξDv)h(x2)

= h(x1)h(x2)− ξh(x2)Dvh(x1) + ξh(x1)Dvh(x2)− ξ2Dvh(x1)Dvh(x2)
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Since E[ξ] = 0 and Var[ξ] = τ 2, we have

Eξ[h(x1 − ξv) · h(x2 + ξv)] =

(
1− E[ξ2]

2
D2
v

)
h(x1)h(x2) + Eξ[ξ] · (h(x1)Dvh(x2)− h(x2)Dvh(x1))

=

(
1− τ 2

2
D2
v

)
h(x1)h(x2)

=

(
1− 1

2

d2

dt2

) ∣∣∣∣∣
t=0

h(x1 + tτv)h(x2 + tτv).

Claim 20.51 (Linear restriction of hyperbolic polynomial is real-stable). Let h ∈
R[x1, . . . , xm] be a hyperbolic polynomial with respect to e ∈ Rm. Let v1, . . . , vn ∈ Γ+

and Q ∈ Rm. Define

p(x, z) := h
(
xe+

n∑

i=1

zivi −Q
)
∈ R[x, z1, . . . , zn].

Then, p(x, z) is a real-stable polynomial.

Proof. For any a ∈ Rn+1
>0 , b ∈ Rn+1, we have

p(at+ b) = h
(
(a1t+ b1)e−Q+

n∑

i=1

(ai+1t+ bi+1)vi

)

= h
(
(a1e+

n∑

i=1

ai+1vi)t+ b1e−Q+
n∑

i=1

bi+1vi

)
.

Since e ∈ Γ++, v1, . . . , vn ∈ Γ+ and ai > 0 for all i ∈ [n+ 1], we have

e′ := a1e+
n∑

i=1

ai+1vi ∈ Γ++,

which follows from Γ++ is a cone.

Since every vector in Γ++ is a hyperbolic direction of h (see e.g., [Brä18,

Theorem 1.2, item 4]), we know that h is also hyperbolic with respect to the direction

e′, which implies that p(at+b) is real-rooted and not identical to the zero polynomial.

Hence, by Fact 20.15, p(x, z) is a real-stable polynomial.
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20.7.4 Applying barrier argument to bound the largest root of multivari-
ate polynomial

In this section, we upper bound the largest root of the following multivariate

polynomial:

n∏

i=1

(
1− 1

2

∂2

∂z2i

)
h
(
xe−Q+

n∑

i=1

ziτivi

)
· h
(
xe+Q+

n∑

i=1

ziτivi

)

using the real-stable version of the barrier method in [KLS20].

Definition 20.14. Let h ∈ R[x1, · · · , xm] be a hyperbolic polynomial of degree d

with respect to hyperbolic direction e ∈ Rm. For any vectors u, v ∈ Rm, we say u ⪯ v

if

λi(u) ≤ λi(v) ∀i ∈ [d],

where λ(u), λ(v) are the ordered eigenvalues of u and v, respectively.

Claim 20.52. Let h be a hyperbolic polynomial of degree d with respect to hyperbolic

direction e ∈ Rm. Let u ∈ Rm be any vector such that u ⪯ e. Then we have e−u ∈ Γh+.

Proof. For any i ∈ [d], we have

λi(e− u) = 1− λd−i(u) ≥ 0,

where the last step follows from λi(u) ≤ λi(e) ≤ 1 for all i ∈ [d].

Hence, e− u ∈ Γh+.

The goal of this section is to prove the following lemma:

Lemma 20.53. Let h ∈ R[x1, · · · , xm] denote a hyperbolic polynomial with corre-

sponding hyperbolic direction e ∈ Γh+. Let ξ1, . . . , ξn denote n independent random

variables with finite supports and E[ξi] = µi and Var[ξi] = τ 2i for i ∈ [n]. Let

v1, . . . , vn ∈ Γh+ such that
∑n

i=1 τ
2
i trh[vi]vi ⪯ e and ∀i ∈ [n], rankh(vi) ≤ 1.
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Then all the roots of the following (n+ 1)-variate polynomial

n∏

i=1

(
1− 1

2

∂2

∂z2i

)(
h
(
xe+

n∑

i=1

ziτivi

))2

∈ R[x, z1, . . . , zn]

lie below (4, 0, · · · , 0) ∈ Rn+1.

Proof. Define (n+ 1)-variate polynomial P (x, z) ∈ R[x, z1, . . . , zn] as

P (x, z) :=

(
h
(
xe+

n∑

i=1

ziτivi

))2

.

By Claim 20.51 and Fact 20.17, we can show that P (x, z) is real-stable. Thus, we

can apply the multivariate barrier method in [KLS20] with the barrier functions

Φi
P (x, z) =

∂ziP (x,z)

P (x,z)
for i ∈ [n].

For t > 0, let δi = tτitrh[vi] and let

δ = (δ1, . . . , δn).

For some α(t) > t where α(t) is a parameter to be chosen later, we evaluate P at

(α,−δ) = (α(t),−δ1, . . . ,−δn)

to find that

P (α(t),−δ1, . . . ,−δn) =
(
h
(
α(t)e−

n∑

i=1

δiτivi

))2

=

(
h
(
α(t)e− t

n∑

i=1

τ 2i trh[vi]vi

))2

=

(
h(e)

d∏

j=1

(
α(t)− tλj

( n∑

i=1

τ 2i trh[vi]vi

)))2

where d is the degree of h. Here the last step follows from the hyperbolicity of h, and

the fact that the set of roots of

h
(
α(t)e− t

n∑

i=1

τ 2i trh[vi]vi

)
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are




(
1

α(t)
· λj
( n∑

i=1

τ 2i trh[vi]vi

))−1



j∈[d]

Since
∑n

i=1 τ
2
i trh[vi]vi ⪯ e, we have for all j ∈ [d], λj(

∑n
i=1 τ

2
i trh[vi]vi) ≤ λj(e) = 1.

Hence, by the assumption of t < α(t), we get that

P (α(t),−δ1, . . . ,−δn) ≥ h(e)2(α(t)− t)2d > 0.

This implies that (α,−δ) ∈ Rm+1 is above the roots of P (x, z), i.e. (α,−δ) ∈ AbP .

Moreover, we can upper bound Φi
P (α,−δ) as follows:

Φi
P (α(t),−δ) =

∂ziP

P

∣∣∣
x=α(t),z=−δ

=
2h(xe+

∑n
i=1 ziτivi)∂zih(xe+

∑n
i=1 ziτivi)

h(xe+
∑n

i=1 ziτivi)
2

∣∣∣
x=α(t),z=−δ

= 2 · ∂zih(xe+
∑n

i=1 ziτivi)

h(xe+
∑n

i=1 ziτivi)

∣∣∣
x=α(t),z=−δ

= 2 ·
(Dτivih)(αe+

∑n
j=1 δjτjvj)

h(αe+
∑n

j=1 δjτjvj)

= 2 ·
(Dτivih)(αe− t

∑n
j=1 τ

2
j trh[vj]vj)

h(αe− t∑n
j=1 τ

2
j trh[vj]vj)

= 2 ·
(Dτivih)(αe− te+ t(e−∑n

j=1 τ
2
j trh[vj]vj))

h(αe− te+ t(e−∑n
j=1 τ

2
j trh[vj]vj))

≤ 2(Dτivih)(αe− te)
h(αe− te)

≤ 2trh[τivi]

α− t .

where the second last step follows from
∑n

i=1 τ
2
j trh[vi]vi ⪯ e, Claim 20.52 and Fact 20.46.

The last step follows from (Dvh)(βe)
h(βe)

= trh[v]
β

by Fact 20.45.
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Since rankh(vi) ≤ 1, we have trh[vi] = ∥vi∥h for all i ∈ [n]. Since
∑

j ̸=i τ
2
j trh[vj]vj ∈

Γh+, by the monotonicity of the hyperbolic norm (Theorem 2.15 in [HLJ09]), we have

(τitrh[vi])
2 = ∥τ 2i trh[vi]vi∥h ≤

∥∥∥∥∥
n∑

j=1

τ 2j trh[vj]vj

∥∥∥∥∥
h

≤ ∥e∥h = 1

for all i ∈ [n].

Thus, we have

max
i∈[n]

(τitrh[vi])
2 ≤ 1.

Choosing α(t) = 2t = 4. We get

Φi
P (α,−δ) ≤

2trh[τivi]

α− t =
2τitrh[vi]

α− t =
2τitrh[vi]

2
≤ 1 <

√
2. (20.16)

This coincides with Eqn. (20.10) of Lemma 20.26. Also from Fact 20.17 we know

that (1− 1
2
∂2zi)P is real stable.

Thus by Lemma 20.26, for all i ∈ [n],

(4,−δ) ∈ Ab(1− 1
2
∂2zi )P

.

In addition, ∀i ∈ [n], since δi = tτitrh[vi] = 2τitrh[vi] > 0,

1

δi
Φi
P (4,−δ) +

1

2
Φi
P (4,−δ)2 ≤

1

2τitrh[vi]
τitrh[vi] +

1

2
(τitrh[vi])

2

≤ 1

2
+

1

2
= 1. (20.17)

This coincides with Eqn. (20.11) of Lemma 20.26. Therefore for all j ∈ [n],

Φj

(1− 1
2
∂2zi )P

(4,−δ + δi1i) ≤ Φj
P (4,−δ). (20.18)

In particular, we have

Φ2
(1− 1

2
∂2z1 )P

(4,−δ + δ111) ≤ Φ2
P (4,−δ) <

√
2.
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We also have (4,−δ + δ111) ∈ Ab(1− 1
2
∂2z1 )P

, which follows from (4,−δ) ∈
Ab(1− 1

2
∂2z1 )P

. By Lemma 20.27 with k = 0, we get that

Φ2
(1− 1

2
∂2z1 )P

(4,−δ + δ111) ≥ 0.

Hence, we have

1

δ2
Φ2

(1− 1
2
∂2z1 )P

(4,−δ + δ111) +
1

2
Φ2

(1− 1
2
∂2z1 )P

(4,−δ + δ111)
2

≤ 1

δ2
Φ2
P (4,−δ) +

1

2
Φ2
P (4,−δ)2

≤ 1,

where the last step follows from Eqn. (20.17).

Therefore, by Lemma 20.26 again, we have

Φi
(1− 1

2
∂2z2 )(1−

1
2
∂2z1 )P

(4,−δ + δ111 + δ212) ≤ Φi
(1− 1

2
∂2z1 )P

(4,−δ + δ111).

Repeating this argument for each i ∈ [n] demonstrates that

(4,−δ +
n∑

i=1

δi1i) = (4, 0, 0, . . . , 0)

∈ Ab∏n
i=1(1−∂2zi/2)P

i.e. (4, 0, 0, . . . , 0) lies above the roots of

n∏

i=1

(
1− 1

2

∂2

∂z2i

)(
h
(
xe+

n∑

i=1

ziτivi

))2

.

20.7.5 Combining together: proof of Theorem 20.43

In this section, we will combine the results from the previous section and prove

Theorem 20.43:
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Proof of Theorem 20.43. Define ui := vi
σ
. Note that σ > 0 since v1, . . . , vn are in the

hyperbolicity cone of h.

Then, we have
∥∥∥∥∥

n∑

i=1

τ 2i trh[ui]ui

∥∥∥∥∥
h

=

∥∥∥∥∥
n∑

i=1

τ 2i trh[vi]vi
σ2

∥∥∥∥∥
h

= 1,

where the first step follows from the linearity of the hyperbolic trace trh, and the

second step follows from ∥ · ∥h is a norm.

By Lemma 20.53 and restricting to zi = 0 for all i ∈ [n], we have that 4 lies

above the largest root of the univariate polynomial

n∏

i=1

(
1− 1

2

∂2

∂z2i

)∣∣∣
zi=0

(
h
(
xe+

n∑

i=1

ziτiui

))2

We then conclude by Lemma 20.49 that 4 upper bounds the largest root of

p∅ = Eξ1,...,ξn

[
h
(
xe+

n∑

i=1

(ξi − µi)ui
)
· h
(
xe−

n∑

i=1

(ξi − µi)ui
)]

.

where p∅ is the average of the polynomials in the interlacing family P in Definition

20.13.

Finally, by Corollary 20.48, we conclude that there exists s1, . . . , sn ∈ supp(ξ1)×
· · · × supp(ξn) such that

∥∥∥∥∥
n∑

i=1

(si − µi)ui
∥∥∥∥∥
h

≤ 4.

Hence we have
∥∥∥∥∥

n∑

i=1

(si − µi)vi
∥∥∥∥∥
h

≤ 4σ.
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20.8 Hyperbolic Extension of Kadision-Singer for Strongly Rayleigh

In this section, we prove Theorem 20.11. We restate the theorem as follows:

Theorem 20.54 (Formal statement of Theorem 20.11). Let h ∈ R[x1, . . . , xm] denote

a hyperbolic polynomial with respect to hyperbolic direction e ∈ Γh++. Let µ be a

homogeneous strongly Rayleigh probability distribution on [n] such that the marginal

probability of each element is at most ϵ1, and let v1, · · · , vn ∈ Γh+ be n vectors in

isotropic positions,

n∑

i=1

vi = e,

such that for all i ∈ [n],

rankh(vi) ≤ 1, and ∥vi∥h ≤ ϵ2.

Then

Pr
S∼µ

[∥∥∥
∑

i∈S

vi

∥∥∥
h
≤ 4(ϵ1 + ϵ2) + 2(ϵ1 + ϵ2)

2

]
> 0.

We will introduce the preliminary facts in Section 20.8.1. In Section 20.8.2,

we define the family of hyperbolic characteristic polynomials and show that it forms

an interlacing family. Therefore, it remains to upper-bound the largest root of the

average of the interlacing polynomial family, i.e. the mixed hyperbolic characteristic

polynomial. We remark that we require a lemma that will be proved later in Section

20.8.3.

In Section 20.8.3, we reduce the problem of upper-bounding the largest root of

the mixed hyperbolic characteristic polynomial to an easier task of upper-bounding

the largest root of a multivariate polynomial. In Section 20.8.4, we upper bound the

largest root of the multivariate polynomial using the multivariate barrier method.

Finally, in Section 20.8.5, we prove Theorem 20.54.
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20.8.1 Preliminaries

In this section, we present some preliminary results on strongly Rayleigh dis-

tributions.

Definition 20.15 (Generating polynomial of probability distribution). Let µ : 2[n] →
R≥0 be a probability distribution. For a random variable X ∼ µ, the generating

polynomial of µ is defined as follows:

gµ(z1, . . . , zn) = E
[
zX
]
=
∑

S⊆[n]

Pr[X = S]zS.

Definition 20.16 (Strongly Rayleigh distribution). Let µ : 2[n] → R≥0 be a proba-

bility distribution and gµ be its generating polynomial. We say µ is strongly Rayleigh

(SR) if gµ is a real stable polynomial.

Moreover, we say µ is dµ-homogeneous strongly Rayleigh if gµ is dµ-homogeneous

real stable.

We provide two facts about the generating polynomials of Strongly Rayleigh

distributions.

Fact 20.55 (Marginals of homogeneous SR distributions). Let µ : 2[n] → R≥0 be

a dµ-homogeneous SR distribution with generating polynomial gµ. For 1 ≤ k ≤ n,

consider the marginal distribution on the first k elements µk : 2[k] → R≥0 such that

µk(S) = Pr
T∼µ

[T ∩ [k] = S] ∀S ⊆ [k].

Then, for all S ⊆ [k],

µk(S) = x|S|−dµ ·
∏

i∈S

∂zi
∏

i∈[k]\S

(1− x∂zi)gµ(x1+ z)

∣∣∣∣∣
z=0

. (20.19)

In particular,

µ(S) = x|S|−dµ ·
∏

i∈S

∂zi
∏

i∈[n]\S

(1− x∂zi)gµ(x1+ z)

∣∣∣∣∣
z=0

.
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Remark 20.7. We note that the dummy variable x will be cancelled in the RHS of

Eqn. (20.19), and hence both sides are numbers.

Proof. Note that gµ can be written as

gµ(x1+ z) = f(z2, . . . , zn)(x+ z1) + g(z2, . . . , zn),

where

f(z2, . . . , zn) :=
∑

S⊆[n]\{1},
|S|=dµ−1

µ(S ∪ {1})
∏

i∈S

(x+ zi), and

g(z2, . . . , zn) :=
∑

S⊆[n]\{1},
|S|=dµ

µ(S)
∏

i∈S

(x+ zi).

First, if k = 1. We have

µ1({1}) = Pr
T∼µ

[1 ∈ T ] = x−dµ+1 · f(z2, . . . , zn)
∣∣∣
z=0

= x−dµ+1 · ∂z1gµ(x1+ z)
∣∣∣
z=0

.

Also,

µ1(∅) = Pr
T∼µ

[1 ̸∈ T ] = x−dµ · g(z2, . . . , zn)
∣∣∣
z=0

= x−dµ · (1− x∂z1)gµ(x1+ z)
∣∣∣
z=0

.

So, Eqn. (20.19) holds for k = 1.

For the cases where k > 1s, we can prove by induction on k. Suppose (20.19)

holds for 1, · · · , k − 1. Let S ⊆ [k] be any subset of [k]. If k ∈ S, then consider

∂zkgµ(x1 + z), which is the generating polynomial of µ′ that restricts µ to the sets

T ⊆ [n]\{k} with µ(T ∪{k}) > 0. Let S ′ := S\{k}. By the induction hypothesis, we

have

µ(S) = µ′(S ′) = x|S
′|−dµ′ ·

∏

i∈S′

∂zi
∏

i∈[k−1]\S′

(1− x∂zi)∂zkgµ(x1+ z)

∣∣∣∣∣
z=0

= x|S|−dµ ·
∏

i∈S

∂zi
∏

i∈[k]\S

(1− x∂zi)gµ(x1+ z)

∣∣∣∣∣
z=0

,
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where the second line follows from |S ′| = |S| − 1 and dµ′ = dµ − 1.

If k /∈ S, then consider (1 − x∂zk)gµ(x1 + z)
∣∣∣
zk=0

, which is the generating

polynomial of µ′′ that restricts µ to the sets T ⊆ [n]\{k} with µ(T ) > 0. Then by

the induction hypothesis, we have

µ(S) = µ′′(S) = x|S|−dµ′′ ·
∏

i∈S

∂zi
∏

i∈[k−1]\S

(1− x∂zi)(1− x∂zk)gµ(x1+ z)

∣∣∣∣∣
z=0

= x|S|−dµ ·
∏

i∈S

∂zi
∏

i∈[k]\S

(1− x∂zi)gµ(x1+ z)

∣∣∣∣∣
z=0

.

Hence, Eqn. (20.19) holds for all k ∈ [n], which completes the proof of the

fact.

20.8.2 Defining interlacing family of characteristic polynomials

In this section, we consider the following family of polynomials:

Definition 20.17 (Interlacing Family of Theorem 20.54). Let h ∈ R[x1, . . . , xm]

denote a degree-d hyperbolic polynomial with respect to hyperbolic direction e ∈ Γh++.

Let µ : 2[n] → R be a homogeneous strongly Rayleigh probability distribution. Let

v1, . . . , vn ∈ Γh+ be n vectors such that rankh(vi) ≤ 1 for all i ∈ [n]. Let F = {S ⊆
[n] : µ(S) > 0} be the support of µ. For any S ∈ F, let

qS(x) = µ(S) · h
(
xe−

∑

i∈S

vi

)
. (20.20)

Let Q denote the following family of polynomials:

Q :=
{
qs1···sℓ(s) =

∑

tℓ+1,··· ,tn
(s1···sℓ,tℓ+1,··· ,tn)∈F

qs1,··· ,sℓ,tℓ+1,··· ,tn : ∀ℓ ∈ [n], (s1, · · · , sℓ) ∈ F|[ℓ]
}
.

where F|[ℓ] is F restricted to [ℓ], and a subset is represented by a binary indicator

vector.
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We show that the family defined above is an interlacing family. We will cru-

cially use this fact to show Theorem 20.54.

Lemma 20.56 (Hyperbolic version of Theorem 3.3 in [AO14]). Let Q denote the

family of polynomials as in Definition 20.17. Then, if the polynomial

Eξ∼µ

[
h(xe− (

n∑

i=1

ξivi))

]

is real-rooted in x for any strongly Rayleigh distribution µ, then the polynomial family

Q forms an interlacing family.

The proof of this lemma is the same as that of Theorem 3.3 in [AO14].

From Lemma 20.24 and Fact 20.19, we obtain the following corollary:

Corollary 20.57. Let h ∈ R[x1, . . . , xm] denote a degree-d hyperbolic polynomial

with respect to hyperbolic direction e ∈ Γh++. Let µ : 2[n] → R be a homogeneous

strongly Rayleigh probability distribution. Let v1, . . . , vn ∈ Γh+ be n vectors such that

rankh(vi) ≤ 1 for all i ∈ [n]. Let F = {S ⊆ [n] : µ(S) > 0} be the support of µ. Then

there exists S ∈ F, such that the hyperbolic norm ∥∑i∈S vi∥h equals to the largest

root of qS, and is upper bounded by the largest root of

q∅ = Eξ∼µ

[
h(xe− (

n∑

i=1

ξivi))

]
.

Proof. By Lemma 20.58 (we remark that this lemma does not depend on the results in

this section. We will prove Lemma 20.58 in Section 20.8.3), the mixed characteristic

polynomial

Eξ∼µ

[
h(xe− (

n∑

i=1

ξivi))

]

is real-rooted. Then by Lemma 20.56, the polynomial family Q (see Definition 20.17)

is an interlacing family. Therefore, by Lemma 20.23, there exists a subset S ∈ F,
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such that the largest root of qS, is upper bounded by the largest root of

q∅ = Eξ∼µ

[
h(xe− (

n∑

i=1

ξivi))

]
.

The corollary then follows from Fact 20.19.

20.8.3 From mixed characteristic polynomial to multivariate polynomial

In this section, we want to show that the mixed characteristic polynomial

Eξ∼µ

[
h(x2e− (

n∑

i=1

ξivi))

]

has roots equals to the roots of the following multivariate polynomial after taking

z1 = · · · = zn = 0.
n∏

i=1

(1− 1

2
∂2zi)
(
h(xe+

n∑

i=1

zivi)gµ(x1+ z)
)

The largest root of this multivariate polynomial is relatively easy to upper-bound

using barrier argument. We will describe the details in Section 20.8.4.

The main lemma of this section is as follows:

Lemma 20.58 (Hyperbolic version of Theorem 3.1 in [AO14]). Let h ∈ R[x1, · · · , xm]
be a degree-d hyperbolic polynomial with hyperbolic direction e ∈ Γh++. Let µ : 2[n] → R

be a dµ-homogeneous strongly Rayleigh probability distribution with generating poly-

nomial gµ ∈ R[z1, · · · , zn]. Let v1, . . . , vn ∈ Γh+ be n vectors such that rankh(vi) ≤ 1

for all i ∈ [n]. Then, we have

xdµ · Eξ∼µ
[
h(x2e− (

n∑

i=1

ξivi))

]
= xd ·

n∏

i=1

(1− 1

2
∂2zi)
(
h(xe+

n∑

i=1

zivi)gµ(x1+ z)
)∣∣∣∣∣

z=0

.

(20.21)

Moreover,

Eξ∼µ

[
h(xe− (

n∑

i=1

ξivi))

]

is real-rooted in x.
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Proof. First, we rewrite the left-hand-side of (20.21) as the expectation over T ∼ µ

as an expectation over all indicator ξ of the subsets of [n]:

xdµ · 2−n · ET∼µ
[
h(x2e− (

∑

i∈T

vi))

]

= xdµ · 2−n ·
∑

ξ∈{0,1}n

(
h(x2e− (

n∑

i=1

ξivi)) · µ(ξ)
)

= xdµ · Eξ∼{0,1}n
[
h(x2e−

n∑

i=1

ξivi) · µ(ξ)
]

= xdµ · Eξ∼{0,1}n
[
h(x2e−

n∑

i=1

ξivi) · x
∑n

i=1 ξi−dµ ·
n∏

i=1

(
ξi∂zi + (1− ξi)(1− zi∂zi)

)
g(x1+ z)

∣∣∣∣∣
z=0

]

(20.22)

where in the third step, we let ξ ∈ {0, 1}n be a random bit string uniformly sampled

from {0, 1}n. In the last step we use Fact 20.55 and the fact that
∏n

i=1

(
ξi∂zi + (1−

ξi)(1− zi∂zi)
)
=
∏

i∈[n]:ξi=1 ∂zi
∏

i∈[n]:ξi=0(1− zi∂zi). Setting g2 ∈ R[t] as

g2(t) := x
∑n

i=2 ξi ·
n∏

i=2

(
ξi∂zi + (1− ξi)(1− x∂zi)

)
g(t, x+ z2, x+ z3, · · · , x+ zn)

∣∣∣
z2,...,zn=0

and x2 = x2e−∑n
i=2 ξivi, we can simplify the above equation as

xdµ · 2−n · ET∼µ
[
h(x2e− (

∑

i∈T

vi))

]

=
1

2
Eξ2,··· ,ξn∼{0,1}n−1

[
h(x2 − v1)x∂z1g2(x+ z1) + h(x2)(1− x∂z1)g2(x+ z1)

∣∣∣∣∣
z1=0

]

=
1

2
Eξ2,··· ,ξn∼{0,1}n−1

[
(1− ∂z1)h(x2 + z1v1)x∂z1g2(x+ z1) + h(x2)(1− x∂z1)g2(x+ z1)

∣∣∣∣∣
z1=0

]
.

(20.23)

Now, we can expand the term inside the expectation of Eqn. (20.23), and get
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that

(1− ∂z1)h(x2 + z1v1)x∂z1g2(x+ z1) + h(x2)(1− x∂z1)g2(x+ z1)

∣∣∣∣∣
z1=0

= xh(x2 + z1v1)(∂z1g2(x+ z1))− x(∂z1h(x2 + z1v1))(∂z1g2(x+ z1))

+ h(x2)g2(x+ z1)− h(x2)(x∂z1g2(x+ z1))

∣∣∣∣∣
z1=0

= xh(x2)(Dg2)(x)− x(Dv1h)(x2)(Dg2)(x) + h(x2)g2(x)− xh(x2)(Dg2)(x)

= h(x2)g2(x)− xDv1h(x2)(Dg2)(x)

= (1− x

2
∂2z1)

(
h(x2 + z1v1)g2(x+ z1)

)∣∣∣∣∣
z1=0

,

where the last step follows from rankh(v1) ≤ 1 and deg(g2) ≤ 1.

Therefore, the left-hand-side of (20.21) equals to

xdµ · 2−n · Eξ∼µ
[
h(x2e− (

n∑

i=1

ξivi))

]

=
1

2
Eξ2,...,ξn

[
(1− x

2
∂2z1)

(
h(x2 + z1v1)g2(x+ z1)

)∣∣∣∣∣
z1=0

]

=
1

2
(1− x

2
∂2z1)

(
Eξ2,...,ξn

[
h(xe−

n∑

i=2

ξivi + z1v1)g2(x+ z1)

]) ∣∣∣∣∣
z1=0

. (20.24)

If we repeat this process for n times, we will finally get

xdµ · Eξ∼µ
[
h(x2e− (

n∑

i=1

ξivi))

]
=

n∏

i=1

(1− x

2
∂2zi)
(
h(x2e+

n∑

i=1

zivi)gµ(x1+ z)
)∣∣∣∣∣

z=0

.

(20.25)

Now we show that the right-hand-side of (20.25) equals to the right-hand-side

of (20.21). First, we expand the product of partial operator
∏n

i=1(1 − x
2
∂2zi) and get

that
n∏

i=1

(1− x

2
∂2zi)
(
h(x2e+

n∑

i=1

zivi)gµ(x1+ z)
)∣∣∣∣∣

z=0

=
∑

T⊆[n]

(−x
2
)|T |∂2zT

(
h(x2e+

n∑

i=1

zivi)gµ(x1+ z)
)∣∣∣∣∣

z=0

.
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For any T ⊆ [n] with |T | = k, we have

(−x
2
)k∂2zT

(
h(x2e+

n∑

i=1

zivi)gµ(x1+ z)
)∣∣∣∣∣

z=0

= (−x
2
)k · 2k ·

(∏

i∈T

Dvi

)
h(x2e) · g(T )µ (x1),

where g(T )µ (x1) =
∏

i∈T ∂zigµ(x1+ z)
∣∣∣
z=0

.

Since h is d-homogeneous, we know that (
∏

i∈T Dvi)h is (d− k)-homogeneous.

Hence, we get that

(−x
2
)k∂2zT

(
h(x2e+

n∑

i=1

zivi)gµ(x1+ z)
)∣∣∣∣∣

z=0

= (−x
2
)k · 2k · xd−k ·

(∏

i∈T

Dvi

)
h(xe) · g(T )µ (x1)

= xd · (−1)k ·
(∏

i∈T

Dvi

)
h(xe) · g(T )µ (x1)

= xd · (−1

2
)k∂2zT

(
h(xe+

n∑

i=1

zivi)gµ(x1+ z)

)∣∣∣∣∣
z=0

.

Therefore,

xdµ · Eξ∼µ
[
h(x2e− (

n∑

i=1

ξivi))

]
=
∑

T⊆[n]

xd · (−1

2
)k∂2zT

(
h(xe+

n∑

i=1

zivi)gµ(x1+ z)

)∣∣∣∣∣
z=0

= xd ·
n∏

i=1

(1− 1

2
∂2zi)
(
h(xe+

n∑

i=1

zivi)gµ(x1+ z)
)∣∣∣∣∣

z=0

,

which completes the proof of Eqn. (20.21).

Finally, we show that Eqn. (20.21) is real-rooted in x. Since e ∈ Γh++ and

v1, . . . , vn ∈ Γh+, by Claim 20.51, we get that h(xe+
∑n

i=1 zivi) is real-stable. Further-

more, since gµ(x1+ z) is real-stable, by Fact 20.17,

h(xe+
n∑

i=1

zivi)gµ(x1+ z)

is also real-stable. Then by Fact 20.17 again, we get that

n∏

i=1

(1− 1

2
∂2zi)
(
h(xe+

n∑

i=1

zivi)gµ(x1+ z)
)∣∣∣∣∣

z=0

1280



is real-stable. By Fact 20.14, it implies that it is real-rooted in x. Equivalently,

q∅(x
2) = Eξ∼µ

[
h(x2e− (

n∑

i=1

ξivi))

]

is real-rooted in x. Then, it is easy to see that

q∅(x) = Eξ∼µ

[
h(xe− (

n∑

i=1

ξivi))

]

is also real-rooted in x, since a complex root of q∅(x) implies a complex root of q∅(x2).

The lemma is then proved.

20.8.4 Applying barrier argument to bound the largest root of multivari-
ate polynomial

In this section, we upper bound the largest root of the following multivariate

polynomial:

n∏

i=1

(1− 1

2
∂2zi)
(
h(xe+

n∑

i=1

zivi)gµ(x1+ z)
)

using the real-stable version of the barrier method in [AO14].

Lemma 20.59 (Hyperbolic version of Theorem 4.1 in [AO14]). Let h ∈ R[x1, · · · , xm]
denote a degree-d hyperbolic polynomial with hyperbolic direction e ∈ Γh++. Let

v1, · · · , vn ∈ Γh+ be n vectors such that
∑n

i=1 vi = e and trh[vi] ≤ ϵ2 for all i ∈ [n]. Let

µ : 2[n] → R≥0 be a dµ-homogeneous strongly Rayleigh probability distribution such

that the marginal probability of each element i ∈ [n] is at most ϵ1. Then, all the roots

of

n∏

i=1

(1− 1

2
∂2zi)
(
h(xe+

n∑

i=1

zivi)gµ(x1+ z)
)
∈ R[x, z1, · · · , zn]

lie below (
√
4ϵ+ 2ϵ2, 0, · · · , 0) ∈ Rn+1, where ϵ = ϵ1 + ϵ2.
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Proof. Let Q ∈ R[x, z1, . . . , zn] be an (n+ 1)-variate polynomial:

Q(x, z) := h(xe+
n∑

i=1

zivi)gµ(x1+ z).

We have already proved in Lemma 20.58 that Q(x, z) is real-stable.

For 0 < t < α where α = α(t) is a parameter to be chosen later, we have

Q(α,−t1) = h(αe− t
n∑

i=1

vi)gµ((α− t)1)

= h((α− t)e)gµ((α− t)1)

= (α− t)d+dµh(e)gµ(1)

> 0,

where the second step follows from
∑n

i=1 vi = e and the last step follows from α > t,

h(e) > 0 and gµ(1) = 1. This implies that (α,−t1) ∈ AbQ.

We can upper bound Φi
Q(α,−t1) as follows.

Φi
Q(α,−t1) =

∂ziQ

Q

∣∣∣∣∣
x=α,z=−t1

=
(∂zih(xe+

∑n
i=1 zivi))gµ(x1+ z) + h(xe+

∑n
i=1 zivi)(∂zigµ(1+ z))

h(xe+
∑n

i=1 zivi)gµ(x1+ z)

∣∣∣∣∣
x=α,z=−t1

=
∂zih(xe+

∑n
i=1 zivi)

h(xe+
∑n

i=1 zivi)
+
∂zigµ(x1+ z)

gµ(x1+ z)

∣∣∣∣∣
x=α,z=−t1

=
Dvih(xe+

∑n
i=1 zivi)

h(xe+
∑n

i=1 zivi)
+
∂zigµ(x1+ z)

gµ(x1+ z)

∣∣∣∣∣
x=α,z=−t1

=
Dvih(αe− te)
h(αe− te) +

(α− t)dµ−1 · PrS∼µ[i ∈ S]
(α− t)dµ

≤ tr[vi]

α− t +
ϵ1

α− t
≤ ϵ1 + ϵ2

α− t ,

where the first inequality follows from Fact 20.45.
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Let ϵ := ϵ1 + ϵ2. By choosing α = 2t =
√
4ϵ+ 2ϵ2, we get that

Φi
Q(α,−t1) ≤

ϵ√
ϵ+ ϵ2/2

=

√
2√

1 + 2/ϵ
<
√
2.

Then, by Lemma 20.26, we know that (α,−t1) ∈ Ab(1− 1
2
∂2zi )Q

for any i ∈ [m].

Furthermore,

1

t
Φi
Q(α,−t1) +

1

2
Φi
Q(α,−t1)2 ≤

ϵ

t2
+

1

2

ϵ2

t2
= 1.

By the second part of Lemma 20.26, we have for all j ∈ [m],

Φj

(1− 1
2
∂2zi )Q

(α,−t1+ t1i) ≤ Φj
Q(α,−t1).

By a similar induction process like in the proof of Lemma 20.53, we have

(α,−t1+
n∑

i=1

t1i) = (
√
4ϵ+ 2ϵ2, 0, 0, . . . , 0)

∈ Ab∏n
i=1(1−∂2zi/2)Q

i.e. (
√
4ϵ+ 2ϵ2, 0, 0, . . . , 0) lies above the roots of

n∏

i=1

(
1− 1

2

∂2

∂z2i

)[
h
(
xe+

n∑

i=1

ξivi

)
· gµ(x1+ z)

]

as desired.

20.8.5 Combining together: proof of Theorem 20.54

Now we can combine the results from the previous section and prove Theorem

20.54:

Proof of Theorem 20.54. Let F be the support of µ.

By Lemma 20.59 and restricting to zi = 0 for all i ∈ [n], we have that
√

4(ϵ1 + ϵ2) + 2(ϵ1 + ϵ2)2 lies above the largest root of the univariate polynomial
n∏

i=1

(1− 1

2
∂2zi)
(
h(xe+

n∑

i=1

zivi)gµ(x1+ z)
)∣∣∣∣∣

z=0

.
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We then conclude by Lemma 20.58 that
√

4(ϵ1 + ϵ2) + 2(ϵ1 + ϵ2)2 upper bounds

the largest root of

Eξ∼µ

[
h(x2e− (

n∑

i=1

ξivi))

]
.

Therefore, the largest root of

q∅ = Eξ∼µ

[
h(xe− (

n∑

i=1

ξivi))

]

is upper bounded by 4(ϵ1+ϵ2)+2(ϵ1+ϵ2)
2, where q∅ is the average of the polynomials

in the interlacing family Q in Definition 20.17.

Finally, by Corollary 20.57, there exists S ⊆ [n] in the support of µ, such that
∥∥∥
∑

i∈S

vi

∥∥∥
h
≤ 4(ϵ1 + ϵ2) + 2(ϵ1 + ϵ2)

2.

20.9 Sub-Exponential Algorithms
20.9.1 Definitions

Definition 20.18 (k-th symmetric polynomials). For any n ∈ Z+, k ≤ n, let ek ∈
R[z1, · · · , zn] denote the k-th elementary symmetric polynomial defined as

ek(z1, · · · , zn) =
∑

T∈([n]
k )

∏

i∈T

zi.

Definition 20.19 (k-th power sum polynomials). For any n, k ∈ Z+, let pk ∈
R[z1, · · · , zn] denote the k-th power sum polynomial defined as pk(z1, · · · , zn) =
∑n

i=1 z
k
i .

Fact 20.60 (Vieta’s formulas). Let f ∈ R[x] be any degree n monic variate polynomial

defined as f(x) = xn + c1x
n−1 + · · ·+ cn. Then for any k ∈ [n],

ck = (−1)kek(λ1, · · · , λn).
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Where λ1, · · · , λn ∈ C are the roots of f , and ek is the k-th elementary symmetric

polynomial defined in Definition 20.18.

Fact 20.61 (Newton’s identities). For any n ∈ Z+, k ∈ [n], let ek, pk ∈ R[z1, · · · , zn]
be defined in Definition 20.18 and Definition 20.19 respectively. Then there exists an

O(k2)-time algorithm ElemToPower(k, e1, · · · , ek), such that given any k ∈ [n],

and any e1 = e1(x), · · · , ek = ek(x) for some fixed x ∈ Rn, outputs pk = pk(x).

20.9.2 Algorithm to approximate the largest root

Algorithm 116 Algorithm approximating the largest root.
1: procedure MaxRoot(n ∈ Z+, k ∈ [n], f ∈ R[x], c1, · · · , ck ∈ R)
2: Precondition: k ≤ n, c1, · · · , ck ∈ R are the top-k coefficients of a degree n

real-rooted monic-variate polynomial f ∈ R[x].
3: Output: Return an approximate of the largest root of f .
4: for i = 1 to k do
5: ek ← ck · (−1)k.

▷ ek = ek(λ1, · · · , λn) is the k-th elementary polynomial of the roots of f by
Fact 20.60.

6: end for
7: pk ← ElemToPower(k, e1, · · · , ek)

▷ pk(λ) = λk1 + · · ·+ λkn is the power sum of the roots of f by Fact 20.61.
8: Return (pk)

1/k.
9: end procedure

Lemma 20.62. Let f = xn+c1x
n−1+· · ·+cn ∈ R[x] be any degree n real-rooted monic-

variate polynomial. Then MaxRoot(n, k, f, c1, · · · , ck) (Algorithm 116) returns an

(n1/k)-approximate of the largest root of f in time O(k2 + k).

Proof. Let λ1 ≥ λ2 ≥ λn ∈ R denote the roots of f(x). By Fact 20.60 and Fact 20.61,

Algorithm 116 returns (pk)
1/k, where pk = λk1 + · · ·+ λkn. Notice that

λk1 + · · ·+ λkn
n

≤ λk1 ≤ λk1 + · · ·+ λkn
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we have

λ1 ≤ (pk/n)
1/k ≤ n1/kλ1.

Remark 20.8. We remark that when k > log n, the approximation factor n1/k is upper

bounded by 1 + logn
k

.

20.9.3 Reducing Kadison-Singer to finding leading coefficients of inter-
lacing polynomial

We define an oracle that generates the top-k coefficients as follows:

Definition 20.20. Fix a family of degree nmonic-variable polynomials F = {fs1,··· ,sm ∈
R[x] : s1, · · · sℓ ∈ S1 × · · · × Sℓ}. We define oracle MaxCoeffF(k, ℓ, s1, · · · sℓ) as fol-

lows: given any k ∈ [n], ℓ ∈ [m], s1, · · · sℓ ∈ S1× · · · ×Sℓ as inputs, and it outputs the

top-k coefficients of fs1···sℓ in TCoeff(F, k) time.

Lemma 20.63 (Theorem 4.4 of [AOSS18]). Let S1, · · · , Sm be finite sets and let

F = {fs1···sm(x) ∈ R[x] : s1 ∈ S1, · · · , sm ∈ Sm} be an interlacing family of degree n

real-rooted monic-variate polynomials. Let MaxCoeffF(k, ℓ, s1, · · · sℓ) be the oracle

for finding the largest k coefficients defined as Definition 20.20.

Then there is an algorithm KadisonSinger(δ,F = {fs1···sm(x) : s1 ∈ S1, · · · , sm ∈
Sm}) (Algorithm 117) that, given any δ > 0 and F as input, returns the elements

s′1 ∈ S1, · · · , s′m ∈ Sm, such that the maximum root of fs′1···s′m is at most (1 + δ) times

the maximum root of f∅, in time

(
TCoeff

(
F, O(log(n)mδ−1)

)
+ k2

)
· S
√
m · √m,

where S = maxi∈[m] |Si|.
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Algorithm 117 Algorithm finding approximate solutions of Kadison-Singer problems
1: procedure KadisonSinger(δ,F = {fs1···sm(x) : s1 ∈ S1, · · · , sm ∈ Sm})
2: Precondition: δ > 0, S1, · · · , Sm are finite sets, F = {fs1···sm(x) ∈ R[x] : s1 ∈
S1, · · · , sm ∈ Sm} is an interlacing family of degree n real-rooted monic-variate
polynomials.

3: Output: s′1 ∈ S1, · · · , s′m ∈ Sm, such that the maximum root of fs′1···s′m is at
most (1 + δ) times the maximum root of f∅.

4: M ← √m
5: k ← M logn

δ

6: λmax ← −∞
7: for i = 0 to m

M
− 1 do ▷

√
m iterations

8: for tiM+1 ∈ SiM+1, · · · , tiM+M ∈ SiM+M do ▷ Brute force search on∏M
j=1 |SiM+j| elements

9: (c1, · · · , ck) ← MaxCoeffF(k,M(i +
1), s1, · · · , siM , tiM+1, · · · , tiM+M)

10: λ←MaxRoot(n, k, fs1,··· ,siM ,tiM+1,··· ,tiM+M
, c1, · · · , ck)

11: if λ ≤ λmin then
12: λmin ← λ
13: siM+1 ← tiM+1, · · · , siM+M ← tiM+M

14: end if
15: end for
16: end for
17: Return (s1, · · · , sm)
18: end procedure

Proof. Notice that Algorithm 117 runs in m
M

=
√
M iterations. Inside each iteration,

it does a brute force search on at most QM = Q
√
m elements. For each element

(tiM+1, · · · , tiM+M), we query the oracles MaxCoeffF and MaxRoot, which takes

TCoeff(F, k) = TCoeff(F, O(log(n)mδ
−1) and O(k + k2) time respectively. Therefore,

the running time of the algorithm is at most

(
TCoeff

(
F, O(log(n)mδ−1)

)
+ k2

)
· S
√
m · √m.

Now we show the correctness of the algorithm by induction on the number

of iteration i. For any 0 ≤ i ≤ m
M
− 1, suppose we have selected s1, · · · , siM in the
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previous iterations, and suppose

λmax (fs1,··· ,siM ) ≤ (1 +
δ

2M
)i+1 · λmax(f∅)

where λmax(f) denotes the maximum root of the univariate polynomial f .

Suppose we fix siM+1, · · · , siM+M on the i-th iteration. Note that k = 2M logn
δ

>

log n, by Lemma 20.62, Line 10 of the algorithm returns an 1 + logn
k

= (1 + δ
2M

)-

approximation of the largest root of fs1,··· ,siM ,tiM+1,··· ,tiM+M
. Therefore, for any 0 ≤

i ≤ m
M

, we have

λmax

(
fs1,··· ,siM+M

)
≤ (1 +

δ

2M
) · min

tiM+1∈SiM+1,··· ,tiM+M∈SiM+M

λmax

(
fs1,··· ,sM i,tiM+1,··· ,tiM+M

)

Since {fs1···sm(x) : s1 ∈ S1, · · · , sm ∈ Sm} is an interlacing family, we have

min
tiM+1∈SiM+1,··· ,tiM+M∈SiM+M

λmax

(
fs1,··· ,sM i,tiM+1,··· ,tiM+M

)
≤ λmax (fs1,··· ,siM ) .

This proves the induction hypothesis.

Remark 20.9. It’s important to note that our algorithm runs in SÕ(
√
n) time. A paper

by [AOSS18] provides an algorithm with a faster running time of SÕ( 3√n). However,

this algorithm is limited to only the k-th largest root of determinantal polynomials.

Our algorithm faces a challenge in approximating the k-th largest root of hy-

perbolic polynomials. In order to achieve an (1+ϵ) approximation, our sub-exponential

algorithm must run Õ(
√
nϵ) iterations and search k = Õ(

√
n/ϵ) elements at each time.

This ensures that the cumulative error does not exceed ϵ. During each iteration, we

have to brute-force over O(
√
n) elements, which results in a 2Õ(n) search time.

20.9.4 Sub-exponential algorithm for Theorem 20.10

In this section, we want to describe the sub-exponential algorithm for con-

structing Theorem 20.10. Let P denote the interlacing family as defined in Definition

20.13.
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Suppose each ps(x) ∈ P has degree d. Let MaxCoeffP(k, ℓ, s1, · · · , sℓ) be the

oracle defined in Definition 20.20, i.e. given any k ∈ [d], ℓ ∈ [n], (s1, · · · , sℓ) ∈ {±1}ℓ,
outputs the top-k coefficients of ps1,··· ,sℓ in at most TCoeff(P, k) time. The following

lemma states that if TCoeff(P, k) is polynomial in k, then we can construct Theorem

20.10 in sub-exponential time:

Corollary 20.64 (Sub-exponential algorithm for Theorem 20.10, formal statement of

Proposition 20.12). Let h ∈ R[x1, . . . , xm] denote a hyperbolic polynomial with respect

to e ∈ Γh++. Let u1, . . . , un ∈ Γh+ be n vectors such that

σ =
∥∥∥

n∑

i=1

trh[ui]ui

∥∥∥
h
.

Let P be the interlacing family defined in Definition 20.13. Let MaxCoeffP be

the oracle defined in Definition 20.20 with running time TCoeff(P, k). Then for any

δ > 0, the algorithm KadisonSinger(δ,P) (Algorithm 117) returns a sign assignment

(s1, · · · , sn) ∈ {±1}n, such that
∥∥∥

n∑

i=1

siui

∥∥∥
h
≤ 4(1 + δ)σ

in time
(
TCoeff

(
P, O(log(n)mδ−1)

)
+
m log2 n

δ2

)
· 2
√
m · √m.

Proof. For all i ∈ [n], let vi = ui√
σ
. Then we have

∥∥∥∥∥
n∑

i=1

trh[vi]vi

∥∥∥∥∥
h

=

∥∥∥∥∥
n∑

i=1

trh[ui]ui
σ

∥∥∥∥∥
h

= 1.

Let s1, · · · , sm denote the output of KadisonSinger(σ,P) (Algorithm 117).

Then we have

∥
m∑

i=1

sivi∥h = λmax(ps1,··· ,sm)

≤ (1 + δ) · λmax(p∅) (By Lemma 20.63)

≤ 4(1 + δ) (By Lemma 20.53)
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Therefore we have

∥
m∑

i=1

siui∥h ≤ 4σ(1 + δ) ≤ 8σ.

20.9.5 Sub-exponential algorithm for Theorem 20.4

In particular, we can explicitly compute the running time of the sub-exponential

algorithm for Theorem 20.4. We first define the interlacing family for Theorem 20.4

with the following statement:

Lemma 20.65 (Interlacing family for Theorem 20.4, Proposition 4.1 and 5.4 of

[KLS20]). Let ξ1, · · · , ξn denote n i.i.d. random variables sampled uniformly at ran-

dom from {±1}. Let u1, . . . , un ∈ Γh+ be n vectors such that σ2 = ∥∑n
i=1(uiu

∗
i )

2∥

For each s ∈ {±1}n, let fs ∈ R[x] denote the following polynomial:

fs(x) := (
n∏

i=1

pi,si) · det


x2 −

(
n∑

i=1

(si − λi)uiu∗i

)2

 .

where ∀i ∈ [n], λi = E[ξi], and ∀i ∈ [n],∀si ∈ {±1}, pi,si = Prξi [ξi = si]. Let F denote

the following family of polynomials:

F :=



fs1···sℓ(x) =

∑

tℓ+1∈{±1},··· ,tn∈{±1}

fs1,··· ,sℓ,tℓ+1,··· ,tn : ∀ℓ ∈ [n], s1, · · · , sℓ ∈ {±1}ℓ


 .

Then F is an interlacing family. Moreover, there exists a choice of outcomes s1, · · · , sn ∈
{±1}n, such that

∥
n∑

i=1

(si − λi)uiu∗i ∥ = λmax(fs1···sn) ≤ λmax(f∅) ≤ 4σ.

Lemma 20.66 (Computing the top k coefficients of interlacing polynomials for The-

orem 20.4). Let F denote the interlacing family defined in Lemma 20.65. Given inde-

pendent random variable ξ1, . . . , ξn ∈ R with finite supports such that we know all mo-

ments of each random variable. There exists an algorithm MaxCoeffF(k, ℓ, s1, · · · , sℓ)
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such that for any 1 ≤ ℓ ≤ n and 1 ≤ k ≤ m, and for any s1, . . . , sℓ in the supports of

ξ1, . . . , ξℓ respectively, returns the top-k coefficients of fs1,...,sℓ in time O(nkpoly(m)).

Proof. The leading constant
∏ℓ

i=1 pi,si can be easily computed. It is easy to see that

all odd-degree terms vanish. Thus, for the following expected polynomial:

Eξℓ+1,...,ξn


det


x2I −

(
ℓ∑

i=1

siuiu
∗
i +

n∑

i=ℓ+1

ξiuiu
∗
i

)2



 ,

consider the coefficient of x2(n−k), which is (−1)k times the sum of all principal k-by-

k minors of the matrix (
∑ℓ

i=1 siuiu
∗
i +

∑n
i=ℓ+1 ξiuiu

∗
i )

2 in expectation. For any fixed

value ξℓ+1, . . . , ξn, we have

σk



(

ℓ∑

i=1

siuiu
∗
i +

n∑

i=ℓ+1

ξiuiu
∗
i

)2



= σk


∑

i,j∈[ℓ]

sisj⟨ui, uj⟩uiu∗i +
∑

i∈[ℓ],j∈[n]\[ℓ]

siξj⟨ui, uj⟩(uiu∗j + uju
∗
i ) +

∑

i,j∈[n]\[ℓ]

ξiξj⟨ui, uj⟩uiu∗i


 .

For simplicity, let

ci,j :=





sisj⟨ui, uj⟩ if i, j ∈ [ℓ],

ξisj⟨ui, uj⟩ if i ∈ [n]\[ℓ], j ∈ [ℓ],

siξj⟨ui, uj⟩ if i ∈ [ℓ], j ∈ [n]\[ℓ],
ξiξj⟨ui, uj⟩ if i, j ∈ [n]\[ℓ]

, ∀i, j ∈ [n]× [n].

Then, we have

σk


 ∑

i,j∈[n]×[n]

ci,juiu
∗
j


 =

∑

S∈([n]×[n]
k )

σk


 ∑

(i,j)∈S

ci,juiu
∗
j




=
∑

S∈([n]×[n]
k )

∏

(i,j)∈S

ci,j · σk


 ∑

(i,j)∈S

uiu
∗
j


 ,

where the first step follows from Proposition 3.11 in [MSS15b] and the second step

follows from Proposition 3.10 in [MSS15b].
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Thus, the coefficient of the expected polynomial is

∑

S∈([n]×[n]
k )

Eξℓ+1,...,ξn


 ∏

(i,j)∈S

ci,j


 · σk


 ∑

(i,j)∈S

uiu
∗
j


 .

Note that there are at most n2k terms in the summation. And for each S, the

expectation Eξℓ+1,...,ξn

[∏
(i,j)∈S ci,j

]
can be computed in O(k)-time, assuming we know

all moments of each random variable, and the inner product ⟨ui, uj⟩ for all i, j ∈ [n]

can be pre-processed in O(n2m)-time. The sum of minors σk(
∑

(i,j)∈S uiu
∗
j) can be

computed in poly(m)-time.

Therefore, the coefficient of x2(m−k) can be computed in n2k · poly(m)-time,

which implies that the top-k coefficients can be computed in O(nkpoly(m))-time.

The Lemma is then proved.

A similar proof of Corollary 20.64 yields the following corollary:

Corollary 20.67 (Sub-exponential algorithm for Theorem 20.4). Let u1, . . . , un ∈ Γh+

be n vectors such that σ2 =
∥∥∥
∑n

i=1(uiu
∗
i )

2∥. Let F be the interlacing family defined

in Lemma 20.65. Then for any δ > 0, the algorithm KadisonSinger(δ,F) returns a

sign assignment (s1, · · · , sn) ∈ {±1}n, such that

∥∥∥
n∑

i=1

siui

∥∥∥
h
≤ 4(1 + δ)σ

in time
(
O(nO(

√
m logn/δ)poly(m)) +

m log2 n

δ2

)
· 2
√
m · √m.

20.9.6 Sub-exponential algorithm for Theorem 20.11

In this section, we want to describe the sub-exponential algorithm for con-

structing Theorem 20.11. Let Q denote the interlacing family defined in Definition

20.17.
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Suppose each qs(x) ∈ Q has degree d. Let MaxCoeffQ(k, ℓ, s1, · · · , sℓ) be the

oracle defined in Definition 20.20, i.e. given any k ∈ [d], ℓ ∈ [n], (s1, · · · , sℓ) in the

support of µ, outputs the top-k coefficients of qs1,··· ,sℓ in at most TCoeff(Q, k) time. The

following corollary states that if TCoeff(Q, k) is polynomial in k, then we can construct

Theorem 20.11. The proof of this corollary is similar to that of Corollary 20.64.

Corollary 20.68 (Sub-exponential algorithm for Theorem 20.11, formal statement of

Proposition 20.13). Let h ∈ R[x1, . . . , xm] denote a hyperbolic polynomial with respect

to e ∈ Γh++. Let µ be a homogeneous strongly Rayleigh probability distribution on [n]

such that the marginal probability of each element is at most ϵ1, and let v1, · · · , vn ∈
Γh+ be n vectors such that

∑n
i=1 vi = e, and for all i ∈ [n], ∥vi∥h ≤ ϵ2 and rankh(vi) ≤

1.

Let Q be the interlacing family defined in Definition 20.17 , and MaxCoeffQ

be the oracle defined in Definition 20.20 with running time TCoeff(Q, k). Then for any

δ > 0, the algorithm KadisonSinger(δ,Q) returns a set S in the support of µ, such

that
∥∥∥
∑

i∈S

ui

∥∥∥
h
≤ (1 + δ) ·

(
4(ϵ1 + ϵ2) + 2(ϵ1 + ϵ2)

2
)

in time
(
TCoeff

(
Q, O(log(n)mδ−1)

)
+ k2

)
· 2
√
m · √m.

20.10 Examples and Discussions

Examples of real-stable polynomials

• Spanning tree polynomial: let G = (V,E) be a connected undirected graph.

Then its spanning tree polynomial

PG(x) =
∑

T⊂E,
T spanning tree

∏

e∈T

xe (20.26)

is real-stable.
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• Elementary Symmetric Polynomials: For any n, k > 0, the elementary sym-

metric polynomial

ek(x) =
∑

S∈([n]
k )

∏

i∈S

xi

is real-stable.

• Vertex matching polynomial: let G = (V,E) be a undirected graph. Then its

vertex matching polynomial

MG(x) =
∑

M⊂E,
M matching

∏

{u,v}∈M

−xuxv (20.27)

is real-stable [BB09].

• Vámos matroid polynomial: let B consists of all subsets B ⊂ [10] of size 4 ex-

cept for {1, 2, 3, 4}, {1, 2, 5, 6}, {1, 2, 7, 8}, {1, 2, 9, 10}, {3, 4, 5, 6}, {5, 6, 7, 8}, {7, 8, 9, 10}.
Then, B is the collection of basis of a Vámos matroid. See Figure 20.1 as an

illustration of B. Its generating polynomial

f10(x) =
∑

B∈B

∏

i∈B

xi

is real-stable. Furthermore, for any k > 0, (f10(x))
k cannot be represented

as a determinant of a linear matrix with positive semidefinite Hermitian forms

[BVY14].

• Determinant of the mixture of PSD matrices: let A1, . . . , An ∈ Rd×d be PSD

matrix and B ∈ Rd×d be symmetric. Then, the polynomial

p(x) = det(x1A1 + · · ·+ xnAn +B)

is real-stable.

Figure 20.2 and Figure 20.3 illustrate an example of the spanning tree poly-

nomial (Eqn. (20.26)) and vertex matching polynomial (Eqn. (20.27)) respectively.
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Figure 20.1: An example of the Vámos matroid B. B contains all the sets in
(
[10]
4

)
,

except the sets of size 4 represented by the colored faces.

Examples of hyperbolic polynomials

• Lorentz polynomial:

p(x) = x2n − x21 − · · · − x2n−1

is hyperbolic with respect to e =
[
0 · · · 0 1

]⊤.

• Determinant polynomial:

p(x) = det(mat(x)) ∈ R[{xi,j}1≤i≤j≤n]

is hyperbolic with respect to e = vec(I), where mat(·) packs an (n(n + 1)/2)-

dimensional vector to an n-by-n symmetric matrix, and vec(·) vectorize a sym-

metric matrix to a vector.

• Multivariate matching polynomial: let G = (V,E) be an undirected graph.

Then

µG(x,w) =
∑

M⊂E,
M matching

(−1)|M | ·
∏

u/∈V (M)

xu ·
∏

e∈M

w2
e

is hyperbolic [Ami19] with respect to e =
[
1V 0

]⊤.
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Figure 20.2: An example of the spanning tree polynomial. Above: the graph G;
Below: the set of spanning trees of G. Therefore the spanning tree polynomial of G
is PG(x) = x2x3x4 + x1x3x4 + x1x2x4 + x1x2x3 + x2x3x5 + x1x4x5 + x2x4x5 + x1x3x5.
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Figure 20.3: An example of the vertex matching polynomial. Above: the graph
G; Below: the set of matchings of G. Therefore the matching polynomial of G is
MG(x) = −(x1x2 + x3x4 + x2x3 + x1x4 + x1x3 + x2x4) + 3 · x1x2x3x4.
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Chapter 21: Higher-Order Random Walk and
Edge-Expansion on Posets

21.1 Introduction

Random walks on high dimensional expanders (HDX) have been the object

of intense study in theoretical computer science in recent years. Starting with their

original formulation by Kaufman and Mass [KM16], a series of works on the spectral

structure of these walks [KO20, DDFH18, AL20a] led to significant breakthroughs in

approximate sampling [ALGV19, AL20a, ALG20, CLV20, CLV21, CGŠV21, FGYZ21,

JPV21, Liu21, BCC+21], CSP-approximation [AJT19, BHKL20], error-correcting

codes [JQST20, JST21], agreement testing [DK17, DD19, KM20b], and more. Most of

these works focus on the structure of expansion in hypergraphs (typically called simpli-

cial complexes in the HDX literature). On the other hand, it has become increasingly

clear that hypergraphs are not always the right tool for the job—recent breakthroughs

in locally testable [DEL+22] and quantum LDPC codes [PK21, LH22, LZ22], for in-

stance, all rely crucially on cubical structure not seen in hypergraphs, while many

agreement testing results like the proof of the 2-2 Games Conjecture [SMS18] rely

crucially on linear algebraic rather than simplicial structure.

In this chapter, we study a generalized notion of high dimensional expansion

on partially ordered sets (posets) introduced by Dikstein, Dinur, Filmus, and Har-

sha (DDFH) [DDFH18] called expanding posets (eposets). Random walks on eposets

capture a broad range of important structures beyond their hypergraph analogs, in-

cluding natural sparsifications of the Grassmann graphs that recently proved crucial

to the resolution of the 2-2 Games Conjecture [SMS18, KMS17, DKK+18b, DKK+18a,

BKS18, KMMS18]. DDFH’s notion of eposets is a global definition of high dimen-

sional expansion based on a relaxation of Stanley’s [Sta88] sequentially differential

posets, a definition originally capturing both the Grassmanian and complete simpli-

cial complex. More recently, Kaufman and Tessler (KT) [KT21a] have extended the
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study of eposets in two important aspects. First, in contrast to DDFH’s original

global definition, KT introduced the local-to-global study of high dimensional ex-

pansion in eposets. Second, they identified regularity as a key parameter controlling

expansion. In particular, the authors showed strengthened local-to-global theorems

for strongly regular posets like the Grassmann, giving the first general formulation

for characterizing expansion based on an eposet’s underlying architecture.

While analysis of the second eigenvalue is certainly an important considera-

tion (e.g. for mixing applications), a deeper understanding of the spectral structure

of eposets is required for applications like the proof of the 2-2 Games Conjecture. As

such, our main focus in this chapter lies in characterizing the spectral and combinato-

rial behavior of random walks on eposets beyond the second eigenvalue. Strengthening

DDFH and recent work of Bafna, Hopkins, Kaufman, and Lovett (BHKL) [BHKL20],

we prove that at a coarse level (walks on) eposets indeed exhibit the same spectral

and combinatorial characteristics as expanding hypergraphs (e.g. spectral stripping,

expansion of pseudorandom sets). On the other hand, as in KT, we show that the

finer-grained properties of these objects are actually controlled by the underlying

poset’s regularity, including the rate of decay of the spectrum and combinatorial ex-

pansion of associated random walks. This gives a stronger separation between struc-

tures like hypergraphs with weak (linear) eigenvalue decay, and Grassmann-based

eposets with strong (exponential) eigenvalue decay (a crucial property in the proof of

the 2-2 Games Conjecture [SMS18]).

In slightly more detail, we show that all eposets exhibit a behaviour called

“eigenstripping” [KO20, DDFH18, BHKL20]: the spectrum of any associated ran-

dom walk concentrates around a few unique approximate eigenvalues. Moreover, the

approximate eigenvalues of walks on eposets are tightly controlled by the poset ar-

chitecture’s regularity1 R(j, i), which denotes the total number of rank-i elements2

1We will additionally assume a slightly stronger condition introduced in KT [KT21a] called middle
regularity throughout. See Section 21.2.1 for details.

2We consider regular graded posets, where each element has a corresponding rank. In a hyper-
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less than any fixed rank-j element (see Section 21.1.1 for standard definitions). For

simplicity, we specialize our result below to the popular “lower” or “down-up” walk

(this simply corresponds to taking a random step down and back up the poset, again

see Section 21.1.1); a more involved version holds for higher order random walks in

full generality.

Theorem 21.1 (Eigenstripping and Regularity (informal Corollary 21.19 and The-

orem 21.21)). The spectrum of the lower walk UD on a k-dimensional γ-eposet is

concentrated in (k + 1) strips:

Spec(UD) ∈ {1} ∪
k⋃

i=1

[λi(UD) +Ok(γ), λi(UD)−Ok(γ)],

where the approximate eigenvalues λi(UD) are determined by the poset’s regularity:

λi(UD) =
R(k − 1, i)

R(k, i)
.

Theorem 21.1 generalizes and tightens recent work on expanding hypergraphs

of BHKL [BHKL20, Theorem 2.2] (which itself extended a number of earlier works

on the topic [KO20, DDFH18, AJT19]). Additionally, our result on the connection

between regularity and approximate eigenvalues generalizes the work of KT [KT21a],

who show an analogous result for λ2. Theorem 21.1 reveals a stark contrast between

the spectral behavior of eposets with different regularity parameters. As a proto-

typical example, consider the case of hypergraphs versus subsets of the Grassmann

(k-dimensional vector spaces over Fnq ). In the former, each k-set contains
(
k
i

)
i-sets,

leading to approximate eigenvalues that decay linearly (λi ≈ (k− i)/k). On the other

hand, each k-dimensional vector space contains
(
k
i

)
q
i-dimensional subspaces, which

leads to eigenvalues that decay exponentially (λi ≈ q−i). The latter property, which

we call strong decay is often crucial in applications (e.g. for hardness of approxima-

tion [SMS18] or fast algorithms [BHKL20]), and while it is possible to recover strong

graph, for instance, rank is given by the size of a set, while in the Grassmann poset it is given by
subspace dimension.
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decay on weaker posets by increasing the length of the walk [BHKL20], this is often

untenable in application due to the additional degrees of freedom it affords.3

The spectral structure of walks on eposets is closely related to their edge-

expansion, an important combinatorial property that has recently played a crucial role

both in algorithms for [BBK+20, BHKL20] and hardness of unique games [SMS18].

The key insight in both cases lay in understanding the structure of non-expanding

sets. We give a tight understanding of this phenomenon across all eposets in the

so-called ℓ2-regime [BHKL20], where we show that expansion is tightly controlled by

the behavior of local restrictions called links (see Definition 21.2).

Theorem 21.2 (Expansion in the ℓ2-Regime (informal Theorem 21.30)). The expan-

sion of any i-link is almost exactly 1 − λi(M). Conversely, any set with expansion

less than 1− λi+1(M) has high variance across i-links.

In [BHKL20], it was shown this characterization allows for the application of a

local-to-global algorithmic framework for unique games on such walks. This remains

true on eposets, and it is an interesting open question whether there are significant

applications beyond those given in BHKL’s original work.4

Finally, as an application of our structure theorems, we give an in-depth anal-

ysis of the ℓ2-structure of walks on expanding subsets of the Grassmann poset called

q-eposets (first studied in [DDFH18]). We focus in particular on the natural q-analog

of an important set of walks called partial-swap walks introduced by Alev, Jeronimo,

and Tulsiani [AJT19] that generalize the Johnson graphs when applied to expanding

hypergraphs. We show that applied to q-eposets, these objects give a natural set of

walks generalizing the Grassmann graphs and further prove that our generic analysis

3For instance such a walk might take exponential time to implement, or correspond to a more
complicated agreement test than desired.

4While one can apply the framework to playing unique games on the Grassmann poset (or sparsi-
fications thereof), the spectral parameters are such that this does not give a substantial improvement
over standard algorithms [AKK+08].
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for eposets gives a tight characterization of non-expansion in this setting. We note

that this does not recover the result used for the proof of the 2-2 Games Conjecture

which lies in the ℓ∞-regime (replacing variance above with maximum) and requires a

dimension-independent bound. This issue was recently (and independently) resolved

for simplicial complexes in [BHKL21] and [GLL22], and we view our work as an im-

portant step towards a more general understanding for families like the Grassmann

beyond hypergraphs.

21.1.1 Background

Before jumping into our results in any further formality, we’ll briefly overview

the theory of expanding posets and higher order random walks. All definitions are

covered in full formality in Section 21.2. A d-dimensional graded poset is a set X

equipped with a partial order “<” and a ranking function r : X → [d] that respects

the partial order and partitions X into levels X(0) ∪ . . . ∪ X(d). When x < y and

r(y) = r(x) + 1, we write x ⋖ y or equivalently y ⋗ x.5 Finally, we will assume

throughout this chapter that our posets are downward regular : there exists a regu-

larity function R(k, i) such that every k-dimensional element is greater than exactly

R(k, i) i-dimensional elements.6

Graded posets come equipped with a natural set of averaging operators called

the up and down operators. Namely, for any function f : X(i)→ R, these operators

average f up or down one level of the poset respectively:

Uif(x) = E
y⋖x

[f(y)],

Dif(y) = E
x⋗y

[f(x)].

Composing the averaging operators leads to a natural notion of random walks on the

underlying poset called higher order random walks (HD-walks). The simplest example

5This is traditionally called a ‘covering relation.’
6For notational convenience, we also define R(i, i) = 1 and R(j, i) = 0 whenever j < i.

1301



of such a walk is the upper walk Di+1Ui which moves between elements x, x′ ∈ X(i) via

a common element y ∈ X(i+1) with y > x, x′. Similarly, the lower walk Ui−1Di walks

between x, x′ ∈ X(i) via a common y ∈ X(i− 1) with y < x, x′. It will also be useful

at points to consider longer variants of the upper and lower walks called canonical

walks N̂ i
k = Dk+1◦. . .◦Dk+i◦Uk+i−1◦. . .◦Uk and qN i

k = Uk◦. . .◦Uk−i◦Dk−i+1◦. . .◦Dk

which similarly walk between k-dimensional elements in X(k) via a shared element

in X(k + i) or X(k − i) respectively.

Following DDFH [DDFH18], we call a poset a (δ, γ)-expander for δ ∈ [0, 1]d−1

and γ ∈ R+ if the upper and lower walks are spectrally similar up to a laziness factor:

∥Di+1Ui − (1− δi)I − δiUi−1Di∥ ≤ γ.

This generalizes standard spectral expansion which can be equivalently defined as

looking at the spectral norm of AG−U0D1, where AG (the adjacency matrix) is exactly

the non-lazy upper walk. We note that under reasonable regularity conditions (see

[KT21a, DDFH18]), this definition is equivalent to local-spectral expansion [DK17],

which requires every local restriction of the poset to be an expander graph. While

most of our results hold more generally, it will also be useful to assume a weak non-

laziness condition on our underlying posets throughout that holds in most cases of

interest (see Definition 21.12).

21.1.2 Results

With these definitions in mind, we can now cover our results in somewhat more

formality. We split this section into three parts for readability: spectral stripping,

characterizing edge expansion, and applications to the Grassmann.

21.1.2.1 Eigenstripping

We start with our generalized spectral stripping theorem for walks on expand-

ing posets.
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Theorem 21.3 (Spectrum of HD-Walks (informal Corollary 21.19)). Let M be an

HD-walk on the kth level of a (δ, γ)-eposet. Then the spectrum of M is highly con-

centrated in k + 1 strips:

Spec(M) ∈ {1} ∪
k⋃

i=1

[λi(M)− e, λi(M) + e]

where e ≤ Ok,δ(γ). Moreover, the span of eigenvectors in the ith strip approximately

correspond to functions lifted from X(i) to X(k).

This generalizes and improves an analogous result of BHKL [BHKL20] on

expanding hypergraphs, which had sub-optimal error dependence of Ok(γ
1/2). The

main improvement stems from an optimal spectral stripping result for arbitrary inner

product spaces of independent interest.

Theorem 21.4 (Eigenstripping (informal Theorem 21.13)). Let M be a self-adjoint

operator over an inner product space V , and V = V 1 ⊕ . . .⊕ V k be an “approximate

eigendecomposition” in the sense that there exist {λi}ki=1 and sufficiently small error

factors {ci}ki=1 such that for all fi ∈ V i:

∥Mfi − λifi∥2 ≤ ci ∥fi∥ .

Then the spectrum of M is concentrated around each λi:

Spec(M) ⊆
k⋃

i=1

[λi − ci, λi + ci] .

Note that this result is tight—when there is ci “error” in our basis we cannot

expect to have better than ci error in the resulting spectral strips. Theorem 21.4

improves over a preliminary result to this effect in [BHKL20] which had substantially

worse dependence on ci and required much stronger assumptions.7 Theorem 21.3

7It is also worth noting that the proof in this chapter is substantially simplified from [BHKL20],
requiring no linear algebraic manipulations at all.
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then follows by work of DDFH ([DDFH18, Theorem 8.6]), who introduced a natural

approximate eigendecomposition on eposets we call the HD-Level-Set Decomposition.

In full generality, the approximate eigenvalues in Theorem 21.3 depend on the

eposet parameters δ, and can be fairly difficult to interpret. However, we show that

under weak assumptions (see Section 21.2) the eigenvalues can be associated with the

regularity of the underlying poset. We focus on the lower walks for simplicity, though

the result can be similarly extended to general walks on eposets.

Theorem 21.5 (Regularity Controls Spectral Decay (informal Theorem 21.21)). The

approximate eigenvalues of the lower walk qNk−i
k on a (δ, γ)-eposet are controlled by

the poset’s regularity function:

λj( qNk−i
k ) ∈ R(i, j)

R(k, j)
±Ok,δ(γ).

As discussed in Section 21.1, this generalizes work of Kaufman and Tessler

[KT21a] for the second eigenvalue of the upper/lower walks, and reveals a major

distinction among poset architectures: posets with higher regularity enjoy faster de-

cay of eigenvalues. We note that Theorem 21.1 can also be obtained by combining

Theorem 21.4 with recent independent work of Dikstein, Dinur, Filmus, and Harsha

on connections between eposets and regularity (namely in the recent update of their

seminal eposet paper, see [DDFH18, Section 8.4.1]).

On a more concrete note, Theorem 21.5 gives a new method of identifying

potential poset architectures exhibiting strong spectral decay in the sense that for

any δ > 0, the lower walk only contains Oδ(1) approximate eigenvalues larger than

δ (rather than a number growing with dimension). This property, referred to as

constant ST-Rank in the context of hypergraphs in [BHKL20], is an important factor

not only for the run-time of approximation algorithms on HDX [BHKL20], but also

for the soundness of the Grassmann-based agreement test in the proof of the 2-2

Games Conjecture [SMS18].
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21.1.2.2 Characterizing Edge Expansion

Much of our motivation for studying the spectrum of HD-walks comes from

the desire to understand a fundamental combinatorial quantity of graphs called edge

expansion.

Definition 21.1 (Edge Expansion). Let X be a graded poset and M an HD-Walk

on X(k). The edge expansion of a subset S ⊂ X(k) with respect to M is

Φ(S) = E
v∼S

[M(v,X(k) \ S)] ,

where

M(v,X(k) \ S) =
∑

y∈X(k)\S

M(v, y)

and M(v, y) denotes the transition probability from v to y.

As mentioned in the introduction, characterizing the edge-expansion of sets in

HD-walks has recently proven crucial to understanding both algorithms for [BBK+20,

BHKL20] and hardness of unique games [SMS18]. On expanding hypergraphs, it has

long been known that links give the canonical example of small non-expanding sets.

Definition 21.2 (Link). Let X be a d-dimensional graded poset. The k-dimensional

link of an element σ ∈ X is the set of rank k elements greater than σ:8

Xk
σ = {y ∈ X(k) : y > σ}.

We call the link of a rank-i element an “i-link.” When the level k is clear from context,

we write Xσ for Xk
σ for simplicity.

In greater detail, BHKL [BHKL20] proved that on hypergraphs, the expansion

of links is exactly controlled by their corresponding spectral strip. While their proof

of this fact relied crucially on simplicial structure, we show via a more general analysis

that the result can be recovered for eposets.

8We note that in the literature a link is usually defined to be all such elements, not just those
of rank k. We adopt this notation since we are mostly interested in working at a fixed level of the
complex.
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Theorem 21.6 (Expansion of Links (informal Theorem 21.27)). Let X be a (δ, γ)-

eposet and M an HD-walk on X(k). Then for all 0 ≤ i ≤ k and τ ∈ X(i):

Φ(Xτ ) = 1− λi(M)±OM,k,δ(γ).

As an immediate consequence, we get that when M is not a small-set ex-

pander, links are examples of small non-expanding sets. One might reasonably won-

der whether the converse is true as well: are all non-expanding sets explained by links?

This requires a bit of formalization. Following BHKL’s exposition [BHKL20], given

a set S consider the function LS,i : X(i)→ R that encodes the behavior of S ⊂ X(k)

on links:

∀τ ∈ X(i) : LS,i(τ) = E
Xτ

[1S]− E[1S].

The statement “Non-expansion is explained by links” can then be interpreted as say-

ing that a non-expanding set S should be detectable by some simple measure of

LS,i. There are two standard formalizations of this idea studied in the literature:

the ℓ2-regime, and the ℓ∞-regime. These are captured by the following notion of

pseudorandomness based on LS,i.

Definition 21.3 (Pseudorandom Sets [BHKL20] (informal Definitions 21.17, 21.18)).

We say a set S is (ε, ℓ)-ℓ2-pseudorandom if9

∀i ≤ ℓ : ∥LS,i∥22 ≤ εE[1S].

A set is (ε, ℓ)-ℓ∞-pseudorandom if:

∀i ≤ ℓ : ∥LS,i∥∞ ≤ ε.

In cases that ℓ2 and ℓ∞-pseudorandomness can be used interchangeably, we will simply

write (ε, ℓ)-pseudorandom.

We prove that pseudorandom sets expand near-optimally.

9Throughout, ∥·∥2 will always refer to the expectation norm ∥f∥2 = E[f2]1/2.
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Theorem 21.7 (Pseudorandom Sets Expand (informal Theorem 21.30)). Let X be a

(δ, γ)-eposet and M a walk on X(k). Then the expansion of any (ε, i)-pseudorandom

set S is at least:

Φ(S) ≥ 1− λi+1 −Oδ(R(k, i)ε)−Ok,δ,M(γ).

In other words, any set with expansion less than 1−λi+1 must have appreciable

variance across links at level i. We note that the formal version of this result is

essentially tight in the ℓ2-regime, but can be improved in many important cases in

the ℓ∞-regime. We’ll discuss this further in the next section, especially in the context

of the Grassmann poset.

Before this, however, it is worth separately mentioning the main technical

component behind Theorem 21.7, a result traditionally called a “level-i” inequality.

Theorem 21.8 (Level-i inequality (informal Theorem 21.25)). Let X be a (δ, γ)-

eposet and S ⊂ X(k) a (ε, ℓ)-pseudorandom set. Then for all 1 ≤ i ≤ ℓ:

|⟨1S,1S,i⟩| ≤ (R(k, i)ε+Ok,δ(γ)) ⟨1S,1S⟩

where 1S,i is the projection of 1S onto the ith eigenstrip.10

In other words, pseudorandomness controls the projection of S onto eigen-

strips. Theorems 21.7 and 21.8 recover the analogous optimal bounds for simplicial

high dimensional expanders in [BHKL20], where the regularity parameter R(k, i) =
(
k
i

)
, and are tight in a number of other important settings such as the Grassmann

(discussed below). Theorem 21.7 and Theorem 21.8 can also be viewed as another

separation between eposet architectures, this time in terms of combinatorial rather

than spectral properties.

10Note that since walks on eposets are simultaneously diagonalizable, the decomposition of X into
eigenstrips is independent of the choice of walk.
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21.1.2.3 Application: q-eposets and the Grassmann Graphs

Finally, we’ll discuss the application of our results to a particularly important

class of eposets called “q-eposets.” Just like standard high dimensional expanders

arise from expanding subsets of the complete complex (hypergraph), q-eposets arise

from expanding subsets of the Grassmann Poset.

Definition 21.4 (Grassmann Poset). The Grassmann Poset is a graded poset (X,<)

where X is the set of all subspaces of Fnq of dimension at most d, the partial ordering

“<” is given by inclusion, and the rank function is given by dimension.

We call a (downward-closed) subset of the Grassmann poset a q-simplicial

complex, and an expanding q-simplicial complex a q-eposet (see Section 21.2.5 for

exact details). Using our machinery for general eposets, we prove a tight level-i

inequality for pseudorandom sets.

Corollary 21.9 (Grassmann level-i inequality (informal Theorem 21.37)). Let X be

a γ-q-eposet and S ⊆ X(k). If S is (ε, ℓ)-pseudorandom, then for all 1 ≤ i ≤ ℓ:

|⟨1S,1S,i⟩| ≤
((

k

i

)

q

ε+Oq,k(γ)

)
⟨1S,1S⟩

where
(
k
i

)
q
= (1−qk)···(1−qk−i+1)

(1−qi)···(1−q) is the Gaussian binomial coefficient.

Corollary 21.9 is tight in a few senses. First, we prove the bound cannot be

improved by any constant factor, even in the ℓ∞-regime. In other words, for every

c < 1, it is always possible to find an (ε, i)-pseudorandom function satisfying:

|⟨1S,1S,i⟩| > c

((
k

i

)

q

ε+Oq,k(γ)

)
⟨1S,1S⟩.

Furthermore, it is well known the dependence on k in this result is necessary [KMS17],

even if one is willing to suffer a worse dependence on the pseudorandomness ε. This

is different from the case of standard simplicial complexes, where the dependence
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can be removed in the ℓ∞-regime [KMMS18, BHKL21, GLL22]. However, there is a

crucial subtlety here. It is likely that the k-dependence in this result can be removed

by changing the definition of pseudorandomness. On the Grassmann poset itself, for

instance, it is known that this can be done by replacing links with a closely related

but finer-grained local structure known as “zoom-in zoom-outs” [SMS18]. Indeed,

more generally it is an interesting open problem whether there always exists a notion

of locality based on the underlying poset structure that gives rise to k-independent

bounds in the ℓ∞-regime.

We close out the section by looking at an application of this level-i inequality

to studying edge-expansion in an important class of walks that give rise to the well-

studied Grassmann graphs.

Definition 21.5 (Grassmann Graphs). The Grassmann Graph Jq(n, k, t) is the graph

on k-dimensional subspaces of Fnq where (V,W ) ∈ E exactly when dim(V ∩W ) = t.

It is easy to see that the non-lazy upper walk on the Grassmann poset is

exactly the Grassmann graph Jq(n, k, k − 1). In fact, it is possible to express any

Jq(n, k, t) as a sum of standard higher order random walks.

Proposition 21.10 (Grassmann Graphs are HD-Walks (informal Proposition 21.35)).

The Grassmann graphs are a hypergeometric sum of canonical walks:

Jq(n, k, t) =
1

q(k−t)2
(
k
t

)
q

k−t∑

i=0

(−1)k−t−iq(k−t−i
2 )
(
k − t
i

)

q

(
k + i

i

)

q

N i
k.

In Section 21.7 we prove a more general version of this result for any q-

simplicial complex. This leads to a set of natural sparsifications of the Grassmann

graphs that may be of independent interest for agreement testing, PCPs, and hard-

ness of approximation. For simplicity, on a given q-simplicial complex X, we’ll refer

to these “sparsified” Grassmann graphs as JX,q(n, k, t) for the moment (more formally

they are the “partial-swap walks,” see Section 21.2.5). With this in mind, let’s take a

look at what our level-i inequality implies for the edge-expansion of these graphs.
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Corollary 21.11 (q-eposets Edge-Expansion (informal Corollary 21.40)). Let X be

a d-dimensional γ-q-eposet and S ⊂ X(k) a (ε, ℓ)-pseudorandom set. Then the ex-

pansion of S with respect to the sparsified Grassmann graph JX,q(n, k, t) is at least:

Φ(S) ≥ 1− E[1S]− ε
ℓ∑

i=1

(
t

i

)

q

− q−(ℓ+1)j −Oq,k(γ).

In practice, t is generally thought of as being Ω(k) (or even k − O(1)), which

results in a k-dependent bound. It remains an open problem whether a k-independent

version can be proved for any q-eposet beyond the Grassmann poset itself. We conjec-

ture such a result should indeed hold (albeit under a different notion of pseudorandom-

ness), and may follow from q-analog analysis of recent work proving k-independent

bounds for standard expanding hypergraphs [BHKL21, GLL22].

21.1.3 Related work

Higher Order Random Walks. Higher order random walks were first introduced

in 2016 by Kaufman and Mass [KM16]. Their spectral structure was later elucidated

in a series of works by Kaufman and Oppenheim [KO20], DDFH [DDFH18], Alev,

Jeronimo, and Tulsiani [AJT19], Alev and Lau [AL20a], and finally BHKL [BHKL20].

With the exception of DDFH (who only worked with approximate eigenvectors with-

out analyzing the true spectrum), all of these works focused on hypergraphs rather

than general posets. Our spectral stripping theorem for eposets essentially follows

from combining eposet machinery developed by DDFH with our improved variant of

BHKL’s general spectral stripping theorem.

Higher order random walks have also seen an impressive number of applications

in recent years, frequently closely tied to analysis of their spectral structure. This has

included breakthrough works on approximate sampling [ALGV19, AL20a, ALG20,

CLV20, CLV21, CGŠV21, FGYZ21, JPV21, Liu21, BCC+21], CSP-approximation

[AJT19, BHKL20], error-correcting codes [JQST20, JST21], and agreement testing

[DK17, DD19, KM20b]. In this vein, our work is most closely related to that of Bafna,
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Barak, Kothari, Schramm, and Steurer [BBK+20], and BHKL [BHKL20], who used

the spectral and combinatorial structure of HD-walks to build new algorithms for

unique games. As previously discussed, the generalized analysis in this chapter also

lends itself to the algorithmic techniques developed in those works, but we do not

know of any interesting examples beyond those covered in BHKL.

High Dimensional Expansion Beyond Hypergraphs. Most works listed above

(and indeed in the high dimensional expansion literature in general) focus only on the

setting of hypergraphs. However, recent years have also seen the nascent development

and application of expansion beyond this setting [DEL+22, PK21, LH22, LZ22, HL22],

including the seminal work of DDFH [DDFH18] on expanding posets as well as more

recent breakthroughs on locally testable and quantum codes [DEL+22, PK21]. While

DDFH largely viewed eposets as having similar structure (with the exception of the

Grassmann), we strengthen the case that different underlying poset architectures

exhibit different properties. This complements the recent result of Kaufman and

Tessler [KT21a], who showed that expanding posets with strong regularity conditions

such as the Grassmann exhibit more favorable properties with respect to the second

eigenvalue. Our results provide a statement of the same flavor looking at the entire

spectrum, along with additional separations in more combinatorial settings. We note

that a related connection between poset regularity and the approximate spectrum of

walks on eposets was independently developed by DDFH in a recent update of their

seminal work [DDFH18].

Expansion and Unique Games. One of the major motivations behind this chap-

ter is towards building a more general framework for understanding the structure un-

derlying the Unique Games Conjecture [Kho02], a major open problem in complexity

theory that implies optimal hardness of approximation results for a large swath of

combinatorial optimization problems (see e.g. Khot’s survey [KV05]). In 2018, Khot,

Minzer, and Safra [SMS18] made a major breakthrough towards the UGC in proving
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a weaker variant known as the 2-2 Games Conjecture, completing a long line of work

in this direction [KMS17, DKK+18b, DKK+18a, BKS18, KMMS18, SMS18]. The key

to the proof lay in a result known as the “Grassmann expansion hypothesis,” which

stated that any non-expanding set in the Grassmann graph Jq(d, k, k − 1) had to

be non-trivially concentrated inside a local-structure called “zoom-in zoom-outs.” As

noted in the previous section, this result differs from our analysis in two key ways: it

lies in the ℓ∞-regime, and must be totally independent of dimension.

Unfortunately, very little progress has been made towards the UGC since this

result. This is in part because KMS’ proof of the Grassmann expansion hypothesis,

while a tour de force, is complicated and highly tailored to the exact structure of the

Grassmann. To our knowledge, the same proof cannot be used, for instance, to resolve

the related “shortcode expansion hypotheses” beyond degree-2, similar conjectures

offered by Barak, Kothari, and Steurer [BKS18] in an effort to push beyond hardness

of 2-2 Games. Just as the ℓ2-regime analysis of DDFH and BHKL recently lead

to a dimension independent bound in the ℓ∞-regime for standard HDX [BHKL21,

GLL22], we expect the groundwork laid in this chapter will be important for proving

generalized dimension independent expansion hypotheses in the ℓ∞-regime beyond

the special case of the Grassmann graphs.

21.2 Preliminaries

Before jumping into the details in full formality, we give a more careful review

of background definitions regarding expanding posets, higher order random walks,

and the Grassmann.

21.2.1 Graded posets

We start with eposets’ underlying structure, graded posets. A partially ordered

set (poset) P = (X,<) is a set of elements X endowed with a partial order “<”. A

graded poset comes equipped additionally with a rank function r : X → N satisfying
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two properties:

1. r preserves “<”: if y < x, then r(y) < r(x).

2. r preserves cover relations: if x is the smallest element greater than y, then

r(x) = r(y) + 1.

In other words, the function r partitions X into subsets by rank:

X(0) ∪ . . . ∪X(d),

where maxX(r) = d, and X(i) = r−1(i). We refer to a poset with maximum rank d

as “d-dimensional”, and elements in X(i) as “i-faces”. Throughout this chapter, we

will consider only d-dimensional graded posets with two additional restrictions:

1. They have a unique minimal element, i.e. |X(0)| = 1.

2. They are “pure”: all maximal elements have rank d.

Finally, many graded posets of interest satisfy certain regularity conditions which will

be crucial to our analysis. The first condition of interest is a natural notion called

downward regularity.

Definition 21.6 (Downward Regularity). We call a d-dimensional graded poset

downward regular if for all i ≤ d there exists some constant R(i) such that every

element x ∈ X(i) covers exactly R(i) elements y ∈ X(i− 1).

Second, we will also need a useful notion called middle regularity that ensures

uniformity across multiple levels of the poset.

Definition 21.7 (Middle Regularity). We call a d-dimensional graded poset middle-

regular if for all 0 ≤ i ≤ k ≤ d, there exists a constant m(k, i) such that for any

xk ∈ X(k) and xi ∈ X(i) satisfying xk > xi, there are exactly m(k, i) chains11 of

elements xk > xk−1 > . . . > xi+1 > xi where each xj ∈ X(j).

11Such objects are sometimes called flags, e.g. in the case of the Grassmann poset.
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We call a poset regular if it is both downward and middle regular. We note

that regular posets also have the nice property that for any dimensions i < k, there

exists a higher order regularity function R(k, i) such that any x ∈ X(k) is greater

than exactly R(k, i) elements in X(i) (see Section 21.8). We will use this notation

throughout. For notational convenience, we also define R(i, i) = 1 and R(j, i) = 0

whenever j < i.

Important examples of regular posets include pure simplicial complexes and

the Grassmann poset (subspaces of Fnq ordered by inclusion). We will assume all

posets we discuss in this chapter are regular from this point forward.

21.2.2 Measured posets and the random walk operators

Higher order random walks may be defined over posets in a very similar fashion

to simplicial complexes. The main difference is simply that “inclusion” is replaced

with the poset order relation. Just as we might want these walks on HDX to have

non-uniform weights, the same is true for posets, which can be analogously endowed

with a distribution over levels. In slightly more detail, a measured poset is a graded

poset X endowed with a distribution Π = (π0, . . . , πd), where each marginal πi is a

distribution over X(i). While measured posets may be defined in further generality

(cf. [DDFH18, Definition 8.1]), we will focus on the case in which the distribution Π is

induced entirely from πd, analogous to weighted simplicial complexes. More formally,

we have that for every 0 ≤ i < d:

πi(x) =
1

R(i+ 1, i)

∑

y⋗x

πi+1(y).

In other words, each lower dimensional distribution πi may be induced through the

following process: an element y ∈ X(i + 1) is selected with respect to πi+1, and an

element x ∈ X(i) such that x < y is then chosen uniformly at random.

The averaging operators U and D are defined analogously to their notions on

simplicial complexes, with the main change being the use of the general regularity
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function R(i+ 1, i):

Uif(y) =
1

R(i+ 1, i)

∑

x⋖y

f(x),

Di+1f(x) =
1

πi+1(Xx)

∑

y⋗x

πi+1(y)f(y),

where for i < k and x ∈ X(i),

πk(Xx) =
∑

y∈X(k):y>x

πk(y) = R(k, i)πi(x)

is the appropriate normalization factor (we will use this notation throughout). On

regular posets, it is useful to note that the up operators compose nicely, and in

particular that:

Uk
i f(y) := Uk−1 ◦ . . . ◦ Uif(y) =

1

R(k, i)

∑

x∈X(i):x<y

f(x)

(see Section 21.8). Furthermore, just like on simplicial complexes, the down and up

operators are adjoint with respect to the standard inner product on measured posets:

⟨f, g⟩X(k) =
∑

τ∈X(k)

πk(τ)f(τ)g(τ),

that is to say for any f : X(k)→ R and g : X(k − 1)→ R:

⟨f, Uk−1g⟩X(k) = ⟨Dkf, g⟩X(k−1).

Note that we’ll generally drop theX(k) from the notation when clear from the context.

This useful fact allows us to define basic self-adjoint notions of higher order random

walks just like on simplicial complexes.

21.2.3 Higher order random walks

Let Ck denote the space of functions f : X(k) → R. We define a natural set

of random walk operators via the averaging operators.
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Definition 21.8 (k-Dimensional Pure Walk [KM16, DDFH18, AJT19]). Given a

measured poset (X,Π), a k-dimensional pure walk Y : Ck → Ck on (X,Π) (of height

h(Y )) is a composition:

Y = Z2h(Y ) ◦ · · · ◦ Z1,

where each Zi is a copy of D or U , and there are h(Y ) of each type.

Following AJT and BHKL, we define general higher order random walks to be

affine combinations12 of pure walks.

Definition 21.9 (HD-walk). Let X be a graded poset. Let Y be a family of pure

walks Y : Ck → Ck on (X,Π). We call an affine combination

M =
∑

Y ∈Y

αY Y

a k-dimensional HD-walk on (X,Π) if it is stochastic and self-adjoint. The height

of M , denoted h(M), is the maximum height of any pure Y ∈ Y with a non-zero

coefficient. The weight of M , denoted w(M), is |α|1.

While most of our results will hold for general HD-walks (or at least some

large subclass), we pay special attention to a basic class of pure walks that have seen

the most study in the literature: canonical walks.

Definition 21.10 (Canonical Walk). Given a d-dimensional measured poset (X,Π)

and parameters k + j ≤ d, the upper canonical walk N̂ j
k is:

N̂ j
k = Dk+j

k Uk+j
k ,

and for j ≤ k the lower canonical walk qN j
k is:

qN j
k = Uk

k−jD
k
k−j,

where Uk
ℓ = Uk−1 . . . Uℓ, and Dk

ℓ = Dℓ+1 . . . Dk.

12An affine combination is a linear combination whose coefficients sum to 1.
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Since the non-zero spectrum of N̂ j
k and qN j

k+j are equivalent (c.f. [AL20a]), we

focus in this chapter mostly on the upper walks which we write simply as N j
k .

For certain specially structured posets, we will also study an important class

of HD-walks known as (partial) swap walks. We will introduce these well-studied

walks in more detail in Section 21.2.5, and for now simply note that they give a direct

generalization of the Johnson and Grassmann graphs when applied to the complete

complex and Grassmann poset respectively.

21.2.4 Expanding posets and the HD-Level-Set decomposition

Dikstein, Dinur, Filmus, and Harsha [DDFH18] observed that one can use

the averaging operators to define a natural extension of spectral expansion to graded

posets. Their definition is inspired by the fact that γ-spectral expansion on a standard

graph G can be restated as a bound on the spectral norm of the adjacency matrix

minus its stationary operator:

∥AG − UD∥ ≤ γ.

Informally, DDFH’s definition can be thought of as stating that this relation holds

for every level of a higher dimensional poset.

Definition 21.11 (eposet [DDFH18]). Let (X,Π) be a measured poset, δ ∈ [0, 1]d−1,

and γ < 1. X is an (δ, γ)-eposet if for all 1 ≤ i ≤ d− 1:

∥Di+1Ui − (1− δi)I − δiUi−1Di∥ ≤ γ

.

We note that for a broad range of posets, this definition is actually equivalent

(up to constants) to local-spectral expansion, a popular notion of high dimensional

expansion introduced by Dinur and Kaufman [DK17]. This was originally proved

for simplicial complexes by DDFH [DDFH18], and later extended to a more general
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class of posets by Kaufman and Tessler [KT21a]. It is also worth noting that when

γ = 0, posets satisfying the guarantee in Definition 21.11 are known as sequentially

differential, and were actually introduced much earlier by Stanley [Sta88] in the late

80s.

Much of our analysis in this chapter will be based off of an elegant approximate

Fourier decomposition for eposets introduced by DDFH [DDFH18].

Theorem 21.12 (HD-Level-Set Decomposition, Theorem 8.2 [DDFH18]). Let (X,Π)

be a d-dimensional (δ, γ)-eposet with γ sufficiently small. For all 0 ≤ k ≤ d, let

H0 = C0, H
i = Ker(Di), V

i
k = Uk

i H
i.

Then:

Ck = V 0
k ⊕ . . .⊕ V k

k .

In other words, every f ∈ Ck has a unique decomposition f = f0 + . . .+ fk such that

fi = Uk
i gi for gi ∈ Ker(Di).

It is well known that the HD-Level-Set Decomposition is approximately an

eigenbasis for HD-walks on simplicial complex [DDFH18, AJT19, BHKL20]. We

show this statement extends to all eposets in Section 21.4 (extending DDFH’s similar

analysis of the upper walk N1
k ).

Finally, before moving on, we will assume for simplicity throughout this chap-

ter an additional property of eposets we called (approximate) non-laziness.

Definition 21.12 (β-non-Lazy Eposets). Let (X,Π) be a d-dimensional measured

poset. We call (X,Π) β-non-lazy if for all 1 ≤ i ≤ d, the laziness of the lower walk

satisfies:

max
σ∈X(i)

{1TσUi−1Di1σ} ≤ β.

Another way to think about this condition is that no element in the poset

carries too much weight, even upon conditioning. All of our results hold for general
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eposets,13 but their form is significantly more interpretable when the poset is addi-

tionally non-lazy. In fact, most γ-eposets of interest are O(γ)-non-lazy. It is easy to

see for instance that any “γ-local-spectral” expander satisfies this condition, an equiv-

alent notion of expansion to γ-eposets under suitable regularity conditions [KT21a].

We discuss this further in Section 21.8.

21.2.5 The Grassmann poset and q-eposets

At the moment, there are only two known families of expanding posets of

significant interest in the literature: those based on pure simplicial complexes (the

downward closure of a k-uniform hypergraph), and pure q-simplicial complexes (the

analogous notion over subspaces). The ℓ2-structure of the former set of objects is

studied in detail in [BHKL20]. In this chapter, we will focus on the latter which

has seen less attention in the literature, but is responsible for a number of important

results including the resolution of the 2-to-2 Games Conjecture [SMS18].

Definition 21.13 (q-simplicial complex). Let Gq(n, d) denote the d-dimensional sub-

spaces of Fnq . A weighted, pure q-simplicial complex (X,Π) is given by a family of

subspaces X ⊆ Gq(n, d) and a distribution Π over X. We will usually consider the

downward closure of X in the following sense:

X = X(0) ∪ . . . ∪X(d),

where X(i) ⊆ Gq(n, i) consists of all i-dimensional subspaces contained in some el-

ement in X = X(d). Further, on each level X(i), Π induces a natural distribution

πi:

∀V ∈ X(i) : πi(V ) =
1(
d
i

)
q

∑

W∈X(d):W⊃V

πd(W ),

where πd = Π and
(
d
i

)
q
= (1−qd)···(1−qd−i+1)

(1−qi)···(1−q) is the Gaussian binomial coefficient.

13The one exception is the lower bound of Theorem 21.6.
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The most basic example of a q-simplicial complex is the Grassmann poset,

which corresponds to taking X = Gq(n, d). This is the q-analog of the complete

simplicial complex. The Grassmann poset is well known to be a expander in this

sense (see e.g. [Sta88])—in fact it is a sequentially differential poset with parameters

δi =
(qi − 1)(qn−i+1 − 1)

(qi+1 − 1)(qn−i − 1)
,

the q-analog of the eposet parameters for the complete complex [DDFH18]. With this

in mind, let’s define a special class of eposets based on q-simplicial complexes.

Definition 21.14 (γ-q-eposet [DDFH18]). A pure, d-dimensional weighted q-simplicial

complex (X,Π) is a γ-q-eposet if it is a (δ, γ)-eposet satisfying δi = q qi−1
qi+1−1 for all

1 ≤ i ≤ d− 1.

Constructing bounded-degree q-eposets (a problem proposed by DDFH [DDFH18])

remains an interesting open problem. Kaufman and Tessler [KT21a] recently made

some progress in this direction, but the expansion parameter of their construction is

fairly poor (around 1/2).

Finally, in our applications to the Grassmann we’ll focus our attention on a

particularly important class of walks called partial-swap walks. These should essen-

tially be thought of as non-lazy variants of the upper canonical walks.

Definition 21.15 (Partial-Swap Walk). Let (X,Π) be a weighted, d-dimensional q-

simplicial complex. The partial-swap walk Sjk is the restriction of the canonical walk

N j
k to faces whose intersection has dimension k−j. In other words, if |V ∩W | > k−j

then Sjk(V,W ) = 0, and otherwise Sjk(V,W ) ∝ N j
k(V,W ).

When applied to the Grassmann poset itself, it is clear by symmetry that

the partial-swap walk Sjk returns exactly the Grassmann graph Jq(d, k, k − j). On

the other hand, it is not immediately obvious these objects are even HD-walks when

applied to a generic q-simplicial complex. We prove this is the case in Section 21.7.
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21.3 Approximate Eigendecompositions and Eigenstripping

With preliminaries out of the way, we can move on to understanding HD-

walks’ spectral structure. It turns out that on expanding posets, these walks exhibit

almost exactly the same properties as on the special case of simplicial complexes

studied in [KO20, DDFH18, AJT19, BHKL20]: a walk’s spectrum lies concentrated

in strips corresponding to levels of the HD-Level-Set Decomposition. The key to

proving this lies in a more general theorem characterizing the spectral structure of

any inner product space admitting a “approximate eigendecomposition.”

Definition 21.16 (Approximate Eigendecomposition [BHKL20]). Let M be an op-

erator over an inner product space V . A decomposition V = V 1 ⊕ . . .⊕ V k is called

a ({λi}ki=1, {ci}ki=1)-approximate eigendecomposition if for all i and vi ∈ V i, Mvi is

close to λivi:

∥Mvi − λivi∥ ≤ ci ∥vi∥ .

We will always assume for simplicity (and without loss of generality) that the λi are

sorted: λ1 ≥ . . . ≥ λk.

BHKL [BHKL20] proved that as long as the ci are sufficiently small, each

V i (loosely) corresponds to an “eigenstrip,” the span of eigenvectors with eigenvalue

closely concentrated around λi, and that these strips account of the entire spectrum

of M . While sufficient for their purposes, their proof of this result was complicated

and resulted in a variety of sub-optimal parameters. We give a tight variant of this

result and significantly simplify the proof.

Theorem 21.13 (Eigenstripping). Let M be a self-adjoint operator over an inner

product space V , and V = V 1⊕ . . .⊕V k a ({λi}ki=1, {ci}ki=1)-approximate eigendecom-

position. Then as long as ci + ci+1 < λi − λi+1, the spectrum of M is concentrated

around each λi:

Spec(M) ⊆
k⋃

i=1

[λi − ci, λi + ci]
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Proof. The idea is to examine for each i the operator M2
i = (M−λiI)2. In particular,

we claim it is enough to show the following:

Claim 21.14. For all 1 ≤ i ≤ k, Spec(M2
i ) contains dim(V i) eigenvalues less than

c2i .

Let’s see why this implies the desired result. Notice that the eigenvalues of

M2
i are exactly (µ − λi)2 for each µ in Spec(M) (with matching multiplicities), and

therefore that any eigenvalue µi ∈ Spec(M2
i ) less than c2i implies the existence of a

corresponding eigenvalue of M in [λi ± ci]. If each M2
i has dim(V i) eigenvalues less

than c2i , then M has at least dim(V i) eigenvalues in each interval [λi± ci]. Moreover,

since these intervals are disjoint by assumption and
∑

dim(V i) = dim(V ), this must

account for all eigenvalues of M .

It remains to prove the claim, which is essentially an immediate application of

Courant-Fischer theorem [Fis05].

Proof of Claim 21.14. The Courant-Fischer theorem states that the kth smallest eigen-

value of a self-adjoint operator A is:

λn−k+1 = min
U

{
max
f∈U

{⟨f, Af⟩
⟨f, f⟩

} ∣∣∣∣ dim(U) = k

}
.

Setting U = V i, A =M2
i and k = dim(V i) gives the claim:

λn−k+1(M
2
i ) ≤ max

f∈V i

{⟨f,M2
i f⟩

⟨f, f⟩

}
= max

f∈V i

{
∥(M − λiI)f∥22

⟨f, f⟩

}
≤ c2i

since (M −λiI) is self-adjoint and
⊕

i∈[k] V
i is a ({λi}ki=1, {ci}ki=1)-approximate eigen-

decomposition.

Note that this result is also trivially tight, as any true eigendecomposition is

also a ({λi ± ci}, {ci})-approximate eigendecomposition. We also note that similar

strategies have been used in the numerical analysis literature (see e.g. [HRW98]).
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21.4 Spectra of HD-walks

Given Theorem 21.13, it is enough to prove that the HD-Level-Set Decom-

position is an approximate eigenbasis for any HD-walk. This follows by the same

inductive argument as for local-spectral expanders in [BHKL20], where the only dif-

ference is that somewhat more care is required to deal with general eposet parameters.

To start, it will be useful to lay out some notation along with a simple observation

from repeated application of Definition 21.11.

Lemma 21.15 ([DDFH18, Claim 8.8]). Let (X,Π) be a d-dimensional (δ, γ)-eposet.

Then
∥∥Dk+1U

k+1
k−j − (1− δkj )Uk

k−j − δkjUk
k−j−1Dk−j

∥∥ ≤ γkj ,

where

δk−1 = 1, δkj =
k∏

i=k−j

δi, γ
k
j = γ

j−1∑

i=−1

δki .

Applying this fact inductively implies that functions in the HD-Level-Set De-

composition are close to being eigenvectors.

Proposition 21.16. Let (X,Π) be a (δ, γ)-eposet, and Y the pure balanced walk of

height j, with down operators at positions (i1, . . . , ij). For 1 ≤ ℓ ≤ k, let fℓ = Uk
ℓ gℓ

for some gℓ ∈ Hℓ, and let

δkj =
k∏

i=k−j

δi, γ
k
j = γ

j−1∑

i=−1

δki ,

where δki = 1 for any i < 0 for notational convenience. Then fℓ is an approximate

eigenvector of Y :
∥∥∥∥∥Y fℓ −

j∏

s=1

(
1− δk−2s+isk−2s+is−ℓ

)
fℓ

∥∥∥∥∥ ≤ ∥gℓ∥
j∑

s=1

γk−2s+isk−2s+is−ℓ

s−1∏

t=1

(
1− δk−2t+itk−2t+it−ℓ

)
≤ (j+k)jγ ∥gℓ∥ .

Proof. We prove a slightly stronger statement to simplify the induction. For b > 0,

let Y b
j : Cℓ → Cℓ+b denote an unbalanced walk with j down operators, and j + b up
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operators. If Y b
j has down operators in positions (i1, . . . , ij) and gℓ ∈ Hℓ, we claim:

∥∥∥∥∥Y
b
j gℓ −

j∏

s=1

(
1− δis+ℓ−2sis−2s

)
Y b
0 gℓ

∥∥∥∥∥ ≤ ∥gℓ∥
j∑

s=1

γis+ℓ−2sis−2s

s−1∏

t=1

(
1− δit+ℓ−2tit−2t

)
,

which implies the result (notice that the indices is shift by b = k − ℓ). The base

case j = 0 is trivial. Assume the inductive hypothesis holds for all Y b
i , i < j. By

Lemma 21.15 and recalling gℓ ∈ ker(Dℓ), we have:

Y b
j gℓ =

(
1− δi1+ℓ−2i1−2

)
Y b
j−1gℓ + Γgℓ,

where Γ has spectral norm

∥Γ∥ ≤ γi1+ℓ−2i1−2 .

Notice that Y b
j−1 has down operator indices {i2 − 2, . . . , ij − 2}. The inductive hy-

pothesis then implies:

Y b
j gℓ =

(
1− δi1+ℓ−2i1−2

) j∏

s=2

(
1− δis+ℓ−2sis−2s

)
Y b
0 gℓ +

(
1− δi1+ℓ−2i1−2

)
Γ′gℓ + Γgℓ

=

j∏

s=1

(
1− δis+ℓ−2sis−2s

)
gℓ +

(
1− δi1+ℓ−2i1−2

)
Γ′gℓ + Γgℓ,

where Γ′gℓ has norm

∥Γ′gℓ∥ ≤ ∥gℓ∥
j∑

s=2

γis+ℓ−2sis−2s

s−1∏

t=2

(
1− δit+ℓ−2tit−2t

)
.

Thus we may bound the norm of the righthand error term by:

∥∥(1− δi1+ℓ−2i1−2
)
Γ′gℓ + Γgℓ

∥∥ ≤
(
1− δi1+ℓ−2i1−2

)
∥Γ′∥ ∥gℓ∥+ ∥Γ∥ ∥gℓ∥

≤
j∑

s=1

γis+ℓ−2sis−2s

s−1∏

t=1

(
1− δit+ℓ−2tit−2t

)
∥gℓ∥ ,

as desired. Recalling the shift in is by k − ℓ, we can then bound the resulting error

by (j + k)jγ ∥gℓ∥ since δ ∈ [0, 1]d−1.
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It is worth noting that when γ = 0, this implies that the HD-Level-Set de-

composition is a true eigendecomposition. Since balanced walks are simply affine

combinations of pure walks, this immediately implies a similar result for the more

general case. To align with our definition of approximate eigendecompositions and

Theorem 21.13, we’ll also need the following general relation between ∥gℓ∥ and ∥fℓ∥
for eposets proved in [DDFH18] (albeit without the exact parameter dependence).

Lemma 21.17 ([DDFH18, Lemma 8.11]). Let (X,Π) be a d-dimensional (δ, γ)-

eposet, 0 ≤ ℓ ≤ k < d, and let

ρkℓ =
k−ℓ∏

i=1

(
1− δk−ik−ℓ−i

)
, ρmin = min

0≤ℓ≤k
{ρkℓ}.

Then for any fℓ = Uk
ℓ gℓ for gℓ ∈ Ker(Dℓ) we have:

⟨fℓ, fℓ⟩ ∈ (ρkℓ ± k2γ)⟨gℓ, gℓ⟩,

and for all i ̸= ℓ:

⟨fℓ, fi⟩ ≤ O

(
k2

ρmin
γ ∥fℓ∥ ∥fi∥

)
.

As an aside, we remark that the parameter ρkℓ turns out to be a crucial through-

out much of our work, and while it is difficult to interpret on general eposets, we prove

it has a very natural form as long as non-laziness holds.

Claim 21.18 (ρkℓ for regular eposets). Let (X,Π) be a regular, γ-non-lazy14 d-dimensional

(δ, γ)-eposet. Then for any i ≤ k < d, we have:

ρki ∈
1

R(k, i)
± err,

where err ≤ O
(
i3k2Rmax
δi(1−δi−1)

γ
)
. Likewise as long as γ ≤ O

(
maxi{δi(1−δi−1)}

i3k2R2
max

)
we have

ρ−1min ≤ O(Rmax),

where Rmax := max0≤i≤k{R(k, i)}.

14One can prove this claim more generally for any β-non-laziness, but most γ-eposets of interest
are additionally γ-non-lazy, so this simplified version is generally sufficient.
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This gives a nice generalization of the interpretation of ρki on hypergraphs,

which is well known to be 1

(ki)
[DDFH18]. We prove this claim in Section 21.8. For

simplicity, we will assume throughout the rest of this chapter that our eposets are

γ-non-lazy, which is true for most cases of interest (see Section 21.8). All results holds

in the more general case using ρki unless otherwise noted.

Combining Proposition 21.16 and Lemma 21.17 immediately implies that the

HD-Level-Set Decomposition is an approximate eigendecomposition in the sense of

Definition 21.16.

Corollary 21.19. Let (X,Π) be a (δ, γ)-eposet and let M =
∑
Y ∈Y

αY Y be an HD-walk.

For 1 ≤ ℓ ≤ k, if fℓ = Uk
ℓ gℓ for some gℓ ∈ Hℓ, then for γ ≤ O

(
maxi{δi(1−δi−1)}

k5R2
max

)
:

∥∥∥∥∥Mfℓ −
(∑

Y ∈Y

αY λY,δ,ℓ

)
fℓ

∥∥∥∥∥ ≤ cγ ∥fℓ∥ ,

where λY,δ,ℓ is the corresponding eigenvalues of the pure balanced walk Y on a (δ, 0)-

eposet (the form of which are given in Proposition 21.16), and c ≤ O ((h(M) + k)h(M)R(k, ℓ)w(M)).

Thus as long as the walk in question is self-adjoint (e.g. canonical or swap

walk), Theorem 21.13 immediately implies that the true spectrum is concentrated

around these approximate eigenvalues.

Before moving on it is instructive (and as we will soon see quite useful) to give

an example application of Corollary 21.19 to a basic higher order random walk.

Corollary 21.20 (Spectrum of Lower Canonical Walks). Let (X,Π) be a (δ, γ)-eposet.

The approximate eigenvalues of the canonical lower walk qNk−ℓ
k are:

λj( qNk−ℓ
k ) =

k−ℓ∏

s=1

(1− δk−sk−s−j).

Proof. The lower canonical walk qNk−ℓ
k = Uk

ℓD
k
ℓ is of height k − ℓ, and has down

operator at positions {1, . . . , k−ℓ}. In the language of Proposition 21.16 we therefore
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have is = s, which therefore gives:

λj( qNk−ℓ
k ) =

k−ℓ∏

s=1

(1− δk−sk−s−j).

Note this is 0 when j > ℓ.

Similar to the case of ρki , while this is difficult to interpret in the general

setting, the eigenvalues have a very natural form on non-lazy eposets given by the

regularity parameters.

Theorem 21.21. Let (X,Π) be a γ-non-lazy (δ, γ)-eposet. The approximate eigen-

values of the canonical lower walk qNk−i
k are:

λj( qNk−i
k ) ∈ R(i, j)

R(k, j)
± cγ,

where c ≤ O
(
i4k2Rmax
δi(1−δi−1)

γ
)
.

The proof requires machinery developed in Section 21.6 and Section 21.8, and

is given in Section 21.8.

21.5 Pseudorandomness and the HD-Level-Set Decomposition

Now that we know the spectral structure of HD-walks, we shift to studying

their combinatorial structure. In particular, we will focus on how natural notions of

pseudorandomness control the projection of functions onto the HD-Level-Set Decom-

position.

Before proceeding, we state a simple corollary of Lemma 21.17 that will prove

useful going forward:

Corollary 21.22. Let (X,Π) be a (δ, γ)-eposet and suppose f ∈ Ck has HD-Level-Set

Decomposition f = f0 + . . .+ fk. If γ ≤ c′ρmin

k3
for a sufficiently small constant c′ > 0,

then
k∑

j=0

∥fj∥ ≤ O(
√
k∥f∥). (21.1)
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Moreover, for any subset of indices I, it holds that

−
∑

j∈I

⟨f, fj⟩ ≤ O

(
k3γ∥f∥2
ρmin

)
.

In particular, if I = {j : ⟨f, fj⟩ ≤ 0}, then

∑

j∈I

|⟨f, fj⟩| ≤ O

(
k3γ∥f∥2
ρmin

)
.

Proof. For the first claim, recall that by the approximate orthogonality of the HD-

Level-Set Decomposition (Lemma 21.17), we have for all i ̸= j:

|⟨fi, fj⟩| ≤ O

(
k2

ρmin
γ ∥fi∥ ∥fj∥

)
.

Then, applying Cauchy-Schwarz gives:
(

k∑

j=1

∥fj∥
)2

≤ k
k∑

j=1

∥fj∥2

≤ k⟨f, f⟩ − k
∑

i ̸=j ̸=0

⟨fi, fj⟩

≤ k⟨f, f⟩+ cγ
∑

i ̸=j ̸=0

∥fi∥ ∥fj∥

≤ k⟨f, f⟩+ cγ

(
k∑

j=1

∥fj∥
)2

where c ≤ O
(

k3

ρmin

)
. By our assumption on γ, we have cγ ≤ 1

2
, and therefore

rearranging yields
k∑

i=1

∥fj∥ ≤ O(
√
k ∥f∥).

We now show how the second claim is a consequence of the first. For any
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subset I, we have

−
∑

j∈I

⟨f, fj⟩ ≤ −
∑

j∈I

∑

i ̸=j

⟨f, fj⟩

≤ Ck2γ

ρmin

∑

i,j

∥fi∥ ∥fj∥

=
O(k2γ)

ρmin

(
k∑

i=0

∥fi∥
)2

≤ O

(
k3γ ∥f∥
ρmin

)
.

21.5.1 ℓ2-pseudorandomness

We start with pseudorandomness in the ℓ2-regime, which measures the variance

of a set across links.

Definition 21.17 (ℓ2-Pseudorandom functions [BHKL20]). A function f ∈ Ck is

(ε1, . . . , εℓ)-ℓ2-pseudorandom if its variance across i-links is small for all 1 ≤ i ≤ ℓ:

Var(Dk
i f) ≤ εi|E[f ]|.

In their work on simplicial complexes, BHKL [BHKL20] observed a close con-

nection between ℓ2-pseudorandomness, the HD-Level-Set Decomposition, and the

spectra of the lower canonical walks. We’ll show the same connection holds in general

for eposets.

Theorem 21.23. Let (X,Π) be a (δ, γ)-eposet with γ ≤ O
(

maxi{δi(1−δi−1)}
k5R2

max

)
. If f ∈

Ck has HD-Level-Set Decomposition f = f0 + . . .+ fk, then for any ℓ ≤ k, Var(Dk
ℓ f)

is controlled by its projection onto V 0
k ⊕ . . .⊕ V ℓ

k in the following sense:

Var(Dk
ℓ f) ∈

ℓ∑

j=1

λj( qNk−ℓ
k )⟨f, fj⟩ ± ckγ∥f∥2,

where ck ≤ O(k5/2Rmax) and λj( qNk−ℓ
k ) =

∏k−ℓ
s=1(1− δk−sk−s−j).
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Proof. To start, notice that since ⟨Dk
ℓ f,D

k
ℓ f⟩ = ⟨ qNk−ℓ

k f, f⟩ it is enough to analyze the

application of qNk−ℓ
k to f . By Corollary 21.20, we know that each fj is an approximate

eigenvector satisfying:
∥∥∥ qNk−ℓ

k fj − λj( qNk−ℓ
k )fj

∥∥∥ ≤ O(k2R(k, ℓ)γ) ∥fj∥ ,

where λj( qNk−ℓ
k ) = 0 for j > ℓ. Combining these observations gives:

Var(Dk
ℓ f) =

〈
Dk
ℓ f,D

k
ℓ f
〉
− E[Dk

ℓ f ]
2

=
〈
f, Uk

ℓD
k
ℓ f
〉
− ⟨f, f0⟩

=
k∑

j=1

⟨f, Uk
ℓD

k
ℓ fj⟩

∈
ℓ∑

j=1

λj( qNk−ℓ
k )⟨f, fj⟩ ±O

(
k2

ρmin
γ ∥f∥

k∑

j=1

∥fj∥
)
.

where we have additionally used the fact that ⟨f, f0⟩ = E[f ]2 = E[Dk
ℓ f ]

2 and λ0( qNk−ℓ
k ) =

1. Applying Equation (21.1) from Corollary 21.22 to bound the sum in the error term

and replacing ρ with the relevant regularity parameters by Claim 21.18 then gives

the result.

As an immediate corollary, we get a level-i inequality for pseudorandom func-

tions.

Corollary 21.24. Let (X,Π) be a (δ, γ)-eposet with γ ≤ O
(

maxi{δi(1−δi−1)}
k5R2

max

)
and let

f ∈ Ck be an (ε1, . . . , εℓ)-ℓ2-pseudorandom function. Then for any 1 ≤ i ≤ ℓ:

|⟨f, fi⟩| ≤ R(k, i)εi|E[f ]|+ cγ∥f∥2,

where c ≤ O
(

k5R2
max

maxi{δi(1−δi−1)}

)
.

Proof. By Corollary 21.22, for any given 1 ≤ i ≤ k, it holds that −∑j ̸=i⟨f, fj⟩ ≤
O
(

k3

ρmin
γ∥f∥2

)
. It follows from Theorem 21.23 that for all 0 ≤ i ≤ k, the variance of

Dk
i f is lower bounded by its projection onto fi:

Var(Dk
i f) ≥ λi( qNk−i

k )⟨f, fi⟩ − cγ⟨f, f⟩,
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where c ≤ O( k3

ρmin
). Noting that λi( qNk−i

k ) = ρki , if i ≤ ℓ, re-arranging the above and

applying the pseudorandomness assumption gives:

⟨f, fi⟩ ≤
1

ρki
Var(Dk

i f) + c2γ⟨f, f⟩

≤ 1

ρki
εi|E[f ]|+ c2γ⟨f, f⟩,

where c2 ≤ O( k3

ρ2min
). The lower bound on ⟨f, fi⟩ is immediate from Corollary 21.22

with the set I = {i}. Applying Claim 21.18 then gives the result.

As mentioned previously, this also recovers the tight inequality for simplicial

complexes given in [BHKL20] where R(k, i) =
(
k
i

)
, as well as providing the natural

q-analog for q-simplicial complexes where R(k, i) =
(
k
i

)
q
.

21.5.2 ℓ∞-pseudorandomness

While ℓ2-pseudorandomness is useful in its own right (e.g. for local-to-global

algorithms for unique games [BBK+20, BHKL20]), there is also significant interest in

a stronger ℓ∞-variant in the hardness of approximation literature [KMMS18, SMS18].

Definition 21.18 (ℓ∞-Pseudorandom functions). A function f ∈ Ck is (ε1, . . . , εℓ)-

ℓ∞-pseudorandom if for all 1 ≤ i ≤ ℓ its local expectation is close to its global

expectation:
∥∥Dk

i f − E[f ]
∥∥
∞ ≤ εi.

In their recent work on ℓ2-structure of expanding simplicial complexes, BHKL

prove a basic reduction from ℓ∞ to ℓ2-pseudorandomness that allows for an analogous

level-i inequality for this notion as well. Here, we’ll show the same result holds for

general eposets. As in their work, we’ll take advantage of a weak local-consistency

property called locally-constant sign.
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Definition 21.19 (locally-constant sign [BHKL20]). Let (X,Π) be a graded poset.

We say a function f ∈ Ck has ℓ-local constant sign if:

1. E[f ] ̸= 0,

2. ∀s ∈ X(ℓ) s.t. E
Xs

[f ] ̸= 0 : sign
(
E
Xs

[f ]

)
= sign (E[f ]).

With this in mind, we now state ℓ∞-variant of Corollary 21.24:

Theorem 21.25. Let (X,Π) be a (δ, γ)-eposet with γ ≤ O
(

maxi{δi(1−δi−1)}
k5R2

max

)
and let

f ∈ Ck have HD-Level-Set Decomposition f = f0 + . . . + fk. If f is (ε1, . . . , εℓ)-ℓ∞-

pseudorandom, then for all 1 ≤ i ≤ ℓ:

|⟨f, fi⟩| ≤ (R(k, i) + cγ) ε2i + cγ ∥f∥2 ,

and if f has i-local constant sign:

|⟨f, fi⟩| ≤ (R(k, i) + cγ) εi|E[f ]|+ cγ ∥f∥2

where in both cases c ≤ O
(

k5R2
max

maxi{δi(1−δi−1)}

)
.

We note that when f is boolean, this bound simplifies to

|⟨f, fi⟩| ≤ (R(k, i)εi + cγ)E[f ],

which we’ll see in the next section is a particularly useful form for analyzing edge

expansion. The proof of Theorem 21.25 relies mainly on a reduction to the ℓ2-variant

for functions with locally-constant sign. This reduction is almost exactly the same as

in [BHKL20], but we include it for completeness.

Lemma 21.26. Let (X,Π) be a graded poset and f ∈ Ck a (ε1, . . . , εℓ)-ℓ∞-pseudorandom

function with i-local constant sign for any i ≤ ℓ. Then f is (ε1, . . . , εℓ)-ℓ2-pseudorandom.
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Proof. As in [BHKL20], the idea is to notice that locally constant sign allows us to

rewrite
∥∥Dk

i f
∥∥2
2

as an expectation over some related distribution Pi:

1

E[f ]
⟨Dk

i f,D
k
i f⟩ =

∑

s∈X(i)

πi(s)

(
1

E[f ]
∑

t∈Xs

πk(t)f(t)

πk(Xs)

)
Dk
i f(s)

=
∑

s∈X(i)

(
1

R(k, i)

∑
t∈Xs

πk(t)f(t)

E[f ]

)
Dk
i f(s)

= E
Pi

[Dk
i f ],

where Pi being a probability distribution follows from the locally-constant sign of f ,

and the second step follows from the fact that πk(Xs) =
∑

t∈Xs
πk(t) = R(k, i)πi(s).

The result then follows easily from averaging:
∣∣∣∣

1

E[f ]
Var(Dk

i f)

∣∣∣∣ =
∣∣∣∣EPi

[Dk
i f ]− E[f ]

∣∣∣∣ ≤ ∥Dk
i f − E[f ]∥∞.

When E[f ] > 0, the ℓ∞-norm here may be replaced with maximum.

The proof of Theorem 21.25 now follows from reducing to the case of locally-

constant sign. The argument is exactly as in the proof of [BHKL20, Theorem 8.7],

but we include it for completeness.

Proof of Theorem 21.25. We focus on the general bound, since the result for functions

with locally constant sign is immediate from Lemma 21.26 and Corollary 21.24. The

argument for general functions f follows simply from noting that we can always shift

f to have locally constant sign. With this in mind, assume E[f ] ≥ 0 for simplicity

(the negative case is similar). Let f ′ = f + (εi − E[f ])1 be the aforementioned shift.

As long as εi > 0, it is easy to see that f ′ has i-local constant sign and further that

f ′ = f ′0 + fi + . . .+ fk,

where f ′0 = f0+(εi−E[f ])1. Since shifts have no effect on ℓ∞-pseudorandomness, f ′ is

(ε1, . . . , εℓ)-ℓ∞-pseudorandom by assumption, and therefore (ε1, . . . , εℓ)-ℓ2-pseudorandom
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by Lemma 21.26. We can now apply Corollary 21.24 to get:

⟨f + (εi − E[f ])1, fi⟩ ≤
1

ρki
εiE[f + (εi − E[f ])1] + cγ⟨f + (εi − E[f ])1, f + (εi − E[f ])1⟩

≤
(

1

ρki
+ cγ

)
ε2i + cγ⟨f, f⟩,

since ⟨fi,1⟩ = 0 for all i > 0. Finally, as this holds for all εi > 0, a limiting argument

implies the result for εi = 0. Applying Claim 21.18 completes the proof.

21.6 Expansion of HD-walks

It is well known that higher order random walks on simplicial complexes (e.g.

the Johnson graphs) are not small-set expanders. BHKL gave an exact characteriza-

tion of this phenomenon for local-spectral expanders: they showed that the expansion

of any i-link with respect to an HD-walk M is almost exactly 1− λi(M). Moreover,

using the level-i inequality from the previous section, BHKL proved a tight converse

to this result in an ℓ2-sense: any non-expanding set must have high variance across

links. This gave a complete ℓ2-characterization of non-expanding sets on local-spectral

expanders, and lay the structural groundwork for new algorithms for unique games

over HD-walks.

In this section, we’ll show that these results extend to general expanding

posets. To start, let’s recall the definition of edge expansion.

Definition 21.20 (Weighted Edge Expansion). Let (X,Π) be a graded poset and M

a k-dimensional HD-Walk. The weighted edge expansion of a subset S ⊂ X(k) with

respect to M is

Φ(S) = E
v∼πk|S

[M(v,X(k) \ S)] ,

where

M(v,X(k) \ S) =
∑

y∈X(k)\S

M(v, y)

and M(v, y) denotes the transition probability from v to y.

1334



Before we prove the strong connections between links and expansion, we need

to introduce an important property of HD-walks, monotonic eigenvalue decay.

Definition 21.21 (Monotonic HD-walk). Let (X,Π) be a (δ, γ)-eposet. We call an

HD-walkM monotonic if its approximate eigenvalues λi(M) (given in Corollary 21.19)

are non-increasing.

Most HD-walks of interest (e.g. pure walks, partial-swap walks on simplicial

or q-simplicial complexes, etc.) are monotonic. This property will be crucial to

understanding expansion. To start, let’s see how it allows us to upper bound the

expansion of links.

Theorem 21.27 (Local Expansion vs Global Spectra). Let (X,Π) be a (δ, γ)-eposet

and M be a k-dimensional monotonic HD-walk. Then for all 0 ≤ i ≤ k and τ ∈ X(i):

Φ(Xτ ) ∈ 1− λi(M)± cγ,

where c ≤ O
(
k5R2

max(h(M)+k)h(M)w(M)

δkk−i(1−δi−1)

)
.

The key to proving Theorem 21.27 is to show that the weight of an i-link lies

almost entirely on level i of the HD-Level-Set Decomposition. To show this, we’ll rely

another connection between regularity and eposet parameters for non-lazy posets.

Claim 21.28. Let (X,Π) be a d-dimensional (δ, γ)-eposet. Then for every 1 ≤ k ≤ d

and 0 ≤ i ≤ k, the following approximate relation between the eposet and regularity

parameters holds:

λi(N
1
k ) ∈

R(k, i)

R(k + 1, i)
±
(
γkk−i +R(k, i)δkk−iγ

)

where we recall λi(N1
k ) = 1−

k∏
j=i

δj.

We prove this relation in Section 21.8. With this in hand, we can show links

project mostly onto their corresponding level.
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Lemma 21.29. Let (X,Π) be a d-dimensional (δ, γ)-eposet with γ ≤ O
(

maxi{δi(1−δi−1)}
k5R2

max

)
.

Then for all 0 ≤ i ≤ k < d and τ ∈ X(i), 1Xτ lies almost entirely in V i
k . That is for

all j ̸= i: ∣∣∣∣
⟨1Xτ ,i,1Xτ ,j⟩
⟨1Xτ ,1Xτ ⟩

∣∣∣∣ ≤ O

(
k3Rmax

δkk−i(1− δi−1)
γ

)
.

Proof. We’ll show that the expansion of 1Xτ with respect to the upper walk N1
k is

almost exactly 1 − λi(N1
k ), which implies most of the weight must lie on V k

i . We’ll

start by analyzing the expansion of 1Xτ through a simple combinatorial argument.

First, since D and U are adjoint we have:

Φ̄(1Xτ ) =
⟨1Xτ , Dk+1Uk1Xτ ⟩
⟨1Xτ ,1Xτ ⟩

=
⟨Uk1Xτ , Uk1Xτ ⟩
⟨1Xτ ,1Xτ ⟩

.

The trick is now to notice that ⟨1Xτ ,1Xτ ⟩ = R(k, i)πi(τ), and ⟨Uk1Xτ , Uk1Xτ ⟩ =
R(k,i)2

R(k+1,i)
πi(τ). As a result, applying Claim 21.28 gives:

Φ̄(1Xτ ) ∈ λi(N1
k )± (cγ +R(k, i)γ),

for c ≤ kγ. To see why this implies that most of the weight lies on V k
i , note that we

can also unfold the expansion of 1Xτ in terms of the HD-Level-Set decomposition:

Φ̄(1Xτ ) =
1

⟨1Xτ ,1Xτ ⟩
i∑

j=0

⟨1Xτ , N
1
k1Xτ ,j⟩

∈ 1

⟨1Xτ ,1Xτ ⟩
i∑

j=0

λi(N
1
k )⟨1Xτ ,1Xτ ,j⟩ ± c2γ

where c2 ≤ k
√
k

ρmin
. Recall from Corollary 21.22 that for the set I of indices with negative

inner product, it holds that −∑j∈I⟨1Xτ ,1Xτ ,j⟩ ≤ O
(

k3

ρmin
γ⟨1Xτ ,1Xτ ⟩

)
. Moreover,

the positive inner products (i.e. the indices not in I) must sum to at least ⟨1Xτ ,1Xτ ⟩.
Then if there exists some j ̸= i such that ⟨1Xτ ,1Xτ ,j⟩ > c3⟨1Xτ ,1Xτ ⟩ for large enough

c3 ≤ O
(

1
δkk−i(1−δi−1)

·
(

k3

ρmin
γ +R(k, i)γ

))
, the non-expansion would be strictly larger

than λi(N1
k )+ cγ+R(k, i)γ giving the desired contradiction (note that (1− δi−1)δkk−1
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is the gap between the i − 1st and ith approximate eigenvalue). The form in the

theorem statement then follows from applying Claim 21.18.

We note that the above is the only result in our work that truly relies on non-

laziness (it is used only to replace ρ with regularity in all other results). It is possible

to recover the upper bound in Theorem 21.27 for general eposets via arguments used

in [BHKL20], but the lower bound remains open for concentrated posets. With that

in mind, we now prove Theorem 21.27.

Proof of Theorem 21.27. By the previous lemma, we have
∣∣∣∣
⟨1Xτ ,1Xτ ,j⟩
⟨1Xτ ,1Xτ ⟩

∣∣∣∣ ≤ O

(
1

δkk−i(1− δi−1)
·
(
k3

ρmin
γ +R(k, i)γ

))
.

Expanding out Φ̄(1Xτ ) then gives:

Φ̄(1Xτ ) =
1

⟨1Xτ ,1Xτ ⟩
i∑

j=0

⟨1Xτ ,M1Xτ ,j⟩

≤ 1

⟨1Xτ ,1Xτ ⟩
i∑

j=0

λi(M)⟨1Xτ ,1Xτ ,j⟩+ c2γ

≤ λi(M)
⟨1Xτ ,1Xτ ,i⟩
⟨1Xτ ,1Xτ ⟩

+ err1

≤ λi(M) + err2.

where c2, err1, err2 ≤ O
(

k
δkk−i(1−δi−1)

(
k2(h(M)+k)h(M)w(M)

ρmin
γ +R(k, i)γ

))
and the last

step follows from the approximate orthogonality. As usual, the form in the theorem

statement then follows from applying Claim 21.18.

Altogether, we’ve seen that for sufficiently nice expanding posets, the expan-

sion of any i-link with respect to an HD-walk is almost exactly 1 − λi(M). Since

HD-walks are generally poor expanders (have large λ1(M)), Theorem 21.27 implies

that links are examples of small, non-expanding sets. Following BHKL, we’ll now

prove a converse to this result: any non-expanding set must be explained by some
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structure inside links. To help give a precise statement, we first recall BHKL’s notion

of Stripped Threshold Rank (specialized to eposets for convenience).

Definition 21.22 (Stripped Threshold Rank [BHKL20]). Let (X,Π) be a (δ, γ)-

eposet and M a k-dimensional HD-walk with γ small enough that Theorem 21.13

implies the HD-Level-Set Decomposition has a corresponding decomposition of dis-

joint eigenstrips Ck =
⊕

W i
k. The ST-Rank of M with respect to η is the number of

strips containing an eigenvector with eigenvalue at least η:

Rη(M) = |{W i
k : ∃f ∈ V i,Mf = λf, λ > η}|.

We often write just Rη when M is clear from context.

With this in mind, we’ll show a converse to Theorem 21.27 in both ℓ2 and

ℓ∞ senses (respectively that any non-expanding set must have high variance over

links, and must be more concentrated than expected in some particular link). It is

convenient to express these results through their contrapositives: that pseudorandom

sets expand. The proof is the same as in [BHKL20] for simplicial complexes, but we

include it for completeness.

Theorem 21.30. Let (X,Π) (δ, γ)-eposet, M a k-dimensional, monotonic HD-walk,

and γ small enough that the eigenstrip intervals of Theorem 21.13 are disjoint. For

any η > 0, let r = Rη(M)− 1. Then the expansion of a set S ⊂ X(k) of density α is

at least:

Φ(S) ≥ 1− α− (1− α)η −
r∑

i=1

(λi(M)− η)R(k, i)εi − cγ

where S is (ε1, . . . , εr)-pseudorandom and c ≤ O
(
k5R2

max(h(M)+k)h(M)w(M)
maxi{δi(1−δi−1)}

)
.

Proof. Let 1S = 1S,0+ . . .+1S,k be the HD-Level-Set Decomposition of the indicator

1338



of S. By linearity of the inner product, we may then write:

Φ(S) = 1− 1

E[1S]
⟨1Xτ ,M1Xτ ⟩

= 1− 1

E[1S]

k∑

j=0

⟨1S,M1S,j⟩

= 1− 1

E[1S]

k∑

j=0

λj(M)⟨1S,1S,j⟩ −
1

E[1S]

k∑

j=0

⟨1S,Γj1S,j⟩

where ∥Γj∥ ≤ O
(
(h(M) + k)h(M)w(M)

ρmin

)
. The trick is now to notice we can bound

the righthand error term using Cauchy-Schwarz:
∣∣∣∣∣

1

E[1S]

k∑

j=0

⟨1S,Γj1S,j⟩
∣∣∣∣∣ ≤

1

E[1S]

k∑

j=0

|⟨1S,Γj1S,j⟩|

≤ 1

E[1S]

k∑

j=0

∥Γj∥ ∥1S∥ ∥1S,j∥

≤ cγ
∥1S∥
E[1S]

k∑

j=0

∥1S,j∥

≤ c1γ,

where c ≤ O
(
(h(M) + k)h(M)w(M)

ρmin

)
and c1 ≤ O(

√
kc) by Equation (21.1). Since M

is a monotonic walk, we can further write:

Φ(S) ≥ 1− 1

E[1S]

r∑

i=0

λi(M)⟨1S,1S,i⟩ −
1

E[1S]

k∑

i=r+1

λi(M)⟨1S,1S,i⟩ − c1γ

≥ 1− 1

E[1S]

r∑

i=0

λi(M)⟨1S,1S,i⟩ −
η

E[1S]

k∑

i=r+1

⟨1S,1S,i⟩ − c2γ

= 1− 1

E[1S]

r∑

i=0

λi(M)⟨1S,1S,i⟩ − η
(
1− 1

E[1S]

r∑

i=0

⟨1S,1S,i⟩
)
− c2γ

= 1− η − 1

E[1S]

r∑

i=0

(λi(M)− η)⟨1S,1S,i⟩ − c2γ

= 1− η − (1− η)α− 1

E[1S]

r∑

i=1

(λi(M)− η)⟨1S,1S,i⟩ − c2γ,
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where c2 ≤ O
(
k2(h(M) + k)h(M)w(M)

ρmin

)
. To justify the second inequality, observe

that for any r < i ≤ k such that ⟨1S,1S,i⟩ ≥ 0, replacing λi(M) with η is valid. For

the set I of r < i ≤ k with negative inner product, Corollary 21.22 implies that the

sum over I is O(k3γ/ρmin), so the inequality remains valid by absorbing the small

error into c2. Applying Corollary 21.24 to bound ⟨1S,1S,i⟩ then gives the ℓ2-variant

result, Theorem 21.25 gives the ℓ∞-variant, and Claim 21.18 gives the form given in

the theorem statement.

We note that Theorem 21.30 recovers the analogous result for simplicial com-

plex in [BHKL20] by plugging in the appropriate value R(k, i) =
(
k
i

)
. BHKL also

prove this special case is tight in two senses. First, they show that if one wants to

retain linear dependence on the pseudorandomness parameter ε, Theorem 21.30 is

tight in both the ℓ2 and ℓ∞-regimes. Second, they show that the dependence on k

is necessary in the ℓ2-regime, even if we allow sub-optimal dependence on ε. In the

next section, we’ll generalize this result to q-simplicial complexes as well. In both

cases the proofs are highly structural and depend on the underlying structure of the

poset—it remains an interesting open problem whether this bound is tight for all

poset structures.

21.7 The Grassmann and q-eposets

In this section, we examine the specification of our results on eposets to ex-

panding subsets of the Grassmann poset. We show that our analysis is tight in this

regime via a classic example of a small non-expanding set in the Grassmann graphs

called co-links.

21.7.1 Spectra

We’ll start by examining the spectrum of HD-walks on the Grassmann and q-

eposets. We’ll focus our attention in this section on the most widely used walks in the
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literature, the canonical and partial-swap walks. To start, recall that the Grassmann

poset itself is sequentially differential with parameters

δi =
(qi − 1)(qn−i+1 − 1)

(qi+1 − 1)(qn−i − 1)
. (21.2)

Plugging this into Proposition 21.16 gives a nice exact form for the spectra of canonical

walks.

Corollary 21.31 (Grassmann Poset N j
k Spectra). Let X = Gq(n, d) be the Grass-

mann Poset, k + j ≤ d, and fℓ = Uk
ℓ gℓ for some gℓ ∈ Hℓ. Then:

N j
kfℓ = λℓfℓ,

where,

λℓ = qℓj

(
k+j−ℓ
j

)
q(

k+j
j

)
q

(
n−k−ℓ

j

)
q(

n−k
j

)
q

≈ q−ℓj.

Proof. By Proposition 21.16 we have that

λℓ(N
j
k) =

j∏

s=1

(
1−

k−s+j∏

i=ℓ

δi

)

=

j∏

s=1

(
1−

k−s+j∏

i=ℓ

(qi − 1)(qn−i+1 − 1)

(qi+1 − 1)(qn−i − 1)

)
.

The result then follows from telescoping the interior product and simplifying:

=

j∏

s=1

(
1− (qℓ − 1)(qn−ℓ+1 − 1)

(qk−s+j+1 − 1)(qn+s−k−j − 1)

)

= qℓj

(
j∏

s=1

(
qk+j−s−ℓ+1 − 1

)

(qk+j−s+1 − 1)

)(
j∏

s=1

(
qn+s−k−j−ℓ − 1

)

(qn+s−k−j − 1)

)

= qℓj

(
k+j−ℓ
j

)
q(

k+j
j

)
q

(
n−k−ℓ

j

)
q(

n−k
j

)
q

as desired.
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This recovers a very simple proof of classical results to this effect (see e.g.

[Del76]). An analogous computation gives an approximate bound on the spectrum of

N j
k on q-eposets as well.

Corollary 21.32 (q-eposets N j
k Spectra). Let (X,Π) be a d-dimensional γ-q-eposet

with γ ≤ q−Ω(k2), k + j ≤ d, and fℓ = Uk−1
ℓ gℓ for some gℓ ∈ Hℓ. Then:

∥∥∥∥∥∥
N j
kfℓ −

(
k+j−ℓ
j

)
q(

k+j
j

)
q

fℓ

∥∥∥∥∥∥
≤ O

(
j(j + k)

(
k

ℓ

)

q

)
γ ∥fℓ∥

Note that for small enough γ, Theorem 21.13 implies that the true spectra is

then concentrated around these values as well. It is also worth noting that these eigen-

values are, as one would expect, the natural q-analog of the corresponding eigenvalues

on simplicial complexes.

It turns out that this fact will carry over to the important class of partial-swap

walks as well. Partial-swap walks on simplicial complexes were originally analyzed by

AJT [AJT19], who showed they can be written as a hypergeometric combination of

canonical walks. Their proof is specific to the structure of simplicial complexes, and

some work is required to generalize their ideas to the Grassmann case. Following the

overall proof strategy of AJT, it will be helpful to first show that the canonical walks

themselves can be written as an expectation of swap walks over a q-hypergeometric

distribution, and then use the q-binomial inversion theorem to derive the desired

result.

Lemma 21.33 (q-analog of [AJT19, Lemma 4.11]). Let (X,Π) be a pure, measured

q-simplicial complex. Then:

N j
k =

j∑

i=0

qi
2

(
j
i

)
q

(
k
k−i

)
q(

k+j
k

)
q

Sik

Proof. We follow the structure and notation of [AJT19, Lemma 4.11]. Assume that

the canonical walk starts at a subspace V ∈ X(k), and walks up to W ∈ X(k+j). We
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wish to analyze the probability that upon walking back down to level k, a subspace

V ′ with intersection k − i is chosen, that is:

dim(V ∩ V ′) = k − i.

Let such an event be denoted Ei(W ). It follows from elementary q-combinatorics (see

e.g. [BH12, Lemma 9.3.2]) that

Pr
V ′⊂W

[Ei(W ) | W ] = qi
2

(
j
i

)
q

(
k
k−i

)
q(

k+j
k

)
q

,

where V ′ ∈ X(k) is drawn uniformly from the k-dimensional subspaces of W . In

essence, we wish to relate this process to the swap walk Sik. To do so, note that while

the swap walk (as defined) only walks up toX(k+i), walking up toX(k+j) and condi-

tioning on intersection i, a process called the i-swapping j-walk by [AJT19], is exactly

the same due to symmetry (via the regularity condition, see [AJT19][Proposition 4.9]

for a more detailed explanation). Thus consider the i-swapping j-walk, and let T ′i
denote the variable standing for the subspace chosen by the walk. Conditioned on

picking the same W as the canonical walk in its ascent, we may relate T ′i to the

canonical walk:

Pr[T ′i = T | W ] = Pr[V ′ = T | W and Ei(W )]
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We may now decompose the canonical walk by intersection size:

N j
k(V, T ) =

j∑

i=0

∑

W∈X(k+j)

Pr[W ] Pr[Ei(W ) | W ] Pr[V ′ = T | W and Ei(W )]

=

j∑

i=0

∑

W∈X(k+j)

qi
2

(
j
i

)
q

(
k
k−i

)
q(

k+j
k

)
q

E
W⊃V

[Pr[V ′ = T | W and Ei(W )]]

=

j∑

i=0

∑

W∈X(k+j)

qi
2

(
j
i

)
q

(
k
k−i

)
q(

k+j
k

)
q

E
W⊃V

[Pr[T ′i = T | W ]]

=

j∑

i=0

∑

W∈X(k+j)

qi
2

(
j
i

)
q

(
k
k−i

)
q(

k+j
k

)
q

Pr[T ′i = T ]

=

j∑

i=0

∑

W∈X(k+j)

qi
2

(
j
i

)
q

(
k
k−i

)
q(

k+j
k

)
q

Sik(V, T )

This results in the q-analog of the analogous result on simplicial complexes

[AJT19, Lemma 4.11]. To recover the analogous statement writing partial-swap walks

in terms of canonical walks, we can now apply a q-Binomial inversion theorem.

Lemma 21.34 (q-Binomial Inversion (Theorem 2.1 [Zou17])). Suppose {ai}i≥1, {bi}i≥1
are two sequences. If:

aj =

j∑

i=1

(−1)i
(
j

i

)

q

bi,

then

bj =

j∑

i=1

(−1)iq(j−i
2 )
(
j

i

)

q

ai

We note that [Zou17, Theorem 2.1] is stated in slightly more generality in the

original work, but the above lemma is an immediate application. With this in hand,

we can finally prove that swap walks on the Grassmann poset are indeed HD-walks:
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Proposition 21.35. Let (X,Π) be a weighted pure q-simplicial complex. Then for

k + j ≤ d:

Sjk =
1

qj2
(
k
k−j

)
q

j∑

i=0

(−1)j−iq(j−i
2 )
(
j

i

)

q

(
k + i

i

)

q

N i
k,

and similarly,

Jq(n, k, t) = Sk−tk =
1

q(k−t)2
(
k
t

)
q

k−t∑

i=0

(−1)k−t−iq(k−t−i
2 )
(
k − t
i

)

q

(
k + i

i

)

q

N i
k

Proof. The proof is an easy application of Lemma 21.34 and the q-Binomial theorem.

In particular, for any V, V ′ ∈ X(k), let

ai = (−1)iqi2
(

k

k − i

)

q

Sik(V, V
′).

Noting that N j
0 = Sj0 = I, Lemma 21.33 gives the following equality:

(
k + j

k

)

q

(
N j
k(V, V

′)− 1(
k+j
k

)
q

I(V, V ′)

)
=

j∑

i=1

(−1)i
(
j

i

)

q

ai.

Setting the second sequence {bi}i≥1 to

bi =

(
k + i

k

)

q

(
N i
k(V, V

′)− 1(
k+i
k

)
q

I(V, V ′)

)
,

Lemma 21.34 then implies:

qj
2

(
k

k − j

)

q

Sjk(V, V
′) =

j∑

i=1

(−1)j−iq(j−i
2 )
(
k + i

k

)(
N i
k(V, V

′)− 1(
k+i
k

)
q

I(V, V ′)

)

=

j∑

i=1

(−1)j−iq(j−i
2 )
(
k + i

k

)
N i
k(V, V

′)−
j∑

i=1

(−1)j−iq(j−i
2 )I(V, V ′)

=

j∑

i=0

(−1)j−iq(j−i
2 )
(
k + i

k

)
N i
k(V, V

′)

where the last step follows from the q-Binomial theorem.
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Once again, we note that this is unsurprisingly the q-analog of the analogous

statement on simplicial complexes (see [AJT19, Corollary 4.13]). Finally, we’ll use

this to show that the eigenvalues of partial-swap walks on q-simplicial complexes are

given by the natural q-analog of the simplicial complex case.

Corollary 21.36. Let (X,Π) be a d-dimensional γ-q-eposet with γ sufficiently small,

k + j ≤ d, and fℓ = Uk
ℓ gℓ for some gℓ ∈ Hℓ. Then:

∥∥∥∥∥S
j
kfℓ −

(
k−j
ℓ

)
q(

k
ℓ

)
q

fℓ

∥∥∥∥∥ ≤ O

((
q

q − 1

)min(j,k−j)+2

k2
(
k

ℓ

)

q

)
γ ∥fℓ∥

Proof. This follows from combining Corollary 21.19, Corollary 21.31, and Proposi-

tion 21.35. Let t = k − j. In particular, it is sufficient to note that (in the notation

of Corollary 21.19):

∑

Y ∈Y

αY λY,δ,ℓ =
1

q(k−t)2
(
k
t

)
q

k−t∑

i=0

(−1)k−t−iq(k−t−i
2 )
(
k − t
i

)

q

(
k + i− ℓ

i

)

q

=

(
k−j
ℓ

)
q(

k
ℓ

)
q

.

and further that:

w(Sjk) =
1

qj2
(
k
k−j

)
q

j∑

i=0

q(
j−i
2 )
(
j

i

)

q

(
k + i

i

)

q

≤ qjk

qj2
(
k
k−j

)
q

j∑

i=0

q−i

≤
(

q

q − 1

)min(j,k−j)+1

Again, since the swap walks are self-adjoint Theorem 21.13 implies that for

small enough γ the true spectra is closely concentrated around these values as well. It

is worth noting that if the above analysis is repeated using the exact eposet parameters

for the Grassmann (see Equation (21.2)), this recovers the standard eigenvalues of

the Grassmann graphs (see e.g. [Del76]).
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21.7.2 Pseudorandom functions and small set expansion

With an understanding of the spectra of HD-walks on q-simplicial complexes,

we move to studying its combinatorial structure. By direct computation, it is not

hard to show that on q-eposets, ρkℓ = 1

(kℓ)q
(Claim 21.18 would only imply this is

approximately true). As a result, we get a level-i inequality for q-simplicial complexes

that is the natural q-analog of BHKL’s inequality for basic simplicial complexes.

Theorem 21.37. Let (X,Π) be a γ-q-eposet with γ ≤ q−Ω(k2), and let f : Ck → R be

any function on k-faces with HD-Level-Set Decomposition f = f0 + . . . + fk. If f is

(ε1, . . . , εℓ)-ℓ∞-pseudorandom, then for all 1 ≤ i ≤ ℓ:

|⟨f, fi⟩| ≤
((

k

i

)

q

+ cγ

)
ε2i + cγ ∥f∥2 .

If f additionally has i-local constant sign or is (ε1, . . . , εℓ)-ℓ2-pseudorandom, then

|⟨f, fi⟩| ≤
(
k

i

)

q

εi|E[f ]|+ cγ ∥f∥2

where in both cases c ≤ qO(k2)

For large enough q, γ−1, this result is exactly tight. The key to showing this

fact is to examine a local structure unique to the Grassmann called co-links. The

co-link of an element W ∈ X(k′), is all of the subspaces contained in W :

X̄W = {V ∈ X(k) : V ⊆ W}.

Just like links, co-links of dimension i (that is k′ = d− i) also come through levels 0

through i of the complex, although this is somewhat trickier to see.

Lemma 21.38 (HD-level-set decomposition of co-links). Let X = Gq(d, k) and S =

XW be a co-link of dimension i for W ∈ X(d− i). Then, we have

1S ∈ V 0
k ⊕ · · · ⊕ V i

k .
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Proof. Since we know that V 0
k ⊕· · ·⊕V i

k = Im(Uk
i Ci) (see e.g. [DDFH18]), all we need

to do is to show that there exists an f ∈ Ci such that 1S = Uk
i f . More specifically,

we can write f =
∑

U∈X(i) αU1U . Then, we have

(Uk
i f)(V ) =

∑

U∈X(i)

αU(U
k
i 1U)(V ) =

1

R(k, i)

∑

U∈X(i),U⊂V

αU .

Suppose αU = g(dim(U ∩W )) for some function g : {0, . . . , i} → R. We will prove

that there exists a unique g that satisfies the desired equations.

Consider the dimension of V ∩W . If V ⊂ W , i.e., dim(V ∩W ) = k, then for

all U ∈ X(i) s.t. U ⊂ V , dim(U ∩W ) = i. Then, for all V ⊂ W we must have:

Uk
i 1V =

1

R(k, i)

∑

U∈X(i),U⊂V

g(i) = g(i) = 1.

On the other hand, consider V ̸⊂ W . In this case we must have dim(V ∩W ) = k− j
for some i ≥ j > 0 and further that dim(U ∩W ) ∈ {i− j, . . . , i} for all U ∈ X(i) s.t.

U ⊂ V . This gives the following set of linear equations:

Uk
i 1V =

i−1∑

ℓ=i−j

cj,ℓg(ℓ) + cj,i = 0 ∀1 ≤ j ≤ i,

where cj,ℓ := R(k, i)−1 · |{U ∈ X(i) : U ⊂ V, dim(U ∩ W ) = ℓ, dim(V ∩ W ) =

k − j}| is a constant for all ℓ ∈ {i − j, . . . , i}. Since this system can be written as

a triangular form with positive diagonal, it is invertible and there exists a unique

solution for g(0), . . . , g(i − 1) as desired. By definition, such a solution must satisfy

f =
∑

U∈X(i) g(dim(U ∩W ))1U , so we have constructed f ∈ Ci such that Uk
i f = 1S,

which completes the proof of the claim.

Using this fact, we can show that our level-i inequality is exactly tight.

Proposition 21.39. Let X = Gq(d, k) be the Grassmann poset. For any i ≤ k ∈ N

and c < 1, there exist large enough q, d and a set S ⊂ X(k) such that

⟨1S,1S,i⟩ > c

(
k

i

)

q

εi⟨1S,1S⟩

where S is (i, εi)-pseudorandom.
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Proof. The proof goes through examining a “co-link” of dimension i, that is for W ∈
X(d− i):

X̄W = {V ∈ X(k) : V ⊂ W}.

For simplicity, let S := X̄W . The density of the co-link S in any j-link XV is:

αj =
(qd−i−j − 1) . . . (qd−k+1−i − 1)

(qd−j − 1) . . . (qd−k+1 − 1)
= q−i(k−j) + oq,d(1).

The idea is now to examine the (non)-expansion of the co-link with respect to the

lower walk Uk−1Dk. By direct computation, the probability of returning to X̄W after

moving to a (k − 1)-dimensional subspace is exactly:

Φ̄(X̄W ) =
qd−i − qk−1
qd − qk−1 = q−i ± q−Ω(d) (21.3)

On the other hand, by Proposition 21.16 the approximate eigenvalues of the lower

walk are given by

λj =
qk−j − 1

qk − 1
= q−j −O(q−k)

Since a dimension-i co-link has no projection onto levels i+1 through k, we can also

write the non-expansion as:

Φ̄(X̄W ) =
1

⟨1S,1S⟩
i∑

j=0

q−j⟨1S,1S,j⟩ −O(q−k)

for large enough q, d. Combining this with our previous formula for the non-expansion

in Equation (21.3), we get that there exists a universal constant c′ such that for large

enough q and d, 1X̄W
cannot have more than a c′

q
fraction of its mass on levels 1

through i− 1. Finally, noticing that:
(
k

i

)

q

αi = 1 + oq(1)

we have

⟨1S,1S,i⟩
⟨1S,1S⟩

≥ q − c′
q
≥ c

(
k

i

)

q

αi

since the latter is strictly bounded away from 1 for large enough q. This completes

the result since X̄W is (αi, i)-pseudorandom.
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We’ll close the section by giving an immediate application of Theorem 21.37

to the expansion of pseudorandom sets, and briefly discuss connections with the

proof of the 2-2 Games Conjecture and algorithms for unique games. Namely, as

corollary of Theorem 21.37, we show that for both the canonical and partial-swap

walks, sufficiently pseudorandom functions expand near perfectly.

Corollary 21.40 (q-eposets Edge-Expansion). Let (X,Π) be a d-dimensional γ-q-

eposet, S ⊂ X(k) a subset whose indicator function 1S is (ε1, . . . , εℓ)-pseudorandom.

Then the edge expansion of S with respect to the canonical walk N j
k is bounded by:

Φπk(N
j
k , S) ≥ 1− E[1S]−

ℓ∑

i=1

(
k+j−i
j

)
q(

k+j
j

)
q

(
k

i

)

q

εi − q−(ℓ+1)j − qO(k2)γ

Further, the edge expansion of S with respect to the partial-swap walk Sjk is bounded

by:

Φπk(S
j
k, S) ≥ 1− E[1S]−

ℓ∑

i=1

(
k − j
i

)

q

εi − q−(ℓ+1)j − qO(k2)γ

Note that Sjk on q-eposets is a generalization of the Grassmann Graphs (and

are equivalent when X is the Grassmann Poset). While our definition of pseudoran-

domness is weaker than that of [SMS18] and therefore necessarily depends on the

dimension k, we take the above as evidence that the framework of expanding posets

may be important for making further progress on the Unique Games Conjecture.

In particular, combined with recent works removing this k-dependence on simplicial

complexes [BHKL21, GLL22], it seems plausible that the framework of expanding

posets may lead to a more general understanding of the structure underlying the

unique games conjecture.

21.8 Eposet Parameters and Regularity

In this appendix we will discuss connections between notions of regularity,

the averaging operators, and eposet parameters. To start, we’ll show that downward
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and middle regularity (which are defined only on adjacent levels of the poset) imply

extended regularity between any two levels.

Proposition 21.41. Let (X,Π) be a d-dimensional regular measured poset. Then for

any i < k ≤ d, there exist regularity constant R(k, i) such that for any xk ∈ X(k),

there are exactly R(k, i) elements xi ∈ X(i) such that xk > xi.

Proof. Given any element xk ∈ X(k), downward regularity promises there are exactly
∏k

j=i+1R(j) unique chains xk < xk−1 < . . . < xi+1 < xi. By middle regularity, any

fixed xi ∈ X(i) which appears in this fashion appears in exactlym(k, i) chains. Noting

that xi < xk if and only if xi appears in such a chain, the total number of xi < xk

must be exactly:

R(k, i) =

∏k
j=i+1R(j)

m(k, i)
.

A similar argument shows that regularity allows the up operators to compose

in the natural way.

Proposition 21.42. Let (X,Π) be a d-dimensional regular measured poset. Then for

any i < k ≤ d we have:

Uk
i f(xk) =

1

R(k, i)

∑

xi<xk

f(xi)

Proof. Expanding out Uk
i f(y) gives:

Uk
i f(xk) =

1
k∏

j=i+1

R(j)

∑

xk−1<xk

. . .
∑

xi<xi+1

f(xi)
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The number of times each xi appears in this sum is exactly the number of chains

starting at xk and ending at xi, so by middle regularity:

1
k∏

j=i+1

R(j)

∑

xk−1<xk

. . .
∑

xi+1<xi

f(xi) =
m(k, i)
k∏

j=i+1

R(j)

∑

xi<xk

f(xi)

=
1

R(k, i)

∑

xi<xk

f(xi).

as desired.

We’ll now take a look at the connection between eposet parameters and regu-

larity. It is convenient to first start with a lemma stating that non-laziness is equiv-

alent to bounding the maximum transition probability of the lower walk.

Lemma 21.43. Let (X,Π) be a d-dimensional measured poset. Then for any 0 < i ≤
d, the maximum laziness of the lower walk is also the maximum transition probability:

max
σ∈X(i)

{
1
T
σUi−1Di1σ

}
= max

σ,τ∈X(i)

{
1
T
σUi−1Di1τ

}
.

Proof. Assume that τ ̸= σ. Then the transition probability from τ to σ is exactly

1
T
σUi−1Di1τ =

πτ (σ \ τ)
R(i, i− 1)

≤ 1

R(i, i− 1)

∑

τ⋖σ

πτ (σ \ τ)

= 1
τ
σUi−1Di1σ,

which implies the result.

We now prove our two claims relating the eposet parameters to regularity.

Claim 21.44. Let (X,Π) be a d-dimensional (δ, γ)-eposet. Then for every 1 ≤ k ≤ d

and 0 ≤ i ≤ k, the following approximate relation between the eposet and regularity

parameters holds:

λi(N
1
k ) ∈

R(k, i)

R(k + 1, i)
±
(
γkk−i +R(k, i)δkk−iγ

)
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where we recall λi(N1
k ) = 1−

k∏
j=i

δj.

Proof. One of our main analytical tools so far has been the relation between the upper

and lower walks given in Lemma 21.15:

∥∥Dk+1U
k+1
i − (1− δkk−i)Uk

i − δkk−iUk
i−1Di

∥∥ ≤ γkk−i.

For this result, we’ll actually need a refinement of this result given in [BHKL20,

Lemma A.1]:15

Dk+1U
k+1
i = (1− δkk−i)Uk

i + δkk−iU
k
i−1Di +

k−i−1∑

j=−1

Uk
k−j−1ΓjU

k−j−1
i (21.4)

where
∑ ∥Γj∥ ≤ γkk−i. The idea is now to examine the “laziness” of the two sides of

this equality. In other words, given a starting k-face τ , what is the probability that

the resulting i-face σ satisfies σ < τ?

To start, we’ll argue that the laziness of the lefthand side is exactly R(k,i)
R(k+1,i)

.

This follows from noting that there are R(k, i) i-faces σ satisfying σ < τ , and R(k +

1, i) options after taking the initial up-step of the walk to τ ′ > τ . After the down-

steps, the resulting i-face is uniformly distributed over these R(k+1, i) options σ < τ ′,

and since every σ < τ < τ ′, all original R(k, i) lazy options are still viable after the

up-step to τ ′.

Analyzing the right-hand side is a bit trickier. The initial term (1− δkk−i)Uk
i is

completely lazy, so it contributes exactly (1− δkk−i) = λi(N
1
k ). We’ll break the second

term into two steps: walking from X(k) to X(i) via Uk
i , then from X(i) to X(i) via

the lower walk Ui−1Di. Starting at a k-face τ , notice that after applying the down

step Uk
i we are uniformly spread over σ < τ . Computing the laziness then amounts

to asking what the probability of staying in this set is after the application of UD,

15Formally the result is only stated for simplicial complexes in [BHKL20], but the same proof
holds for eposets.
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which one can naively bound by the maximum transition probability times the set

size R(k, i). By non-laziness, the maximum transition probability is at most γ (see

Lemma 21.43).

The third term can be handled similarly. The first down step Uk
k−j−1 spreads

τ evenly across σ < τ in X(k− j−1). The resulting i-face σ′ after applying ΓjU
k−j−1
i

is less than τ if and only if the intermediary (k − j − 1)-face after applying Γj is less

than τ , which is bounded by the spectral norm ∥Γj∥.16

Putting everything together, since both sides of Equation (21.4) must have

equivalent laziness, we get that λi(N1
k ) must be within

∑ ∥Γj∥ + δkk−iR(k, i)γ as

desired.

Claim 21.18 and Theorem 21.21 can both be proving an analogous theorem

for the upper walk.

Claim 21.45 (Regularity and Upper Walk Spectrum). Let (X,Π) be a d-dimensional

(δ, γ)-eposet. Then for any j ≤ i ≤ k < d, we have:

λj(N
k−i
i ) ∈ R(i, j)

R(k, i)
± err,

where err ≤ O
(
i4k2Rmax
δi(1−δi−1)

γ
)
.

Proof. This follows almost immediately from the fact that i-links lie almost entirely

on the ith eigenstrip (Lemma 21.29). In particular, it is enough to examine the

expansion of i-links with respect to the upper canonical walk Nk−i
i . On the one hand,

16We note that Γj is not stochastic, but it is self-adjoint and an easy exercise to see that the
analogous reasoning still holds.
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for any j ≤ i and τ ∈ X(j) we have:

Φ̄(X i
τ ) =

⟨1Xi
τ
, Nk−i

i 1Xi
τ
⟩

⟨1Xi
τ
,1Xi

τ
⟩

=
⟨Uk

j 1τ , U
k
j 1τ ⟩

⟨U i
j1τ , U

i
j1τ ⟩

=
R(i, j)2

R(k, i)2
⟨1Xk

τ
,1Xk

τ
⟩

⟨1Xi
τ
,1Xi

τ
⟩

=
R(i, j)

R(k, i)

⟨1τ ,1τ ⟩
⟨1τ ,1τ ⟩

=
R(i, j)

R(k, i)
.

where we have applied the fact that ⟨Xℓ
τ , X

ℓ
τ ⟩ = R(ℓ, j)⟨1τ ,1τ ⟩. On the other hand,

by Lemma 21.29 we also have that:

Φ̄(1Xi
τ
) =

1

⟨1Xi
τ
,1Xi

τ
⟩

i∑

ℓ=0

⟨1Xi
τ
, Nk−i

i 1Xi
τ ,ℓ
⟩

∈ 1

⟨1τ ,1τ ⟩
i∑

ℓ=0

λj(N
k−i
i )⟨1Xi

τ
,1Xi

τ ,ℓ
⟩+ cγ

∈ λj(Nk−i
i )
⟨1τ ,1τ,j⟩
⟨1τ ,1τ ⟩

+
i∑

j=0

err1

∈ λj(Nk−i
i ) + err2

where as in the proof of Theorem 21.27, c, err1, err2 ≤ O
(

i4k2Rmax
δii−j(1−δj−1)

γ
)
.

Claim 21.18 follows immediately from observing that ρki = λi(N
k−i
i ) (by Propo-

sition 21.16). Theorem 21.21 follows from observing that N̂k−i
i and qNk−i

k have the

same approximate eigenvalues (similarly by Proposition 21.16).

Finally we close out the section by discussing the connection between non-

laziness and a variant of eposets called local-spectral expanders [KT21a]. To start,

let’s recall this latter definition.
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Definition 21.23 (Local-Spectral Expander [DK17, KT21a]). A d-dimensional mea-

sured poset (X,Π) is a γ-local-spectral expander if the graph underlying every link17

of dimension at most d− 2 is a γ-spectral expander.18

Under suitable regularity conditions (see [KT21a]), local-spectral expansion is

equivalent to the notion of expanding posets used in this chapter. A simple argument

shows that γ-local-spectral expanders are γ-non-lazy.

Lemma 21.46. Let (X,Π) be a d-dimensional γ-local-spectral expander, and 0 < i <

d. The laziness of the lower walk on level i is at most:

max
σ∈X(i)

{⟨1σ, Ui−1Di1σ⟩
⟨1σ,1σ⟩

}
≤ γ.

Proof. Through direct computation, the laziness probability of the lower walk at

σ ∈ X(i) is exactly
⟨1σ, Ui−1Di1σ⟩
⟨1σ,1σ⟩

=
1

R(i, i− 1)

∑

τ⋖σ

πτ (σ \ τ)

It is therefore enough to argue that πτ (σ \ τ) ≤ γ. This follows from the fact that

the graph underlying the link Xτ is a γ-spectral expander. In particular, recall that

an equivalent formulation of this definition states that:

∥Aτ − UDτ∥ ≤ γ,

where Aτ is the standard (non-lazy upper) walk and UDτ is the lower walk on the

graph underlying Xτ . This implies that the weight of any vertex v in the graph is at

most γ, as:
⟨1v, UDτ1v⟩
⟨1v,1v⟩

=
⟨1v, (UDτ − Aτ )1v⟩

⟨1v,1v⟩
≤ ∥Aτ − UDτ∥ ≤ γ

where we have used the fact that Aτ is non-lazy by definition. Since πτ (σ \ τ) is

exactly the weight of the vertex σ \ τ in Xτ , this completes the proof.

17Here the link of τ is not just its top level faces, but the complex given by taking this set,
removing τ from each face, and downward closing.

18A graph is a γ-spectral expander if its weighted adjacency matrix has no non-trivial eigenvalues
greater than γ in absolute value.

1356



Appendix A: Probability Theory Toolbox

A.1 Concentration Inequalities

Lemma A.1 (Chebyshev’s inequality). Let X be a random variable with finite ex-

pected value µ and finite non-zero variance σ2. Then for any real number k > 0,

Pr[|X − µ| ≥ kσ] ≤ 1

k2
.

Lemma A.2 (Chernoff Bound [Che52]). Let X1, X2, · · · , Xn be independent random

variables. Assume that 0 ≤ Xi ≤ 1 always, for each i ∈ [n]. Let X = X1+X2+· · ·+Xn

and µ = E[X] =
n∑
i=1

E[Xi]. Then for any ϵ > 0,

Pr[X ≥ (1 + ϵ)µ] ≤ exp(− ϵ2

2 + ϵ
µ) and Pr[X ≤ (1− ϵ)µ] ≤ exp(−ϵ

2

2
µ).

Lemma A.3 (Hoeffding bound [Hoe63]). Let Z1, · · · , Zn denote n independent bounded

variables in [ai, bi]. Let Z =
∑n

i=1 Zi, then we have

Pr[|Z − E[Z]| ≥ t] ≤ 2 exp

(
− 2t2∑n

i=1(bi − ai)2
)
.

Lemma A.4 (Bernstein inequality [Ber24]). Assume Z1, . . . , Zn are n i.i.d. random

variables with E[Zi] = 0 and |Zi| ≤M for all i ∈ [n] almost surely. Let Z =
∑n

i=1 Zi.

Then, for all t > 0,

Pr[Z > t] ≤ exp

(
− t2/2∑n

j=1 E[Z2
j ] +Mt/3

)
≤ exp

(
−min

{
t2

2
∑n

j=1 E[Z2
j ]
,
t

2M

})

which implies with probability at least 1− δ,

Z ≤

√√√√2
n∑

j=1

E[Z2
j ] log

1

δ
+ 2M log

1

δ
.

Lemma A.5 (Concentration of subgaussian random variables). Let a ∈ Rn be a

vector where each coordinate of a is an independent subgaussian random variable with

parameter σ2. Then, for any vector x ∈ Rn,

Pr[|⟨a, x⟩| ≥ t · ∥x∥2] ≤ 2 exp

(
− t2

2σ2

)
.
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Theorem A.6 (Theorem 5.1.1 in [Tro15]). Let X1, . . . , Xm ∈ Rn×n be m independent

random Hermitian matrices. Assume that 0 ⪯ Xi ⪯ L · I for some L > 0 and for all

i ∈ [m]. Let X :=
∑m

i=1Xi. Then, for ϵ ∈ (0, 1], we have

Pr[λmin(X) ≤ ϵλmin(E[X])] ≤ n · exp(−(1− ϵ)2λmin(E[X])/(2L)).

A.2 Anti-Concentration

Lemma A.7 (Anti-concentration of Gaussian distribution). Let Z ∼ N(0, σ2). Then,

for t > 0,

Pr[|Z| ≤ t] ≤ 2t√
2πσ

.

Lemma A.8 ([LS01, Theorem 3.1] with improved upper bound for Gaussian)). Let

b > 0 and r > 0. Then,

exp(−b2/2) Pr
w∼N(0,1)

[|w| ≤ r] ≤ Pr
w∼N(0,1)

[|x− b| ≤ r] ≤ 2r · 1√
2π

exp(−(max{b− r, 0})2/2).

Proof. To prove the upper bound, we have

Pr
w∼N(0,1)

[|x− b| ≤ r] =

∫ b+r

b−r

1√
2π

exp(−x2/2) dx ≤ 2r · 1√
2π

exp(−(max{b− r, 0})2/2).

Lemma A.9 (Small ball probability, [RV09]). Let h ∈ Rn be a vector such that

|hi| ≥ δ for all i ∈ [n]. Let a ∈ {−1, 1}n be a random vector such that each coordinate

is an independent Rademacher random variable. Then, for some absolute constants

C1, C2, we have for any t > 0,

Pr[|⟨h, a⟩| ≤ t] ≤ min

{
C1t

∥h∥2
,
C2t

δ
√
n

}
.

1358



Appendix B: Quantum States, Unitary
Transformations, and Quantum Circuits

We provide a brief overview of quantum computation in this appendix. We

recommend the standard textbook [NC11] for a more comprehensive treatment. We

divide the computation into three parts: input, process, and output.

B.1 Input

In quantum computing, we represent information in quantum states using

qubits. We first introduce pure quantum states (defined as follows). In general,

people consider mixed states for quantum information, which we will introduce later.

Definition B.1 (Pure quantum state). A pure quantum state |ψ⟩ on n qubits is

represented as a unit vector in C2n , |ψ⟩ = (α0, α1, . . . , α2n−1)
⊤, where αi ∈ C for

i ∈ {0, . . . , 2n − 1} and
∑

i |αi|2 = 1.

Remark B.1. The Dirac notation is widely used in quantum computing, where |ψ⟩ (a

column vector) is called a “ket". The complex conjugate of |ψ⟩ is denoted as a row

vector ⟨ψ| = (α∗0, · · · , α∗2n−1) (called a “bra").

For example, |0⟩, |1⟩, . . . , |2n−1⟩ represent n-bit classical messages, 0, 1, . . . , 2n−
1. For convenience, we sometimes denote N = 2n. In terms of linear algebra, one can

think of |i⟩ as the column vector with the (i+1)-th entry being 1 and 0 elsewhere. The

input to quantum computers can be any quantum state. For classical problems, we

can encode the classical input x ∈ {0, 1}n as the quantum state |x⟩ ∈ C2n . In general,

any pure quantum state |ψ⟩ can be represented as
∑

i αi|i⟩ for some α0, . . . , α2n−1 ∈ C

with
∑

i |αi|2 = 1. And αi’s are denoted as the amplitudes of |ψ⟩.

The tensor product of quantum states is their Kronecker product: if |ψ⟩ ∈ Cd1
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and |ϕ⟩ ∈ Cd2 , then we have |ψ⟩ ⊗ |ϕ⟩ ∈ Cd1 ⊗ Cd2 with

|ψ⟩ ⊗ |ϕ⟩ = (α0β0, α0β1, . . . , αd1−1βd2−1)
⊤,

where αi’s and βj’s are the amplitudes of |ψ⟩ and |ϕ⟩, respectively. We often omit

the operator ⊗ and simply write |ψ⟩|ϕ⟩ or |ψ, ϕ⟩ for being concise.

Mixed quantum states.

Definition B.2 (Mixed state). A mixed state is a collection of pure states |ϕi⟩ for i ∈
[n], each with associated probability pi, with the condition pi ∈ [0, 1] and

∑n
i=1 pi = 1.

A mixed state can also be represented by the density matrix:

ρ :=
n∑

i=1

pi|ϕi⟩⟨ϕi|.

Partial Trace Notations. For a quantum state σ over two registers R1, R2 (i.e.

Hilbert spaces HR1 ,HR2), the partial trace over the R2 subsystem, denoted TrR2 , is

defined as TrR2 [ρ] :=
∑

j(IR1 ⊗ ⟨j|R2)ρ(IR1 ⊗ |j⟩R2), where {|j⟩} is any orthonormal

basis for the Hilbert space of subsystem R2.

We denote the state in R1 as σ[R1], where σ[R1] = Tr2[σ] is a partial trace of

σ. Similarly, we denote σ[R2] = Tr1[σ].

Purification of mixed states. For a mixed state ρ over HA, there exists another

space HB and a pure state |ψ⟩ over HA⊗HB such that ρ is a partial trace of |ψ⟩⟨ψ|
with respect to HB.

B.2 Quantum Process

Quantum process for quantum states is defined as a unitary transformation.

Definition B.3 (Unitary transformation). A unitary transformation U for an n-

qubit quantum state is an isomorphism in the 2n-dimensional Hilbert space. For
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convenience, we view U as a 2n × 2n matrix satisfying that U ∈ CN×N with UU † =

U †U = I where U † is the Hermitian adjoint of U .

We can represent an n-qubit quantum process acting on an n-qubit state |ψ⟩
as |ψ⟩ 7→ U |ψ⟩ as a unitary matrix U in C2n×2n . Note that a unitary matrix must

preserve the norm of the input state. Thus any unitary transformation is reversible.

To implement a unitary transformation, we pick a set of local unitary operations that

can generate any unitary transformation with arbitrary precision.

Definition B.4 (Universal quantum gate set). A quantum gate set G is a set of

unitaries such that for any unitary transformation U , U can be approximated by a

finite sequence of gates in G.

For example, {Toffoli,H} is a universal gate set [Shi02]. In this chapter, we

consider gate sets which only contain unitaries with constant dimensions.

Note that choosing different universal gate sets may cause the circuit complex-

ity of the same object to be different. However, the Solovay-Kitaev theorem shows

that one universal gate set can approximate another one at a modest cost.

Theorem B.1 (Solovay-Kitaev Theorem). Let G and G′ be two universal gate sets.

Then, any s-gate circuit C using gates from G can be approximated to precision ϵ by

a s poly log s
ϵ
-gates circuit C′ using gates from G′. We say C approximates to C′ with

precision ϵ if

∥C− C′∥ ≤ ϵ,

where ∥ · ∥ is L2 norm.

We will formally state Solovay-Kitaev Theorem when defining the problems of

quantum circuit complexity.

We can represent quantum algorithms as quantum circuits by using a sequence

of quantum gates from a universal quantum gate set.
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Definition B.5 (Quantum circuit QC(s, t,G)). Let s, t : N→ N and G be a universal

quantum gate set. A quantum circuit family {Cn : n > 0} is in QC(s, t,G) if the

following holds: For all n > 0,

• the input to Cn is an n-qubit quantum state |ψ⟩;
• Cn extends the input layer with t(n) ancilla qubits, where these ancilla qubits

are initiated to |0t(n)⟩;
• Cn applies s(n) gates from G on the initial state |ψ⟩|0t(n)⟩.

Here, in addition to the qubits for the input, the circuit can also have ancilla

qubits as its working space. We say that a quantum algorithm is efficient if its

corresponding circuit has circuit size at most polynomial in the input size. In the rest

of the chapter, we may write QC(s, t,G) as QC(s) if the number of ancilla qubits is

at most O(s).

B.3 Output

The outputs of quantum circuits defined in Definition B.5 are quantum states.

To extract useful information from a quantum state |ψ⟩, one can measure the state.

Mathematically, a measurement is simply a sampling process. For example, if we

measure |ψ⟩ in the computational basis, i.e., {|0⟩⟨0|, . . . , |2n − 1⟩⟨2n − 1|}, we get the

output being index i with probability |ci|2. In general, we can measure a state |ψ⟩
on any orthogonal basis B for C2n . Mathematically, this is equivalent to a change of

basis via a unitary transformation.

Therefore, a quantum algorithm for some Boolean function is as follows: Given

|x⟩, apply a quantum circuit C on state |x, 0t(n)⟩, and then measure the state C|x, 0t(n)⟩
in the computational basis. If C computes f , then the measurement outcome will be

f(x) with probability good enough (e.g., ≥ 2/3). Note that a quantum process can

have measurements in the middle of the computation in general. In this case, the
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process is not reversible any more. However, we can always defer these measurements

until all the unitaries have been applied by adding ancilla qubits.

Remark B.2 (Deferring measurements). Let Mi be the computational-basis measure-

ment on the i-th qubit. Let |ψ⟩ be any n-qubit state and U, V be any n-qubit unitaries.

Then, the process U ◦Mi◦V operating on |ψ⟩ is equivalent to Mn+1◦U ◦CNOTi,n+1◦V ,

where CNOTi,n+1 has the i-th qubit as the control qubit and the n + 1-th qubit as

the target qubit.

More generally, we can do the following general form of measurement called

POVM:

Definition B.6 (Positive operator-valued measure, POVM). A positive operator-

valued measure (POVM) M is specified by a finite index set I and a set {Mi}i∈I of

Hermitian positive semi-definite matrices Mi such that
∑

i∈IMi = I.

When applying M to a quantum state ρ, the outcome is i with probability

pi = Tr[ρPi] for all i ∈ I.

To characterize the post-measurement states, we define the quantum measure-

ments as follows.

Definition B.7 (Quantum measurement). A quantum measurement E is specified

by a finite index set I and a set {Ei}i∈I of measurement operators Ei such that
∑

i∈IE
†
iEi = I.

When applying E to a quantum state ρ, the outcome is i with probability

pi = Tr[ρE†iEi] for all i ∈ I. Furthermore, conditioned on the outcome being i, the

post-measurement state is EiρE†i /pi.

Note that POVM M and quantum measurement E are related by setting Mi =

E†iEi. In this case, we say that E is an implementation of M. The implementation of

a POVM may not be unique.
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Definition B.8 (Projective measurement and projective POVM). A quantum mea-

surement E is projective if for all i ∈ I, Ei is a projection, i.e., Ei is Hermitian and

E2
i = Ei.

Similarly, a POVM M is projective if each Mi is projection for i ∈ I.
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Appendix C: Omitted Materials from Chapter 5

C.1 A Review of Lin-Tong’s Algorithm

In this section, we review the techniques in [LT22], which proposed a hybrid

quantum/classical algorithm for estimating the ground state energy of a Hamiltonian.

Compared with the algorithms in previous works, the algorithm in [LT22] uses fewer

quantum resources and does not need to access the block-encoding of the Hamiltonian.

First of all, they assumed that the given initial state |ϕ0⟩1 has a nontrivial

overlap with the ground state of H.

C.1.1 Quantum part of the algorithm

Fix j ∈ Z. Suppose we want to estimate ℜ(⟨ϕ0| e−ijτH |ϕ0⟩). Then, we set

W = I and define a random variable Xj as follows:

Xj :=

{
1 if the outcome is 0

−1 if the outcome is 1
.

Since the state before the measurement is

1

2
(|0⟩ ⊗ (I + e−ijτH) |ϕ0⟩+ |1⟩ ⊗ (I − e−ijτH) |ϕ0⟩), (C.1)

we have

E[Xj] = Pr[Xj = 0]− Pr[Xj = 1]

=
1

4
⟨ϕ0| (I + eijτH)(I + e−ijτH) |ϕ0⟩ −

1

4
⟨ϕ0| (I − eijτH)(I − e−ijτH) |ϕ0⟩

=
1

2
⟨ϕ0| (eijτH + e−ijτH) |ϕ0⟩

= ℜ(⟨ϕ0| e−ijτH |ϕ0⟩). (C.2)

1In [LT22], they allowed the initial state to be a mixed state. For simplicity, we still denote it as
|ϕ0⟩.
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For the imaginary part ℑ(⟨ϕ0| e−ijτH |ϕ0⟩), we can set W to be the phase gate
[
1 0
0 −i

]

and define the random variable Yj similarly. Then, we have

E[Yj] = ℑ(⟨ϕ0| e−ijτH |ϕ0⟩). (C.3)

Therefore, Eqs. (C.2) and (C.3) implies the following claim:

Claim C.1 (Estimator of the Hamiltonian expectation). For any j ∈ Z, the random

variable Xj + iYj is an un-biased estimator for ⟨ϕ0| e−ijτH |ϕ0⟩.

C.1.2 Classical part of the algorithm

Let τ be a normalization factor such that ∥τH∥ ≤ π/3. Suppose the initial

state |ϕ0⟩ can be decomposed in the eigenspace of H as |ϕ0⟩ =
∑

k

√
pk |ψk⟩. Let p(x)

be the following density function (spectral measure):

p(x) :=
∑

k

pkδ(x− τλk) ∀x ∈ [−π, π]. (C.4)

That is, p(x) is the distribution of the state energy with respect to τH after we

measure |ϕ0⟩ in the eigenbasis of H.

Define the 2π-periodic Heaviside function by

H(x) =

{
1 x ∈ [2kπ, (2k + 1)π)

0 x ∈ [(2k − 1)π, 2kπ)
∀k ∈ Z. (C.5)

Then, we define the 2π-periodic CDF of p as the convolution of H and p:

C(x) := (H ∗ p)(x). (C.6)
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For any x ∈ [−π/3, π/3], for any w ∈ Z, we have

C(x+ 2wπ) =

∫ π

−π
H(x+ 2wπ − t)p(t)dt (C.7)

=
∑

k

pk ·
∫ π

−π
H(x+ 2wπ − t)δ(t− τλk)dt

=
∑

k

pk ·H(x+ 2wπ − τλk)

=
∑

k

pk · 1x≥τλk

=
∑

k:λk≤x

pk, (C.8)

where the first step follows from the definition of convolution, the second step follows

from Dirac delta function’s property, and the third step follows from H has period

2π. We note that C(x) is right continuous and non-decreasing in [−π/3, π/3].

However, we cannot directly evaluate C(x), but we can approximate it! Define

the approximate CDF (ACDF) as

C̃(x) := (F ∗ p)(x), (C.9)

where F (x) =
∑
|j|≤d F̂je

ijx is a low Fourier-degree approximation of the Heaviside

function H(x) such that

|F (x)−H(x)| ≤ ϵ ∀x ∈ [−π + δ,−δ] ∪ [δ, π − δ]. (C.10)

The construction of F is given by Lemma C.6. Furthermore, the approximation error

of C̃(x) is bounded by

C(x− δ)− ϵ ≤ C̃(x) ≤ C(x+ δ) + ϵ, (C.11)

for any x ∈ [−π/3, π/3], δ ∈ (0, π/6) and ϵ > 0.

C.1.2.1 Estimating the ACDF

The goal of this section is to prove Lemma C.2, which constructs an estimator

for C̃(x) (defined by Eq. (C.9)).
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Lemma C.2 (Estimating the ACDF). For any σ > 0, for any x ∈ [−π, π], there

exists an un-biased estimator G(x) for the ACDF C̃(x) with variance at most σ2.

Furthermore, G(x) runs the quantum circuit (Figure 4.3) O( log
2 d
σ2 ) times with

expected total evolution time O( τd log d
σ2 ).

Proof. C̃(x) can be expanded in the following way:

C̃(x) = (F ∗ p)(x) (C.12)

=

∫ π

−π
F (x− y)p(y)dy

=
∑

|j|≤d

∫ π

−π
F̂je

ij(x−y)p(y)dy

=
∑

|j|≤d

F̂je
ijx

∫ π

−π
p(y)e−ijydy

=
∑

|j|≤d

F̂je
ijx
∑

k

pke
−ijτλk

=
∑

|j|≤d

F̂je
ijx · ⟨ϕ0| e−ijτH |ϕ0⟩ , (C.13)

where the third step follows from the Fourier expansion of F (x − y), the fifth step

follows from the property of Dirac’s delta function, and the last step follows from the

definition of pk and the eigenvalues of matrix exponential.

To estimate ⟨ϕ0| e−ijτH |ϕ0⟩, we use the multi-level Monte Carlo method. De-

fine a random variable J with support {−d, · · · , d} such that

Pr[J = j] =
∣∣∣F̂j
∣∣∣ /F, (C.14)

where F :=
∑
|j|≤d |F̂j|. Then, let Z := XJ + iYJ ∈ {±1 ± i}. Define an estimator

G(x; J, Z) as follows:

G(x; J, Z) := F · Zei(θJ+Jx),
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where θj is defined by F̂j = |F̂j|eiθj . Then, we show that G(x; J, Z) is un-biased:

E[G(x; J, Z)] =
∑

|j|≤d

E
[
(Xj + iYj)e

i(θj+jx)|F̂j|
]

=
∑

|j|≤d

F̂je
ijx · E [Xj + iYj]

=
∑

|j|≤d

F̂je
ijx · ⟨ϕ0| e−ijτH |ϕ0⟩

= C̃(x),

where the third step follows from Claim C.1. Moreover, the variance of G can be

upper-bounded by:

Var[G(x; J, Z)] = E[|G(x; J, Z)|2]− |E[G(x; J, Z)]|2

≤ E[|G(x; J, Z)|2]

= F2 · E[|XJ + iYJ |2]

= 2F2,

where the third step follows from |ei(θJ+Jx)| = 1, and the last step follows from

Xj, Yj ∈ {±1}.

Hence, we can take Ns := 2F2

σ2 independent samples of (J, Z), denoted by

{(Jk, Zk)}k∈[Ns] and compute

G(x) :=
1

Ns

Ns∑

k=1

G(x; Jk, Zk).

Then, we have

E[G(x)] = C̃(x), and Var[G(x)] ≤ σ2.

The expected total evolution time is

Ttot := Nsτ E[|J |] =
2F2

σ2
τ
∑

|j|≤d

|j| · |F̂j|
F

=
2Fτ

σ2

∑

|j|≤d

|j||F̂j|.
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By Lemma C.6, we know that |F̂j| = O(1/|j|). Hence, we have F =
∑
|j|≤dO(1/|j|) =

O(log d). Thus, the number of samples is

Ns = O

(
log2 d

σ2

)
.

And the expected total evolution time is

Ttot = O

(
τd log d

σ2

)
.

The lemma is then proved.

C.1.2.2 Inverting the CDF

We first define the CDF inversion problem:

Definition C.1 (The CDF inversion problem). For 0 < δ < π/6, 0 < η < 1, find

x⋆ ∈ (−π/3, π/3) such that

C(x⋆ + δ) > η/2, C(x⋆ − δ) < η.

Remark C.1. The condition in Definition C.1 is weaker than η/2 < C(x) < η due

to the discontinuity of C(x). For any CDF C(x), such an x⋆ must exist: let a :=

sup {x ∈ (−π/3, π/3) : C(x) ≤ η/2} and b := inf {x ∈ (−π/3, π/3) : C(x) ≥ η}.
Since C(x) is non-decreasing, we have a ≤ b. And any x ∈ (a− δ, b+ δ) satisfies the

condition in Definition C.1.

Then, we give an algorithm that solves the CDF inversion problem.

Lemma C.3 (Inverting the CDF, Theorem 2 in [LT22]). There exists an algorithm

that solves the CDF inversion problem (Definition C.1) with probability at least 1− ν
such that:

1. the number of independent samples of (J, Z) is

O
(
η−2 · (log(ν−1) + log log(δ−1)) · (log(δ−1) + log log(δ−1η−1))2

)
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Algorithm 118 Inverting the CDF
1: procedure InvertCDF(η, δ, {Jk, Zk})
2: xL ← −π/3, XR ← π/3
3: while xR − xL > 2δ do
4: xM ← (xL + xR)/2
5: u← Certify(xM , (2/3)δ, η, {Jk, Zk})
6: if u = 0 then
7: xR ← xM + (2/3)δ
8: else
9: xL ← xM − (2/3)δ

10: end if
11: end while
12: return (xL + xR)/2
13: end procedure

2. the expected total evolution time is

O
(
τη−2 · δ−1 log(δ−1η−1) · (log(δ−1) + log log(δ−1η−1)) · (log(ν−1) + log log(δ−1))

)

3. the maximal evolution time is

O
(
τδ−1 log(δ−1η−1)

)

4. the classical running time is

O
(
η−2 log(δ−1) · (log(ν−1) + log log(δ−1)) · (log(δ−1) + log log(δ−1η−1))2

)
.

Proof. For any x ∈ [−π/3, π/3], at least one of the following conditions will hold:

C(x+ δ) > η/2, or C(x− δ) < η. (C.15)

Suppose we have a sub-routine Certify(x, δ, η, {Jk, Zk}) such that if C(x+δ) > η/2,

it returns 0; otherwise, it returns 1.

Then, we can solve the CDF inversion problem via the binary search (Algo-

rithm 118).
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In Line 3, xL and xR always satisfy the following conditions:

C(xL) < η, C(xR) > η/2,

which is guaranteed by Certify(xM , (2/3)δ, η, {Jk, Zk}). Then, when the while-loop

ends, we have xR − xL ≤ 2δ. Let x⋆ := (xL + xR)/2 be the output of Algorithm 118.

Then, we get that

C(x⋆ + δ) ≥ C(xR) > η/2,

C(x⋆ − δ) ≤ C(xL) < η.

And it is easy to see that Algorithm 118 will call Certify L := O(log(1/δ))

times. Then, by Lemma C.4 and union bound, Algorithm 118 will be correct with

probability at least 1 − ν. We note that different runs of Certify can share a

same set of samples {Jk, Zk}, which does not affect the union bound. Hence, the

number of samples and the total evolution time follows directly from Lemma C.4 and

d = O(δ−1 log(δ−1η−1)).

Lemma C.4 (Certify sub-routine). For any ν > 0, there exists an algorithm that

distinguishes the two cases in Eq. (C.15) for any x ∈ [−π/3, π/3] with probability at

least 1−O(ν/L) using

O
(
η−2 log2(d)(log(1/ν) + log log(1/δ))

)

independent samples of (J, Z), and total evolution time

O
(
η−2τd log(d)(log(1/ν) + log log(1/δ))

)

in expectation.

Proof. To decide which one of the conditions holds for x, we can estimate the ACDF

C̃(x). If we take ϵ = η/8 in Lemma C.6, then the constructed ACDF satisfies

C(x− δ)− η/8 ≤ C̃(x) ≤ C(x+ δ) + η/8.
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Algorithm 119 Distinguish the two cases in Eq. (C.15)
1: procedure Certify(x, η, δ, {Jk, Zk})
2: c← 0, Nb ← Ω(log(1/ν) + log log(1/δ))
3: for 1 ≤ r ≤ Nb do
4: Compute G(x) using {Jk, Zk}k∈[(r−1)Ns+1,rNs] ▷ Lemma C.2
5: if G(x) ≥ (3/4)η then
6: c← c+ 1
7: end if
8: end for
9: return 1c≤Nb/2

10: end procedure

Thus,

C̃(x) > (5/8)η ⇒ C(x+ δ) > η/2,

C̃(x) < (7/8)η ⇒ C(x− δ) < η.

Then, we can distinguish C̃(x) > (5/8)η or C̃(x) < (7/8)η by the estimator in

Lemma C.2.

In Algorithm 119, we compute the estimator G(x) Nb times independently,

where each time we use Ns samples of (J, Z). We note that an error occurs when

C̃(x) > (7/8)η but G(x) < (3/4)η, or C̃(x) < (5/8)η but G(x) > (3/4)η (when

(5/8)η ≤ C̃(x) ≤ (7/8)η, any output is correct). By Chebyshev’s inequality, we have

Pr[G(x) has an error] ≤ Pr

[
G(x) <

3

4
η
∣∣∣ C̃(x) > 7

8
η

]
+ Pr

[
G(x) >

3

4
η
∣∣∣ C̃(x) < 5

8
η

]

≤ 2 · σ2

η2/64

≤ 1

4
,

if we take σ2 = O(η2) in Lemma C.2.

Then, by the Chernoff bound, we have

Pr[Certify makes an error] ≤ exp(−Ω(Nb)) ≤ ν/L,
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if we take Nb := Ω(log(L/ν)) = Ω(log(1/ν) + log log(1/δ)). Thus, the total number

of samples is

NbNs = O
(
η−2 log2(d)(log(1/ν) + log log(1/δ))

)
,

and the expected total evolution time is

O
(
η−2τd log(d)(log(1/ν) + log log(1/δ))

)
,

which complete the proof of the lemma.

C.1.2.3 Estimating the ground state energy

Corollary C.5 (Ground state energy estimation, Corollary 3 in [LT22]). If p0 ≥ η

for some known η, then with probability at least 1− ν, the ground state energy λ0 can

be estimated within additive error ϵ, such that:

1. the number of times running the quantum circuit (Figure 4.3) is Õ(η−2).

2. the expected total evolution time is Õ(ϵ−1η−2).

3. the maximal evolution time is Õ(ϵ−1).

4. the classical running time is Õ(η−2).

Proof. Suppose we can solve the CDF inversion problem (Definition C.1) for δ = τϵ

and η, i.e., we find an x⋆ such that

C(x⋆ + τϵ) > η/2 > 0, C(x⋆ − τϵ) < η ≤ p0.

Since C(x) cannot take value between 0 and p0, we have

x⋆ + τϵ ≥ τλ0, x⋆ − τϵ < τλ0,

which is

|x⋆/τ − λ0| ≤ ϵ.

The costs of this algorithm follows from Lemma C.3.
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C.1.3 Low Fourier degree approximation of the Heaviside function

We construct the low degree approximation of the Heaviside function in this

section.2

Lemma C.6 (Constructing low degree approximation of H). Let H(x) be the 2π-

period Heaviside function (Eq. (C.5)). For any δ ∈ (0, π/2) such that tan(δ/2) ≤
1 − 1/

√
2, there exists a d = O(δ−1 log(δ−1ϵ−1)) and a 2π-period function Fd,δ(x) of

the form:

Fd,δ(x) =
1√
2π

d∑

j=−d

F̂d,δ,j · eijx (C.16)

such that

1. Fd,δ(x) ∈ [0, 1] for all x ∈ R.

2. |Fd,δ(x)−H(x)| ≤ ϵ for x ∈ [−π + δ,−δ] ∪ [δ, π − δ].

3. |F̂d,δ,j| = Θ(1/|j|) for j ̸= 0.

Proof. We first construct F ′d,δ(x) by mollifying the Heaviside function with Md,δ(x)

in Lemma C.8:

F ′d,δ(x) := (Md,δ ∗H)(x) =

∫ π

−π
Md,δ(y)H(x− y)dy. (C.17)

We can verify that F ′d,δ has Fourier degree at most d. It follows from the

Chebyshev polynomial Td(x) is of degree d. Hence, the Fourier coefficients of Md,δ(x):

M̂d,δ,j =
1√
2π

∫ π

−π
Md,δ(x)e

−ijxdx ̸= 0 (C.18)

only if j ∈ {−d, . . . , d}. Since Fd,δ is a convolution of Md,δ and H, we have

F̂ ′d,δ,j =
√
2πM̂d,δ,jĤj ∀|j| ≤ d. (C.19)

2The construction in [LT22] is not enough to prove Lemma C.7 because the range of Fd,δ is
[−ϵ/2, 1 + ϵ] while Lemma C.7 requires the range to be [0, 1]. We fix this issue in Lemma C.6.
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Then, we define

Fd,δ(x) :=
1√
2π

d∑

j=−d

F̂d,δ,j · eijx, (C.20)

where

F̂d,δ,j =

{
1

1+(5/4)ϵ

(
F̂ ′d,δ,j +

√
2πϵ/4

)
if j = 0,

1
1+(5/4)ϵ

F̂ ′d,δ,j otherwise.
(C.21)

It is easy see that

Fd,δ(x) =
F ′d,δ(x) + ϵ/4

1 + (5/4)ϵ
∀x ∈ R. (C.22)

Then, we will show that taking d = O(δ−1 log(δ−1ϵ−1)) is enough to satisfy

(1)-(3).

Part (1): We first compute the range of F ′d,δ(x):

F ′d,δ(x) ≤
∫ π

−π
|Md,δ(y)|dy ≤ 1 +

4π

Nd,δ

, (C.23)

where the second step follows from (2) in Lemma C.8. On the other hand,

F ′d,δ(x) ≥ −
1

Nd,δ

∫ π

−π
H(y)dy =

−π
Nd,δ

.

Hence, if we take d = O(δ−1 log(δ−1ϵ−1)) such that

Nd,δ ≥ C1e
dδ/
√
2

√
δ

d
· erf(C2

√
dδ) ≥ 4π

ϵ
(C.24)

holds, we will have

−ϵ/4 ≤ F ′d,δ ≤ 1 + ϵ. (C.25)

Therefore, for all x ∈ R,

Fd,δ(x) =
F ′d,δ(x) + ϵ/4

1 + (5/4)ϵ
∈ [0, 1]. (C.26)
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Part (2): The approximation error of F ′d,δ is

|F ′d,δ(x)−H(x)| ≤
∣∣∣∣
∫ π

−π
Md,δ(y)(H(x− y)−H(x))dy

∣∣∣∣

≤
∫ π

−π
|Md,δ(y)||H(x− y)−H(x)|dy, (C.27)

where the first step follows from (2) in Lemma C.8, and the second step follows from

the triangle inequality.

Fix x ∈ [−π + δ,−δ] ∪ [δ, π − δ]. If y ∈ (−δ, δ), then H(x− y) = H(x) and
∫ δ

−δ
|Md,δ(y)||H(x− y)−H(x)|dy = 0. (C.28)

If |y| ≥ δ, by (1) in Lemma C.8, we have |Md,δ| ≤ 1
Nd,δ

. Since |H(x− y)−H(x)| ≤ 1,

we have
(∫ −δ

−π
+

∫ π

δ

)
|Md,δ(y)||H(x− y)−H(x)|dy ≤ 2π

Nd,δ

≤ ϵ/2, (C.29)

where the last step follows from Eq. (C.24). Therefore,

|F ′d,δ(x)−H(x)| ≤ ϵ/2 ∀|x| ∈ [δ, π − δ]. (C.30)

Thus,

|Fd,δ(x)−H(x)| =
∣∣∣∣
F ′d,δ(x) + ϵ/4

1 + (5/4)ϵ
−H(x)

∣∣∣∣ (C.31)

≤ |F ′d,δ(x)−H(x)|+ (5/4)ϵ

1 + (5/4)ϵ
|F ′d,δ(x)|+

ϵ/4

1 + (5/4)ϵ

≤ ϵ/2 +
(5/4)ϵ

1 + (5/4)ϵ
(1 + ϵ) +

ϵ/4

1 + (5/4)ϵ

≤ 2ϵ, (C.32)

where the second step follows from the triangle inequality, the third step follows from

Eq. (C.25). By scaling for ϵ, we can make the approximation error at most ϵ.
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Part (3): Since |F̂ ′d,δ,j| =
√
2π|M̂d,δ,j||Ĥj|, we first bound |M̂d,δ,j|:

∣∣∣M̂d,δ,j

∣∣∣ ≤ 1√
2π

∫ π

−π
|Md,δ(x)|dx ≤

1√
2π

(
1 +

4π

Nd,δ

)
≤ 1 + ϵ√

2π
, (C.33)

where the second step follows from (2) in Lemma C.8 and the last step follows from

Eq. (C.24).

For |Ĥj|, if j ̸= 0, we have

Ĥj =
1√
2π

∫ π

−π
H(x)e−ijxdx =

1√
2π

∫ π

0

e−ijxdx =

{ √
2

i
√
πj

if j is odd,
0 if j is even.

(C.34)

Hence, for j ̸= 0,

|F̂ ′d,δ,j| ≤
√
2π · 1 + ϵ√

2π
·
√

2

π

1

|j| =
1 + ϵ√
π/2|j|

. (C.35)

Then, by definition, we get that

|F̂d,δ,j| ≤
1 + ϵ√

π/2(1 + (5/4)ϵ)|j|
= Θ(1/|j|). (C.36)

The proof of the lemma is completed.

The following lemma shows the approximation ratio of the ACDF C̃(x) con-

structed from the low degree approximated Heaviside function F (x) by Lemma C.6.

Lemma C.7 (Approximation ratio of the ACDF). For any ϵ > 0, 0 < δ < π/6,

let F (x) := Fd,δ(x) constructed by Lemma C.6. Then, for any x ∈ [−π/3, π/3], the

ACDF C̃(x) = (F ∗ p)(x) satisfies:

C(x− δ)− ϵ ≤ C̃(x) ≤ C(x+ δ) + ϵ.

Proof. By (2) in Lemma C.6, we have

|F (x)−H(x)| ≤ ϵ ∀x ∈ [−π + δ,−δ] ∪ [δ, π − δ]. (C.37)
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Define FL := F (x− δ) such that

|FL(x)−H(x)| ≤ ϵ ∀x ∈ [−π + 2δ, 0] ∪ [2δ, π]. (C.38)

For C̃L(x) := (FL ∗ p)(x), we have C̃L(x) = C̃(x− δ), and for x ∈ [−π/3, π/3],

|C(x)− C̃L(x)| =
∣∣∣∣
∫ π

−π
p(x− y)(H(y)− FL(y))dy

∣∣∣∣ (C.39)

≤
∫ π

−π
p(x− y)|H(y)− FL(y)|dy

=

(∫ 0

−π
+

∫ π

2δ

)
p(x− y)|H(y)− FL(y)|dy +

∫ 2δ

0

p(x− y)|H(y)− FL(y)|dy

≤ ϵ ·
(∫ 0

−π
+

∫ π

2δ

)
p(x− y)dy +

∫ 2δ

0

p(x− y)|H(y)− FL(y)|dy

≤ ϵ+

∫ 2δ

0

p(x− y)|H(y)− FL(y)|dy

≤ ϵ+

∫ 2δ

0

p(x− y)dy

= ϵ+

∫ x

x−2δ
p(y)dy

= ϵ+ C(x)− C(x− 2δ), (C.40)

where the second step follows from Cauchy-Schwarz inequality, the forth step follows

from Eq. (C.38), the fifth step follows from p(x) is a density function, the sixth step

follows from H(y) = 1 and FL(y) ∈ [0, 1] for y ∈ [0, 2δ], the last step follows from

C(x) is the CDF of p(x) in [−π, π].

Hence, we have

C̃L(x) ≥ C(x)− (ϵ+ C(x)− C(x− 2δ)) = C(x− 2δ)− ϵ, (C.41)

which proves the first inequality:

C̃(x− δ) ≥ C(x− 2δ)− ϵ. (C.42)

Similarly, we can define FR := F (x + δ) and C̃R(x) := (FR ∗ p)(x). We can

show that

|C(x)− C̃R(x)| ≤ ϵ+ C(x+ 2δ)− C(x), (C.43)
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which gives

C̃(x+ δ) ≤ C(x+ 2δ) + ϵ. (C.44)

The lemma is then proved.

C.1.3.1 Technical lemma

Lemma C.8 (Mollifier, Lemma 5 in [LT22]). Define Md,δ(x) to be

Md,δ :=
1

Nd,δ

Td

(
1 + 2

cos(x)− cos(δ)

1 + cos(δ)

)
(C.45)

where Td(x) is the d-th Chebyshev polynomial of the first kind, and

Nd,δ :=

∫ π

−π
Td

(
1 + 2

cos(x)− cos(δ)

1 + cos(δ)

)
dx. (C.46)

Then

1. |Md,δ(x)| ≤ 1
Nd,δ

for x ∈ [−π,−δ] ∪ [δ, π], and Md,δ(x) ≥ 1
Nd,δ

for x ∈ [−δ, δ].

2.
∫ π
−πMd,δ(x)dx = 1, 1 ≤

∫ π
−π |Md,δ(x)|dx ≤ 1 + 4π

Nd,δ
.

3. When tan(δ/2) ≤ 1− 1/
√
2, we have

Nd,δ ≥ C1e
dδ/
√
2

√
δ

d
· erf(C2

√
dδ), (C.47)

for some universal constant C1, C2.

The proof can be found in Appendix A in [LT22], and we omit it here.

C.2 Technical Details of the Hadamard Test of Block-Encoded
Observable

In this section, we give a detailed analysis of the Hadamard test for block-

encodings which plays a crucial role in the proof of Theorem 5.17.
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We first note that the quantum state before the final measurements is as

follows:

|ϕ1⟩ =
{

1√
2

(
|+⟩ |0m⟩ |ϕ0⟩+ |−⟩ (I ⊗ e−iHt2)U(I ⊗ e−iHt1) |0m⟩ |ϕ0⟩

)
if W = I,

1√
2

(
|+⟩ |0m⟩ |ϕ0⟩+ i |−⟩ (I ⊗ e−iHt2)U(I ⊗ e−iHt1) |0m⟩ |ϕ0⟩

)
if W = S.

(C.48)

Case 1: W = I We measure the first two registers. If the outcome is (0, 0m), the

(un-normalized) remaining state is:

(⟨0| ⟨0m| ⊗ I) 1√
2

(
|+⟩ |0m⟩ |ϕ0⟩+ |−⟩ (I ⊗ e−iHt2)U(I ⊗ e−iHt1) |0m⟩ |ϕ0⟩

)

=
1

2
|ϕ0⟩+

1

2α
e−iHt2Oe−iHt1 |ϕ0⟩ (C.49)

Hence, this event happens with the following probability:

Pr[the outcome is (0, 0m)|W = I] (C.50)

= ⟨ϕ0|
(
1

2
I +

1

2α
eiHt1O†eiHt2

)(
1

2
I +

1

2α
e−iHt2Oe−iHt1

)
|ϕ0⟩

=
1

4

(
1 +

1

α
⟨ϕ0| eiHt1O†eiHt2 |ϕ0⟩+

1

α
⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩+

1

α2
⟨ϕ0| eiHt1O†Oe−iHt1 |ϕ0⟩

)
.

(C.51)

Similarly, if the outcome is (1, 0m), the remaining (un-normalized) state is

1

2
|ϕ0⟩ −

1

2α
e−iHt2Oe−iHt1 |ϕ0⟩ , (C.52)

and the probability is

Pr[the outcome is (1, 0m)|W = I]

=
1

4

(
1− 1

α
⟨ϕ0| eiHt1O†eiHt2 |ϕ0⟩ −

1

α
⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩+

1

α2
⟨ϕ0| eiHt1O†Oe−iHt1 |ϕ0⟩

)
.

(C.53)
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Hence, the expectation of X is

E[X] = α · (Pr[the outcome is (0, 0m)|W = I]− Pr[the outcome is (1, 0m)|W = I])

(C.54)

=
1

2
(⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩+ ⟨ϕ0| eiHt1O†eiHt2 |ϕ0⟩)

=
1

2
(⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩+ ⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩)

= ℜ ⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩ . (C.55)

Case 2: W = S Similar to the case 1, we have

Pr[the outcome is (0, 0m)|W = S] (C.56)

= ⟨ϕ0|
(
1

2
I − i

2α
eiHt1O†eiHt2

)(
1

2
I +

i

2α
e−iHt2Oe−iHt1

)
|ϕ0⟩

=
1

4

(
1− i

α
⟨ϕ0| eiHt1O†eiHt2 |ϕ0⟩+

i

α
⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩+

1

α2
⟨ϕ0| eiHt1O†Oe−iHt1 |ϕ0⟩

)
.

(C.57)

And

Pr[the outcome is (1, 0m)|W = S]

=
1

4

(
1 +

i

α
⟨ϕ0| eiHt1O†eiHt2 |ϕ0⟩ −

i

α
⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩+

1

α2
⟨ϕ0| eiHt1O†Oe−iHt1 |ϕ0⟩

)
.

(C.58)

Hence,

E[Y ] = α · (Pr[the outcome is (1, 0m)|W = S]− Pr[the outcome is (0, 0m)|W = S])

(C.59)

=
i

2
(−⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩+ ⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩)

= ℑ ⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩ . (C.60)

Therefore,

E[X + iY ] = ⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩ . (C.61)
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C.2.1 Generalized Hadamard test

In this subsection, we study the generalized Hadamard test for block-encodings

and we will show that the estimator’s variance can be reduced by replacing the first

Hadamard gate with an α-dependent single-qubit gate.

Suppose W = I and we replace the first Hadamard gate with the following

single-qubit gate:

G(a, b, θ) :=

[
a b

−eiθb eiθa

]
, (C.62)

where θ ∈ R, a, b ∈ C with |a|2 + |b|2 = 1.

Then, we have

|0⟩ |0m⟩ |ϕ0⟩
G(a,b,θ)−−−−→ a |0⟩ |0m⟩ |ϕ0⟩ − eiθb |1⟩ |0m⟩ |ϕ0⟩
C-e−iHt1−−−−−→ a |0⟩ |0m⟩ |ϕ0⟩ − eiθb |1⟩ (I ⊗ e−iHt1) |0m⟩ |ϕ0⟩

C-U−−→ a |0⟩ |0m⟩ |ϕ0⟩ − eiθb |1⟩U(I ⊗ e−iHt1) |0m⟩ |ϕ0⟩
C-e−iHt2−−−−−→ a |0⟩ |0m⟩ |ϕ0⟩ − eiθb |1⟩ (I ⊗ e−iHt2)U(I ⊗ e−iHt1) |0m⟩ |ϕ0⟩
G(p,q,ρ)−−−−→ a(p |0⟩ − eiρq |1⟩) |0m⟩ |ϕ0⟩ − eiθb(q |0⟩+ eiρp |1⟩)(I ⊗ e−iHt2)U(I ⊗ e−iHt1) |0m⟩ |ϕ0⟩

=: |ϕ1⟩ .

Hence, the un-normalized remaining state after the measurement with outcome (0, 0m)

is:

(⟨0| ⟨0m| ⊗ I) |ϕ1⟩ = ap |ϕ0⟩ −
eiθbq

α
e−iHt2Oe−iHt1 |ϕ0⟩ . (C.63)

It implies that

Pr[the outcome is (0, 0m)|W = I] (C.64)

= ⟨ϕ0|
(
apI − e−iθbq

α
eiHt1O†eiHt2

)(
apI − eiθbq

α
e−iHt2Oe−iHt1

)
|ϕ0⟩

= |a|2|p|2 + |b|
2|q|2
α2

⟨ϕ0| eiHt1O†Oe−iHt1 |ϕ0⟩

−e
iθabpq

α
⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩ −

e−iθabpq

α
⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩. (C.65)
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On the other hand, the un-normalized state for the outcome (1, 0m) is

(⟨1| ⟨0m| ⊗ I) |ϕ1⟩ = −eiρaq |ϕ0⟩ −
ei(θ+ρ)bp

α
e−iHt2Oe−iHt1 |ϕ0⟩ , (C.66)

and the probability is

Pr[the outcome is (1, 0m)|W = I] (C.67)

= ⟨ϕ0|
(
−e−iρaqI − e−i(θ+ρ)bp

α
eiHt1O†eiHt2

)(
−eiρaqI − ei(θ+ρ)bp

α
e−iHt2Oe−iHt1

)
|ϕ0⟩

= |a|2|q|2 + |b|
2|p|2
α2

⟨ϕ0| eiHt1O†Oe−iHt1 |ϕ0⟩

+
eiθabpq

α
⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩+

e−iθabpq

α
⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩ (C.68)

If we choose |p| = |q| = 1√
2
, then we have

Pr[the outcome is (1, 0m)|W = I]− Pr[the outcome is (0, 0m)|W = I]

= ℜ4e
iθabpq

α
⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩ . (C.69)

Notice that to make the Hadamard test work, we need the coefficient 4eiθabpq
α

to be a

real or an imaginary number.

Now, we show how to choose the parameters to minimize the variance. With-

out loss of generality, we may assume a, b ∈ (0, 1) such that a2 + b2 = 1 and use p, q

to cancel the phase factor, i.e., eiθabpq = 1
2
ab. It gives that:

Pr[the outcome is (1, 0m)|W = I]− Pr[the outcome is (0, 0m)|W = I]

=
2ab

α
ℜ ⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩ , (C.70)

and

Pr[the outcome is (1, 0m)|W = I] + Pr[the outcome is (0, 0m)|W = I]

= a2 +
b2

α2
⟨ϕ0| eiHt1O†Oe−iHt1 |ϕ0⟩ (C.71)
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Now, define the random variable as follows:

X :=





α
2ab

if the outcome is (1, 0m),

− α
2ab

if the outcome is (0, 0m),

0 otherwise.
(C.72)

Then, we have

E[X] = ℜ ⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩ . (C.73)

And we have

Var[X] = E[X2]− E[X]2

=
α2

4a2b2

(
a2 +

b2

α2
⟨ϕ0| eiHt1O†Oe−iHt1 |ϕ0⟩

)
−
(
ℜ ⟨ϕ0| e−iHt2Oe−iHt1 |ϕ0⟩

)2
.

(C.74)

The second term is fixed for any parameters. And for the first term, we have

α2

4a2b2

(
a2 +

b2

α2
⟨ϕ0| eiHt1O†Oe−iHt1 |ϕ0⟩

)
=

α2

4b2
+

1

4a2
⟨ϕ0| eiHt1O†Oe−iHt1 |ϕ0⟩

(C.75)

=
α2

4(1− a2) +
∥Oe−iHt1 |ϕ0⟩ ∥2

4a2

≥ 1

4
(α + ∥Oe−iHt1 |ϕ0⟩ ∥)2, (C.76)

where the minimizer is at a :=
√

∥Oe−iHt1 |ϕ0⟩∥
α+∥Oe−iHt1 |ϕ0⟩∥

. However, since we do not know

the value of ∥Oe−iHt1 |ϕ0⟩ ∥, there are two approaches to resolve this issue: (1) use

another quantum circuit to estimate ∥Oe−iHt1 |ϕ0⟩ ∥ and then set the parameters; (2)

just take a :=
√

1
α+1

. Notice that when the first gate is the Hadamard gate, i.e.,

a = 1√
2
, we have

Var

[
X
∣∣∣ a =

1√
2

]
=

1

2
(α2 + ∥Oe−iHt1 |ϕ0⟩ ∥2). (C.77)
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When a =
√

1
α+1

, we have

Var

[
X
∣∣∣ a =

1√
α + 1

]
=

1

4
α(α + 1) +

1

4
∥Oe−iHt1 |ϕ0⟩ ∥2(α + 1) (C.78)

=
1

2
(α2 + ∥Oe−iHt1 |ϕ0⟩ ∥2)−

1

4
(α− 1)(α− ∥Oe−iHt1 |ϕ0⟩ ∥2)

≤ Var

[
X
∣∣∣ a =

1√
2

]
, (C.79)

where the last step follows from α ≥ 1 and ∥Oe−iHt1 |ϕ0⟩ ∥2 ≤ 1. Therefore, we can

reduce the estimator’s variance by choosing a =
√

1
α
. Moreover, if α is large, the new

variance is about half of the variance using the Hadamard gate.

Similar strategy can also be used to reduce the variance of the random variable

Y .
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Appendix D: Omitted Materials from Chapter 6

D.1 Proof of the QED-mixer’s universality for planar graphs

In this section we prove that QED-mixer is able to evolve between two arbitrary

paths in O(n) loop operations on a planar graph. Given a undirected graph G(V,E)

with k pairs (si, ti). The goal is to find k paths connecting si and ti for all i ∈ [k]

such that the maximum of congestion in each edge is minimized.

Proof: We first assume that P1 and P2 do not have any common vertex. Then,

s
P1−→ t

−P2−−→ s forms a closed simple region, where −P2 means the inverse direction

of path P2. By Jordan’s theorem [Hal07], we can take the “interior" of this region,

which is a subgraph G′ of G. It’s easy to see that every cycle in G′ is also a cycle

in G. Hence, we can apply a loop operation for every cycle in G′, and doing so in

some specific directions will transform P1 to P2. Wlog., suppose s P1−→ t
−P2−−→ s is in

clockwise direction. Then, for every cycle, we apply a counter-clock loop operator,

which is equivalent to transfer 1 unit of flow counter-clockwise through the cycle. Let

e = (u, v) be an edge in G′. If e is contained in P1 and initially there is 1 unit flow

from u to v. After the loop operation, another 1 unit flow from v to u is introduced

so that the total flow on e is 0. Similarly, if e is contained in P2 and is in the same

direction as P2, then the flow on e is 1. For all the interior edges, the flow on them is

0 because each edge is contained in two cycles and the loop operation on each cycle

will introduce 1 unit flow through e in opposite directions, which will be cancelled by

each other. Therefore, after these loop operations, the flow from s to t through P1

will be transformed to P2.

In general, let v1 = s, . . . , vl = t be l common vertices between P1 and P2,

sorted by their appearance orders in the path. Then, we can see that for all i ∈ [t−1],
vi → vi+1 → vi forms a closed simple region and we take the subgraph G′i. For each

G′i, we can apply a series of loop operations to transform vi
P1−→ vi+1 to vi

P2−→ vi+1.
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Therefore, after processing t− 1 subgraphs, P1 will be transformed to P2.

Lastly, we show that the number of loop operations we applied is O(n). For

each cycle, we only apply the corresponding loop operation once. Hence, the number

of loop operations is upper bounded by the number of cycles in G. Since G is planar,

Euler characteristic for planar graph gives n−m+ f = 2, where m is the number of

edges in G and f is the number of cycles. Thus, we have f = m − n + 2. We also

know that, for planar graph, m ≤ 3n− 6. Hence, f ≤ 2n− 4 = O(n). Therefore, we

can transform P1 to P2 by O(n) loop operations.

D.2 Dual “height-model" formulation

Here we consider a canonical (for a detailed description, see, [Fis04], for exam-

ple) dual picture description of the algorithm on plane graphs that might be useful

for implementation sometimes. In graph theory, the dual of any plane graph G is

obtained by taking each of its faces as a vertex, and drawing an edge between any

two neighboring faces. In this dual representation, an initial configuration is chosen,

and the states are defined by the relative “loop distance" to the initial configuration.

The amount of flow on each path is then equal to the initial flow plus the difference

between states of adjacent faces with the direction perpendicular counterclockwise to

the gradient direction. Namely, a “1" state on some elementary loop adds a counter-

clockwise flow loop to the initial configuration, and vice versa. Naively, one would

think that the total Hilbert size for EDP problem becomes 3kf , where f stands for

the number of faces; this makes the Hilbert space a polynomial order less than the

original picture, considering e > f on planar graphs. In addition, we could prepare

equal superposition states in the dual picture. Nevertheless, there are cases which

require more levels on each face, as shown in Figure. D.1. For larger graphs, the dual

encoding thus becomes even more expensive. On the other hand, the encoding still

cannot get rid of isolated loops, although a direct interpretation of RQED-mixer is

possible. In conclusion, the dual description can be a useful alternative when consid-
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-1
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Figure D.1: Examples of dual picture description We consider a single-pair flow
instance: red represents initial/reference configuration, and blue stands for the final
configuration. Numbers on each faces stands for the states encoded in dual picture
language; every unlabeled face has state 0. In some cases (left) the range of dual
state could be simply −1, 0, 1 whereas more complicated paths (right) needs greater
range, which could be proportional to the radius of the graph, namely O(

√
n).

ering the ordinary QED-mixer on small graphs, but adds significant qubit resource

overheads for larger graphs.
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Appendix E: Omitted Materials from Chapter 9

E.1 Initialization

Let us state an initialization result which is very standard in literature, see

Section 10 in [LSW15], Appendix A in [CLS19], and Section 9 in [JKL+20]. It can be

easily proved using the property of special matrix/Kronecker product (Fact 9.14).

Lemma E.1. For an SDP instance defined in Definition 9.1 (m n × n constraint

matrices, let X∗ be any optimal solution to SDP.), assume it has two properties :

1. Bounded diameter: for any feasible solution X ∈ Rn×n
⪰0 , it has ∥X∥2 ≤ R.

2. Lipschitz objective: the objective matrix C ∈ Rn×n has bounded spectral norm,

i.e., ∥C∥2 ≤ L.

Given ϵ ∈ (0, 1/2], we can construct the following modified SDP instance in dimension

n+ 2 with m+ 1 constraints:

max
X⪰0

⟨C,X⟩

s.t. ⟨Ai, X⟩ = bi, ∀i ∈ [m+ 1],

where

Ai =



Ai 0n 0n
0⊤n 0 0
0⊤n 0 bi

R
− tr[Ai]


 ∀i ∈ [m], and Am+1 =



In 0n 0n
0⊤n 1 0
0⊤n 0 0


 .

b =

[
1
R
b

n+ 1

]
, C =



ϵ
L
· C 0n 0n
0⊤n 0 0
0⊤n 0 −1


 .

Moreover, it has three properties:

1390



1. (X0, y0, S0) are feasible primal and dual solutions of the modified instance, where

X0 = In+2 , y0 =

[
0m
1

]
, S0 =



In − C · ϵL 0n 0

0⊤n 1 0
0⊤n 0 1


 . (E.1)

2. For any feasible primal and dual solutions (X, y, S) with duality gap at most ϵ2,

the matrix X̂ = R ·X [n]×[n], where X [n]×[n] is the top-left n-by-n block submatrix

of X. The matrix X̂ has three properties

⟨C, X̂⟩ ≥ ⟨C,X∗⟩ − LR · ϵ,

X̂ ⪰ 0,
∑

i∈[m]

|⟨Ai, X̂⟩ − bi| ≤ 4nϵ ·
(
R
∑

i∈[m]

∥Ai∥1 + ∥b∥1
)
,

3. If we take ϵ ≤ ϵ2N in Eq. (E.1), then the initial dual solution satisfies the induc-

tion invariant:

g(y0, η)H(y0)
−1g(y0, η) ≤ ϵ2N .

E.2 From Dual to Primal

We state a lemma about transforming a nearly optimal dual solution to a

primal solution for SDP, which is very standard in literature and follows directly

from Section 10 in [LSW15] and Fact 9.14.

Lemma E.2. Given parameter ηfinal = 1
n+2

(1 + ϵN
20
√
n
)T where T = 40ϵ−1N

√
n log(n/ϵ),

dual variable y ∈ Rm and slack variable S ∈ Rn×n such that

g(y, ηfinal)H(y)−1g(y, ηfinal) ≤ ϵ2N
m∑

i=1

yiAi − C = S

b⊤y ≤ b⊤y∗ +
n

ηfinal
(1 + 2ϵN)

S ≻ 0
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with ϵN ≤ 1/10. Then there is an algorithm that finds a primal variable X ∈ Rn×n

in O(nω+o(1)) time such that

⟨C,X⟩ ≥ ⟨C,X∗⟩ − LR · ϵ

X ⪰ 0 (E.2)
∑

i∈[m]

|⟨Ai, X⟩ − bi| ≤ 4nϵ · (R
∑

i∈[m]

∥Ai∥1 + ∥b∥1)

E.3 Our Straightforward Implementation of the Hybrid Bar-
rier SDP Solver

Theorem E.3 (Our straight forward implementation of the hybrid algorithm [Ans00]).

The original hybrid barrier algorithm [Ans00] use

O∗(m2nω +m4n2 +mω+2)

cost per iteration.

Remark E.1. A naive implementation of hybrid barrier (e.g. Table 1.1 of [JKL+20]1)

takes time

O∗(m3nω +m4n2 +mω+2).

Our implementation (Theorem E.3) improves it to m2nω +m4n2 +mω+2 by reusing

the computations in the Hessian matrix.

Proof. In each iteration, the computation workload is comprised of the following:

• The slack variable S ∈ Rn×n, given by

S = S(y) =
m∑

i=1

yiAi − C.

1The bound claimed in [JKL+20] is O∗(m3nω +m4n2), since they want to consider the special
parameter regime where n ≤ m ≤ n2. In that regime, mω+2 is dominated by the first two terms.
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• The gradient of ϕvol, denote by ∇ϕvol(y) ∈ Rm, given by:

∇ϕvol(y)i = −tr[H(S)−1 · A(S−1AiS−1 ⊗ S−1)A⊤].

• The gradient of ϕlog, denote by ∇ϕlog(y) ∈ Rm, given by:

∇ϕlog(y)i = −tr[S−1 · Ai].

• The Hessian matrix of ϕlog, denoted by H(S) ∈ Rm×m, given by:

H(S) = A · (S−1 ⊗ S−1) · A⊤

• The first component of the Hessian matrix of ϕvol, denoted by Q(S) ∈ Rm×m,

(recall from [Ans00], ∇2ϕvol(y) = 2Q(S) +R(S)− 2T (S) ∈ Rm×m), given by:

Q(S)i,j = tr[H(S)−1A(S−1AiS
−1AjS

−1 ⊗S S−1)A⊤].

• The second component of Hessian matrix of ϕvol, denoted by R(S) ∈ Rm×m,

given by:

R(S)i,j = tr[H(S)−1A(S−1AiS
−1 ⊗S S−1AjS−1)A⊤].

• The third component of Hessian matrix of ϕvol, denoted by T (S) ∈ Rm×m, given

by:

T (S)i,j = tr[H(S)−1A(S−1AiS
−1 ⊗S S−1)A⊤H(S)−1A(S−1AjS

−1 ⊗S S−1)A⊤].

• Newton direction, denoted by δy ∈ Rm, given by

δy = −(∇2ϕ(y))−1(ηb−∇ϕ(y)).

To find all these items, we carry out the following computations.

Step 1. We compute S ∈ Rn×n in mn2 time.
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Step 2. We compute S−1AiS−1Aj ∈ Rn×n and S−1Ai for all i ∈ {1, · · · ,m}, ∀j ∈
{1, · · · ,m}. This step costs nωm2. Since H(S)i,j = tr[S−1AiS

−1Aj], it costs an

additional nm2 time to compute H(S), and nω time to find H(S)−1 correspondingly.

Since ∇ϕlog(y)i = −tr[S−1 · Aj], we already find ∇ϕlog(y). In total, this step costs

nωm2 time.

Step 3. We compute tr[S−1AkS
−1AlS

−1Ai] and tr[S−1AkS
−1AlS

−1AiS
−1Aj] for

all i, j, k, l ∈ [m]. For the former, we only need to sum up all diagonal terms of

S−1AkS
−1AlS

−1Ai, and each diagonal term is computed by multiplying one column of

S−1Ak and one column of S−1AlS−1Ai. Therefore, the cost of finding tr[S−1AkS
−1AlS

−1Ai]

for all i, k, l ∈ [m] is m3n2. For the latter, we only need to sum up all diagonal terms

of S−1AkS−1AlS−1AiS−1Aj, and each diagonal term is computed by multiplying one

column of S−1AkS−1Al and one column of S−1AiS−1Aj. Therefore, the cost of finding

tr[S−1AkS
−1AlS

−1AiS
−1Aj] for all i, j, k, l ∈ [m] is m4n2.2 In total, this step costs

m4n2 time.

Step 4. We compute ∇ϕvol(y), Q(S), R(S), and T (S). We note

(A(S−1AiS
−1 ⊗ S−1)A⊤)k,l = tr[AkS

−1AlS
−1AiS

−1]

(A(S−1 ⊗ S−1AiS−1)A⊤)k,l = tr[AkS
−1AiS

−1AlS
−1]

and

(A(S−1AiS
−1AjS

−1 ⊗ S−1)A⊤)k,l = tr[AkS
−1AlS

−1AiS
−1AjS

−1]

(A(S−1 ⊗ S−1AiS−1AjS−1)A⊤)k,l = tr[AkS
−1AiS

−1AjS
−1AℓS

−1]

and

(A(S−1AiS
−1 ⊗ S−1AjS−1)A⊤)k,l = tr[AkS

−1AjS
−1AlS

−1AiS
−1]

2If we batch them together and use matrix multiplication, this term will be Tmat(m
2, n2,m2).
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Thus each coordinate of ∇ϕvol(y), Q(S), R(S), and T (S) can be computed by multi-

plying the terms in the second step (i.e. tr[S−1AkS−1AlS−1Ai] and tr[S−1AkS
−1AlS

−1AiS
−1Aj]

for all i, j, k, l ∈ [m]) with H(S)−1, and then taking trace. These cost O(mω+2) time,

in total. More specifically, for the gradient ∇ϕvol(y),

(∇ϕvol(y))i = − tr[H(S)−1 · A(S−1AiS−1 ⊗ S−1)A⊤]

=
m∑

k=1

m∑

l=1

−H(S)−1k,l · tr[AkS−1AlS−1AiS−1].

Hence, it takes O(m3)-time to compute ∇ϕvol(y).

For Q(S),

Q(S)i,j = tr[H(S)−1A(S−1AiS
−1AjS

−1 ⊗S S−1)A⊤]

=
m∑

k=1

m∑

l=1

−H(S)−1k,l ·
1

2

(
tr[AkS

−1AlS
−1AiS

−1AjS
−1] + tr[AkS

−1AiS
−1AjS

−1AℓS
−1]
)
.

Hence, it takes O(m4)-time to compute Q(S).

For R(S),

R(S)i,j = tr[H(S)−1A(S−1AiS
−1 ⊗S S−1AjS−1)A⊤]

=
m∑

k=1

m∑

l=1

−H(S)−1k,l ·
1

2

(
tr[AkS

−1AjS
−1AlS

−1AiS
−1] + tr[AkS

−1AiS
−1AlS

−1AjS
−1]
)
.

Hence, it takes O(m4)-time to compute Q(S). For T (S),

T (S)i,j = tr[H(S)−1A(S−1AiS
−1 ⊗S S−1)A⊤H(S)−1A(S−1AjS

−1 ⊗S S−1)A⊤]

= vec[A(S−1AjS
−1 ⊗S S−1)A⊤]⊤(H(S)−1 ⊗H(S)−1)vec[A(S−1AiS

−1 ⊗S S−1)A⊤].

The matrix A(S−1AiS
−1 ⊗S S−1)A⊤ can be computed in O(m2)-time, via

(A(S−1AiS
−1 ⊗S S−1)A⊤)k,l =

1

2

(
tr[AkS

−1AlS
−1AiS

−1] + tr[AkS
−1AiS

−1AlS
−1]
)
.

Then, we vectorize this matrix and multiply with the Kronecker product H(S)−1 ⊗
H(S)−1. It takes O(mω)-time to obtain the vector

(H(S)−1 ⊗H(S)−1)vec[A(S−1AiS
−1 ⊗S S−1)A⊤] ∈ Rm2

.
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Next, we do the inner product and get T (S)i,j in O(m2)-time. Thus, T (S) can be

computed in O(mω+2)-time. Therefore, this step takes mω+2 time in total.

Step 5. We compute δy ∈ Rm. Since

∇2ϕ(y) = 225

√
n

m
·
(
Q(S) +R(S) + T (S) +

m− 1

n− 1
·H(S)

)
,

it can be found in m2 time using the terms in the second and fourth step. Notice

ηb − ∇ϕ(y) = ηb − 225
√

n
m
·
(
∇ϕvol(y) +

m−1
n−1 · ∇ϕlog(y)

)
, it can be computed in m

time. Then, δy can be computed in mω time. In total, this step costs mω time.

Summing up, the total cost per iteration is given by

mn2 + nωm2 +m4n2 + nωm2 +mω+2 = m2nω +m4n2 +mω+2.

E.4 Maintain the Leverage Score Matrix of the Volumetric
Barrier

It is observed in the LP that the volumetric barrier is roughly like the log

barrier weighted by the leverage score of the matrix Ax := S−1A, which is defined to

be the diagonal elements of the orthogonal projection matrix A⊤x (A⊤xAx)⊤Ax. Similar

phenomenon also appears in the SDP. we first consider the orthogonal projection

matrix P ∈ Rn2×n2 on the image of A(S−1/2 ⊗ S−1/2):

P (S) := (S−1/2 ⊗ S−1/2)A⊤
(
A(S−1 ⊗ S−1)A⊤

)−1
A(S−1/2 ⊗ S−1/2) ∈ Rn2×n2

.

Then, we define the leverage score matrix as the block-trace of P (S):

Definition E.1 (Leverage score matrix). For S ≻ 0, define the leverage score matrix

Σ(S) ∈ Rn×n as:

Σ(S)i,j := tr
[
(ei ⊗ In)⊤P (ej ⊗ In)

]
∀i, j ∈ [n].
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In this section, we show how to efficiently compute the leverage score matrix

in each iteration of the IPM via low-rank update and amortization, which may be of

independent interest.

E.4.1 Basic facts on the leverage score matrix

Fact E.4 (Gradient of the volumetric barrier). For S ≻ 0, we have

∇ϕvol(y) = −A(S−1/2 ⊗ S−1/2)vec(Σ).

The computation cost is mn2 + nω.

Proof. The computation cost is mn2+Tkron(n), where Tkron(n) is the time to compute

(A⊗B)v for A,B ∈ Rn×n, v ∈ Rn2 .

By Fact 9.12, we have Tkron(n) = nω.

Fact E.5 (“Proxy” Hessian of the volumetric barrier). For S ≻ 0, we have

Q(S) = A(S ⊗ (S−1/2ΣS−1/2))A⊤.

Fact E.6 (Trace of the leverage score matrix). It holds that

tr[Σ] = m.

E.4.2 Efficient algorithm for the leverage score matrix

This section shows how to maintain Σ efficiently.

Lemma E.7. Let Σ(S)i,j := tr
[
(ei ⊗ In)⊤P (S)(ej ⊗ In)

]
. S−1/2 ∈ Rn×n, S−1 ∈

Rn×n, and H(S)−1 ∈ Rn2×n2 are known. Then we can compute Σ(S) ∈ Rn×n it in

min
{
n4 + TM(S), n

ωm2
}

Proof. We provide two different approaches for computing the matrix Σ(S).
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Approach 1. Each entry of Σ(S) can be expressed as follows:

Σ(S)i,j := tr
[
(ei ⊗ In)⊤P (S)(ej ⊗ In)

]

= tr
[
(ei ⊗ In)⊤(S−1/2 ⊗ S−1/2)A⊤H(S)−1A(S−1/2 ⊗ S−1/2)(ej ⊗ In)

]

= tr
[(
(S−1/2)⊤i ⊗ S−1/2

)
A⊤H(S)−1A

(
(S−1/2)j ⊗ S−1/2

)]

= tr
[(
(S−1/2)⊤i ⊗ S−1/2

)
M(S)

(
(S−1/2)j ⊗ S−1/2

)]

= tr
[(
(S−1/2)j ⊗ S−1/2

) (
(S−1/2)⊤i ⊗ S−1/2

)
M(S)

]

= tr
[(
(S−1/2)j(S

−1/2)⊤i ⊗ S−1
)
M(S)

]
,

where M(S) := A⊤H(S)−1A ∈ Rn2×n2 . Notice that

(
(S−1/2)j(S

−1/2)⊤i ⊗ S−1
)
M(S)

=
(
(S−1/2)j(S

−1/2)⊤i ⊗ S−1
) [

vec[M(S)(1,1)] vec[M(S)(1,2)] · · · vec[M(S)(n,n)]
]

=
[
vec[S−1M(1,1)(S

−1/2)i(S
−1/2)⊤j ] · · · vec[S−1M(n,n)(S

−1/2)i(S
−1/2)⊤j ]

]
∈ Rn2×n2

,

where M(k,ℓ) ∈ Rn×n := mat[M(S)(k,ℓ)] is the matrix form of the (k, ℓ)-th column of

M(S) ∈ Rn2×n2 for (k, ℓ) ∈ [n]× [n]. Hence,

Σ(S)i,j =
n∑

k=1

n∑

ℓ=1

vec
[
S−1M(k,ℓ)(S

−1/2)i(S
−1/2)⊤j

]
(k−1)n+ℓ

=
n∑

k=1

n∑

ℓ=1

(
S−1M(k,ℓ)(S

−1/2)i(S
−1/2)⊤j

)
ℓ,k

=
n∑

k=1

n∑

ℓ=1

e⊤ℓ · S−1M(k,ℓ)(S
−1/2)i(S

−1/2)⊤j · ek

=
n∑

k=1

n∑

ℓ=1

(S−1)⊤ℓ ·M(k,ℓ) · (S−1/2)i · (S−1/2)j,k.
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Then, we get that

Σ(S) =
n∑

i=1

n∑

j=1

eie
⊤
j

n∑

k=1

n∑

ℓ=1

(S−1)⊤ℓ ·M(k,ℓ) · (S−1/2)i · (S−1/2)j,k

=
n∑

i=1

n∑

k=1

n∑

ℓ=1

(
(S−1)⊤ℓ ·M(k,ℓ) · (S−1/2)i

)
ei ·
(

n∑

j=1

(S−1/2)j,k · e⊤j

)

=
n∑

i=1

n∑

k=1

n∑

ℓ=1

(
(S−1)⊤ℓ ·M(k,ℓ) · (S−1/2)i

)
ei · (S−1/2)⊤k

=
n∑

k=1

n∑

ℓ=1

(
n∑

i=1

(S−1)⊤ℓ ·M(k,ℓ) · (S−1/2)i · ei
)
· (S−1/2)⊤k

=
n∑

k=1

n∑

ℓ=1

(
(S−1)⊤ℓ ·M(k,ℓ) · S−1/2

)⊤ · (S−1/2)⊤k

=
n∑

k=1

n∑

ℓ=1

S−1/2 ·M⊤
(k,ℓ) · (S−1)ℓ · (S−1/2)⊤k

= S−1/2 ·
n∑

k=1

n∑

ℓ=1

M⊤
(k,ℓ) · (S−1)ℓ · e⊤k · S−1/2. (E.3)

Therefore, once we have S−1/2 ∈ Rn×n, S−1 ∈ Rn×n, and M(S) ∈ Rn2×n2 , then

the Σ(S) can be computed exactly in O(n4)-time using Eq. (E.3). More specifically,

Step 1. For k, ℓ ∈ [n], we form M(k,ℓ) from M(S), which takes O(n2)-time.

Step 2. We compute the matrix

Wk,ℓ :=M⊤
(k,ℓ) · (S−1)ℓ · e⊤k ∈ Rn×n

in O(n2) time. And it takes O(n4)-time to compute {Wk,ℓ}k,ℓ∈[m].

Step 3. We sum all the Wk,ℓ together in O(n4)-time. And

Σ(S) = S−1/2 ·
(

n∑

k=1

n∑

ℓ=1

Wk,ℓ

)
· S−1/2,
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which can be done in O(nω)-time.

Hence, Σ(S) can be computed in

O
(
nω + n4 + TM(S)

)
= O

(
n4 + TM(S)

)

time, where TM(S) is the computation cost for computing M(S).

Approach 2. Another approach for computing Σ(S) can be done in O (nωm2)-time,

without maintaining M(S).

Recall that

Σ(S)i,j = tr
[(
(S−1/2)⊤i ⊗ S−1/2

)
A⊤ ·H(S)−1 · A

(
(S−1/2)j ⊗ S−1/2

)]

= tr
[
Mi ·H(S)−1 ·M⊤

j

]

=
〈
M⊤

j Mi, H(S)−1
〉

Consider the matrix Mi:

Mi :=
(
(S−1/2)⊤i ⊗ S−1/2

)
A⊤

=
(
(S−1/2)⊤i ⊗ S−1/2

) [
vec[A1] vec[A2] · · · vec[Am]

]

=
[
S−1/2A1(S

−1/2)i · · · S−1/2Am(S
−1/2)i

]
∈ Rn×m.

For k, l ∈ [m], the (k, l)-entry of M⊤
j Mi is

(S−1/2Ak(S
−1/2)j)

⊤ · (S−1/2Al(S−1/2)i) = (S−1/2)⊤j AkS
−1/2 · S−1/2Al(S−1/2)i

= (S−1/2)⊤j AkS
−1Al(S

−1/2)i

= (S−1/2AkS
−1AlS

−1/2)j,i

= (S−1/2AlS
−1AkS

−1/2)i,j.

Hence, (i, j)-entry of Σ(S) is

Σ(S)i,j =
m∑

k=1

m∑

l=1

(S−1/2AlS
−1AkS

−1/2)i,j · (H(S)−1)k,l.
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It implies that

Σ(S) =
m∑

k=1

m∑

l=1

S−1/2AlS
−1AkS

−1/2 · (H(S)−1)k,l.

We use the following steps to compute Σ(S):

Step 1. We compute S−1/2AlS
−1AkS

−1/2 for all k, l ∈ [m]. It can be done in

O(nωm2)-time.

Step 2. We compute Σ(S) by summing the m2 matrices with weights (H(S)−1)k,l.

It can be done in O(m2n2)-time.

Hence, it takes O(nωm2)-time in total to compute Σ(S), assuming H(S)−1 is

given.

E.4.3 Maintain intermediate matrix

The following lemma shows how to efficiently compute M(S) in each iteration:

Lemma E.8 (Compute M(S)). The matrix M(S) := A⊤H(S)−1A ∈ Rn2×n2 can be

computed as follows:

• Part 1. In the initialization, if H(S)−1 ∈ Rm×m is already known, then M(S)

can be computed in Tmat(n
2,m, n2) time.

• Part 2. In each iteration, M(S̃) can be computed in Tmat(n
2, n2, nrt) time.

Proof. Part 1. GivenH(S)−1, it costs Tmat(n
2,m, n2) to computeM(S) = A⊤H(S)−1A ∈

Rn2×n2 .

Part 2. We can maintain M(S) in each iteration. Let S̃ ∈ Rn×n be the

approximated slack variable in the previous iteration and S̃new ∈ Rn×n be the current
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approximated slack variable. Let G := H(S̃)−1 ∈ Rm×m and Gnew := H(S̃new)−1 ∈
Rm×m. By Lemma 9.23, we have

Gnew = G−G · AY1 · (I + Y ⊤2 A⊤ · AY1)−1 · Y ⊤2 A⊤ ·G

Then,

M(S̃new) = A⊤GnewA

= A⊤GA− A⊤G · AY1 · (I + Y ⊤2 A⊤ · AY1)−1 · Y ⊤2 A⊤ ·GA

= M(S̃)−M(S̃) · Y1 · (I + Y ⊤2 A⊤ · AY1)−1 · Y ⊤2 ·M(S̃),

where Y1, Y2 ∈ Rn2×(2nrt+r2t ) and (I + Y ⊤2 A⊤ · AY1)−1 ∈ R(2nrt+r2t )×(2nrt+r2t ). Hence,

we first compute M(S̃)Y1 ∈ Rn2×nrt and Y ⊤2 M(S̃) ∈ Rnrt×n2 in Tmat(n
2, n2, nrt).

M(S̃new) ∈ Rn2×n2 can be directly computed from Gnew ∈ Rm×m in Tmat(n
2, nrt, n

2)-

time.

E.4.4 Amortized running time

Theorem E.9. There is an algorithm that compute Σ(S) in each iteration of Algo-

rithm 45 with amortized cost-per-iteration

min
{
n2ω− 1

2 , nωm2
}
.

Proof. By Lemma E.7, we know that the cost-per-iteration to compute Sigma(S) is

min
{
n4 + TM(S), n

ωm2
}
,

where TM(S) = Tmat(n
2, nrt, n

2) by Lemma E.8.

Then, by Corollary 9.57, we have

T∑

t=1

Tmat(n
2, nrt, n

2) = O∗
(
T · n2ω− 1

2

)
.
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Therefore, the amortized running time per iteration is

min
{
n4 + n2ω− 1

2 , nωm2
}
= min

{
n2ω− 1

2 , nωm2
}
.

Remark E.2. The second term nωm2 in the running time represents the approach

that does not use the maintenance technique. When m = Ω(n0.94), the first approach

using low-rank update and amortization is faster.
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Appendix F: Theoretical Analysis of Sparsely
Activated Wide Neural Networks

This appendix is supplementary to Chapter 14.

F.1 Introduction

In this appendix, we follow the line of theoretical studies of sparsely trained

overparameterized neural networks and address the two main research limitations in

the previous studies (see e.g., Chapters 14 and 15).

1. The bias parameters used in the previous works are not trainable, contrary to

what people are doing in practice.

2. The previous works only provided the convergence guarantee, while lacking

the generalization performance which is of the central interest in deep learning

theory.

Thus, our study will fill the above important gaps, by providing a comprehensive

study of training one-hidden-layer sparsely activated neural networks in the NTK

regime with (a) trainable biases incorporated in the analysis; (b) finer analysis of

the convergence; and (c) first generalization bound for such sparsely activated neural

networks after training with sharp bound on the restricted smallest eigenvalue of the

limiting NTK. We further elaborate our technical contributions are follows:

1. Convergence. Surprisingly, Theorem F.1 shows that the network after spar-

sification can achieve as fast convergence as the original network. It further

provides the required width to ensure that gradient descent can drive the train-

ing error towards zero at a linear rate. Our convergence result contains two novel

ingredients compared to the existing study. (1) Our analysis handles trainable
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bias, and shows that even though the biases are allowed to be updated from its

initialization, the network’s activation remains sparse during the entire train-

ing. This relies on our development of a new result showing that the change of

bias is also diminishing with a O(1/
√
m) dependence on the network width m.

(2) A finer analysis is provided such that the required network width to ensure

the convergence can be much smaller, with an improvement upon the previous

result by a factor of Θ̃(n8/3) under appropriate bias initialization, where n is

the sample size. This relies on our novel development of (1) a better charac-

terization of the activation flipping probability via an analysis of the Gaussian

anti-concentration based on the location of the strip and (2) a finer analysis of

the initial training error.

2. Generalization. Theorem F.5 studies the generalization of the network af-

ter gradient descent training where we characterize how the network width

should depend on activation sparsity, which lead to a sparsity-dependent lo-

calized Rademacher complexity and a generalization bound matching previ-

ous analysis (up to logarithmic factors). To our knowledge, this is the first

sparsity-dependent generalization result via localized Rademacher complexity.

In addition, compared with previous works, our result yields a better width’s

dependence by a factor of n10. This relies on (1) the usage of symmetric initial-

ization and (2) a finer analysis of the weight matrix change in Frobenius norm

in Lemma F.8.

3. Restricted Smallest Eigenvalue. Theorem F.5 shows that the generaliza-

tion bound heavily depends on the smallest eigenvalue λmin of the limiting

NTK. However, the previously known worst-case lower bounds on λmin un-

der data separation have a 1/n2 explicit dependence in [OS20, SYZ21], making

the generalization bound vacuous. Instead, our Theorem F.7 establishes a much

sharper lower bound restricted to a data-dependent region, which is sample-size-

independent. This hence yields a desirable generalization bound that vanishes
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as fast as O(1/
√
n), given that the label vector is in this region, which can be

done with simple label-shifting.

F.1.1 Related works

A work related to ours is [LK22] where they also considered training a one-

hidden-layer neural network with sparse activation and studied its convergence. How-

ever, different from our work, their sparsity is induced by sampling a random mask

at each step of gradient descent whereas our sparsity is induced by non-zero initial-

ization of the bias terms. Also, their network has no bias term, and they only focus

on studying the training convergence but not generalization. We discuss additional

related works here.

Training Overparameterized Neural Networks. Over the past few years, a

tremendous amount of efforts have been made to study training overparameterized

neural networks. A series of works have shown that if the neural network is wide

enough (polynomial in depth, number of samples, etc), gradient descent can drive the

training error towards zero in a fast rate either explicitly [DZPS19, DLL+19, JT19] or

implicitly [AZLS19a, ZG19, ZCZG20] using the neural tangent kernel (NTK) [JGH18].

Further, under some conditions, the networks can generalize [CG19]. Under the NTK

regime, the trained neural network can be well-approximated by its first order Taylor

approximation from the initialization and [LZB20] showed that this transition to

linearity phenomenon is a result from a diminishing Hessian 2-norm with respect

to width. Later on, [FG21] and [LZB22] showed that closeness to initialization is

sufficient but not necessary for gradient descent to achieve fast convergence as long

as the non-linear system satisfies some variants of the Polyak-Łojasiewicz condition.

On the other hand, although NTK offers good convergence explanation, it contradicts

the practice since (1) the neural networks need to be unrealistically wide and (2) the

neuron weights merely change from the initialization. As [COB19] pointed out, this

“lazy training” regime can be explained by a mere effect of scaling. Other works
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have considered the mean-field limit [CB18, MMM19, CCGZ20], feature learning

[AZL20, AZL22, SWL21, Tel22] which allow the weights to travel far away from the

initialization.

Sparse Neural Networks in Practice. Besides finding a fixed sparse mask at

the initialization as we mentioned in introduction, on the other hand, dynamic sparse

training allows the sparse mask to be updated during training, e.g., [MMS+18, MW19,

EGM+20, JPR+20, LCC+21, LMM+21, LYMP21].

F.2 Preliminaries

Notations. We use ∥·∥2 to denote vector or matrix 2-norm and ∥·∥F to denote the

Frobenius norm of a matrix. When the subscript of ∥·∥ is unspecified, it is default

to be the 2-norm. For matrices A ∈ Rm×n1 and B ∈ Rm×n2 , we use [A,B] to denote

the row concatenation of A,B and thus [A,B] is a m× (n1 + n2) matrix. For matrix

X ∈ Rm×n, the row-wise vectorization of X is denoted by X⃗ = [x1, x2, . . . , xm]
⊤

where xi is the i-th row of X. For a given integer n ∈ N, we use [n] to denote the set

{0, . . . , n}, i.e., the set of integers from 0 to n. For a set S, we use S to denote the

complement of S. We use N(µ, σ2) to denote the Gaussian distribution with mean µ

and standard deviation σ. In addition, we use Õ, Θ̃, Ω̃ to suppress (poly-)logarithmic

factors in O,Θ,Ω.

F.2.1 Problem formulation

Let the training set to be (X, y) where X = (x1, x2, . . . , xn) ∈ Rd×n denotes

the feature matrix consisting of n d-dimensional vectors, and y = (y1, y2, . . . , yn) ∈
Rn consists of the corresponding n response variables. We assume ∥xi∥2 ≤ 1 and

yi = O(1) for all i ∈ [n]. We use one-hidden-layer neural network and consider the
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regression problem with the square loss function:

f(x;W, b) :=
1√
m

m∑

r=1

arσ(⟨wr, x⟩ − br), L(W, b) :=
1

2

n∑

i=1

(f(xi;W, b)− yi)2,

where W ∈ Rm×d with its r-th row being wr, b ∈ Rm is a vector with br being the bias

of r-th neuron, ar is the second layer weight, and σ(·) denotes the ReLU activation

function. We initialize the neural network by Wr,i ∼ N(0, 1) and ar ∼ Uniform({±1})
and br = B for some value B ≥ 0 of choice, for all r ∈ [m], i ∈ [d]. We train only the

parameters W and b (i.e., the linear layer ar for r ∈ [m] is not trained) via gradient

descent, the update of which are given by

wr(t+ 1) = wr(t)− η
∂L(W (t), b(t))

∂wr
, br(t+ 1) = br(t)− η

∂L(W (t), b(t))

∂br
.

By the chain rule, we have ∂L
∂wr

= ∂L
∂f

∂f
∂wr

. The gradient of the loss with respect to

the network is ∂L
∂f

=
∑n

i=1(f(xi;W, b)− yi) and the network gradients with respect to

weights and bias are

∂f(x;W, b)

∂wr
=

1√
m
arxI(w⊤r x ≥ br),

∂f(x;W, b)

∂br
= − 1√

m
arI(w⊤r x ≥ br),

where I(·) is the indicator function. We further define H as the NTK matrix of this

network with

Hi,j(W, b) :=

〈
∂f(xi;W, b)

∂W
,
∂f(xj;W, b)

∂W

〉
+

〈
∂f(xi;W, b)

∂b
,
∂f(xj;W, b)

∂b

〉

=
1

m

m∑

r=1

(⟨xi, xj⟩+ 1)I(w⊤r xi ≥ br, w
⊤
r xj ≥ br) (F.1)

and the infinite-width version H∞(B) of the NTK matrix H is given by

H∞ij (B) := Ew∼N(0,I)

[
(⟨xi, xj⟩+ 1)I(w⊤xi ≥ B,w⊤xj ≥ B)

]
.

Let λ(B) := λmin(H
∞(B)). We define Ir,i(W, b) := I(w⊤r xi ≥ br) and the matrix

Z(W, b) as

Z(W, b) :=
1√
m



I1,1(W, b)a1[x⊤1 ,−1]⊤ . . . I1,n(W, b)a1[x⊤n ,−1]⊤

... . . . ...
Im,1(W, b)am[x⊤1 ,−1]⊤ . . . Im,n(W, b)am[x⊤n ,−1]⊤


 ∈ Rm(d+1)×n.
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Note that H(W, b) = Z(W, b)⊤Z(W, b). Hence, the gradient descent step can be

written as

⃗[W, b](t+ 1) = ⃗[W, b](t)− ηZ(t)(f(t)− y)

where [W, b](t) ∈ Rm×(d+1) denotes the row-wise concatenation of W (t) and b(t) at

the t-th step of gradient descent, and Z(t) := Z(W (t), b(t)).

F.3 Main Theory
F.3.1 Convergence and sparsity

We present the convergence of gradient descent for the sparsely activated neu-

ral networks. Compared to the convergence result in Chapter 14, our study handles

the trainable bias with constant initialization in the convergence analysis (which is

the first of such a type). Also, our bound is sharper and yields a much smaller bound

on the width of neural networks to guarantee the convergence.

Theorem F.1 (Convergence). Let the learning rate η ≤ O(λ(B) exp(B2)
n2 ), and the bias

initialization B ∈ [0,
√
0.5 logm]. Assume λ(B) = λ0 exp(−B2/2) for some λ0 > 0

independent of B. Then, if the network width satisfies m ≥ Ω̃
(
λ−40 n4 exp(B2)

)
, over

the randomness in the initialization,

P
[
∀t : L(W (t), b(t)) ≤ (1− ηλ(B)/4)tL(W (0), b(0))

]
≥ 1− δ − e−Ω(n).

This theorem show that the training loss decreases linearly, and its rate de-

pends on the smallest eigenvalue of the NTK. The assumption on λ(B) in Theorem F.1

can be justified by Theorem 14.31 which shows that under some mild conditions, the

NTK’s least eigenvalue λ(B) is positive and has an exp(−B2/2) dependence. This

further implies that the network after sparsification can achieve as fast convergence

as the original network.

Remark F.1. Theorem F.1 establishes a much sharper bound on the width of the

neural network than previous work to guarantee the linear convergence. To elaborate,
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our bound only requires m ≥ Ω̃
(
λ−40 n4 exp(B2)

)
, as opposed to the bound m ≥

Ω̃(λ−40 n4B2 exp(2B2)) in Lemma 14.28. If we take B =
√
0.25 logm (as allowed by

the theorem), then our lower bound yields a polynomial improvement by a factor

of Θ̃(n/λ0)
8/3, which implies that the neural network width can be much smaller to

achieve the same linear convergence.

Key ideas in the proof of Theorem F.1. The proof mainly consists of developing

a novel bound on activation flipping probability and a novel upper bound on initial

error, as we elaborate below.

Like previous works, in order to prove convergence, we need to show that the

NTK during training is close to its initialization. Inspecting the expression of NTK in

Equation (F.1), observe that the training will affect the NTK by changing the output

of each indicator function. We say that the r-th neuron flips its activation with

respect to input xi at the k-th step of gradient descent if I(wr(k)⊤xi − br(k) > 0) ̸=
I(wr(k−1)⊤xi−br(k−1) > 0) for all r ∈ [m]. The central idea is that for each neuron,

as long as the weight and bias movement Rw, Rb from its initialization is small, then

the probability of activation flipping (with respect to random initialization) should

not be large. We first present the bound on the probability that a given neuron flips

its activation.

Lemma F.2 (Bound on Activation flipping probability). Let B ≥ 0 and Rw, Rb ≤
min{1/B, 1}. Let W̃ = (w̃1, . . . , w̃m) be vectors generated i.i.d. from N(0, I) and b̃ =

(b̃1, . . . , b̃m) = (B, . . . , B), and weights W = (w1, . . . , wm) and biases b = (b1, . . . , bm)

that satisfy for any r ∈ [m], ∥w̃r − wr∥2 ≤ Rw and |b̃r − br| ≤ Rb. Define the event

Ai,r = {∃wr, br : ∥w̃r − wr∥2 ≤ Rw, |br − b̃r| ≤ Rb, I(x⊤i w̃r ≥ b̃r) ̸= I(x⊤i wr ≥ br)}.

Then, for some constant c,

P [Ai,r] ≤ c(Rw +Rb) exp(−B2/2).
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Claim 14.19 presents a O(min{R, exp(−B2/2)}) bound on P[Ai,r]. The reason

that their bound involving the min operation is because P[Ai,r] can be bounded by

the standard Gaussian tail bound and Gaussian anti-concentration bound separately

and then, take the one that is smaller. On the other hand, our bound replaces the min

operation by the product which creates a more convenient (and tighter) interpolation

between the two bounds. Later, we will show that the maximum movement of neuron

weights and biases, Rw and Rb, both have a O(1/
√
m) dependence on the network

width, and thus our bound offers a exp(−B2/2) improvement where exp(−B2/2) can

be as small as 1/m1/4 when we take B =
√
0.5 logm.

Proof idea of Lemma F.2. First notice that P[Ai,r] = Px∼N(0,1)[|x − B| ≤ Rw +

Rb]. Thus, here we are trying to solve a fine-grained Gaussian anti-concentration

problem with the strip centered at B. The problem with the standard Gaussian anti-

concentration bound is that it only provides a worst case bound and, thus, is location-

oblivious. Centered in our proof is a nice Gaussian anti-concentration bound based on

the location of the strip, which we describe as follows: Let’s first assume B > Rw+Rb.

A simple probability argument yields a bound of 2(Rw+Rb)
1√
2π

exp(−(B−Rw−Rb)
2).

Since later in the Appendix we can show that Rw and Rb have a O(1/
√
m) dependence

(Lemma F.15 bounds the movement for gradient descent and Lemma F.16 for gradient

flow) and we only take B = O(
√
logm), by making m sufficiently large, we can safely

assume that Rw and Rb is sufficiently small. Thus, the probability can be bounded

by O((Rw + Rb) exp(−B2/2)). However, when B < Rw + Rb the above bound no

longer holds. But a closer look tells us that in this case B is close to zero, and

thus (Rw+Rb)
1√
2π

exp(−B2/2) ≈ Rw+Rb√
2π

which yields roughly the same bound as the

standard Gaussian anti-concentration.

Next, our proof of Theorem F.1 develops the following initial error bound.

Lemma F.3 (Initial error upper bound). Let B > 0 be the initialization value of the

biases and all the weights be initialized from standard Gaussian. Let δ ∈ (0, 1) be the

1411



failure probability. Then, with probability at least 1 − δ over the randomness in the

initialization, we have

L(W (0), b(0)) = O
(
n+ n

(
exp(−B2/2) + 1/m

)
log3(2mn/δ)

)
.

Claim 14.20 gives a rough estimate of the initial error withO(n(1+B2) log2(n/δ) log(m/δ))

bound. When we set B = C
√
logm for some constant C, our bound improves the

previous result by a polylogarithmic factor. The previous bound is not tight in the

following two senses: (1) the bias will only decrease the magnitude of the neuron

activation instead of increasing and (2) when the bias is initialized as B, only roughly

O(exp(−B2/2)) ·m neurons will activate. Thus, we can improve the B2 dependence

to exp(−B2/2).

By combining the above two improved results, we can prove our convergence

result with improved lower bound of m as in Remark F.1. We provide the complete

proof in Section F.6.

Lastly, since the total movement of each neuron’s bias has a O(1/
√
m) depen-

dence (shown in Lemma F.15), combining with the number of activated neurons at

the initialization, we can show that during the entire training, the number of activated

neurons is small.

Lemma F.4 (Number of Activated Neurons per Iteration). Assume the parameter

settings in Theorem F.1. With probability at least 1− e−Ω(n) over the random initial-

ization, we have

|Son(i, t)| = O(m · exp(−B2/2))

for all 0 ≤ t ≤ T and i ∈ [n], where Son(i, t) = {r ∈ [m] : wr(t)
⊤xi ≥ br(t)}.

F.3.2 Generalization and restricted least eigenvalue

In this section, we present the sparsity-dependent generalization of our neural

networks after gradient descent training. However, for technical reasons stated in
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Section F.3.3, we use symmetric initialization defined below. Further, we adopt the

setting in [ADH+19a] and use a non-degenerate data distribution to make sure the

infinite-width NTK is positive definite.

Definition F.1 (Symmetric Initialization). For a one-hidden layer neural network

with 2m neurons, the network is initialized as the following:

1. For r ∈ [m], independently initialize wr ∼ N(0, I) and ar ∼ Uniform({−1, 1}).

2. For r ∈ {m+ 1, . . . , 2m}, let wr = wr−m and ar = −ar−m.

Definition F.2 ((λ0, δ, n)-non-degenerate distribution, [ADH+19a]). A distribution

D over Rd×R is (λ0, δ, n)-non-degenerate, if for n i.i.d. samples {(xi, yi)}ni=1 from D,

with probability 1− δ we have λmin(H
∞(B)) ≥ λ0 > 0.

Theorem F.5. Fix a failure probability δ ∈ (0, 1) and an accuracy parameter ϵ ∈
(0, 1). Suppose the training data S = {(xi, yi)}ni=1 are i.i.d. samples from a (λ, δ, n)-

non-degenerate distribution D defined in Definition F.2. Assume the one-hidden layer

neural network is initialized by symmetric initialization in Definition F.1. Further, as-

sume the parameter settings in Theorem F.1 except we let m ≥ Ω̃ (λ(B)−6n6 exp(−B2)).

Consider any loss function ℓ : R×R→ [0, 1] that is 1-Lipschitz in its first argument.

Then with probability at least 1−2δ−e−Ω(n) over the randomness in symmetric initial-

ization of W (0) ∈ Rm×d and a ∈ Rm and the training samples, the two layer neural

network f(W (t), b(t), a) trained by gradient descent for t ≥ Ω( 1
ηλ(B)

log n log(1/δ)
ϵ

) itera-

tions has empirical Rademacher complexity (see its formal definition in Definition F.6

in Appendix) bounded as

RS(F) ≤
√
y⊤(H∞(B))−1y · 8 exp(−B2/2)

n
+ Õ

(
exp(−B2/4)

n1/2

)

and the population loss LD(f) = E(x,y)∼D[ℓ(f(x), y)] can be upper bounded as

LD(f(W (t), b(t), a)) ≤
√
y⊤(H∞(B))−1y · 32 exp(−B2/2)

n
+ Õ

(
1

n1/2

)
. (F.2)
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To show good generalization, we need a larger width: the second term in the

Rademacher complexity bound is diminishing withm and to make this termO(1/
√
n),

the width needs to have (n/λ(B))6 dependence as opposed to (n/λ(B))4 for conver-

gence. Now, at the first glance of our generalization result, it seems we can make the

Rademacher complexity arbitrarily small by increasing B. Recall from the discussion

of Theorem F.1 that the smallest eigenvalue of H∞(B) also has an exp(−B2/2) de-

pendence. Thus, in the worst case, the exp(−B2/2) factor gets canceled and sparsity

will not hurt the network’s generalization.

Before we present the proof, we make a corollary of Theorem F.5 for the zero-

initialized bias case.

Corollary F.6. Take the same setting as in Theorem F.5 except now the biases are

initialized as zero, i.e., B = 0. Then, if we let m ≥ Ω̃(λ(0)−6n6), the empirical

Rademacher complexity and population loss are both bounded by

RS(F), LD(f(W (t), b(t), a)) ≤
√
y⊤(H∞(0))−1y · 32

n
+ Õ

(
1

n1/2

)
.

Corollary F.6 requires the network widthm ≥ Ω̃((n/λ(0))6) which significantly

improves upon the previous result in [SY19, Theorem G.7] m ≥ Ω̃(n16poly(1/λ(0)))

(including the dependence on the rescaling factor κ) which is a much wider network.

Generalization Bound via Least Eigenvalue. Note that in Theorem F.5, the

worst case of the first term in the generalization bound in Equation (F.2) is given by

Õ(
√
1/(λ(B) · n)). Hence, the least eigenvalue λ(B) of the NTK matrix can signif-

icantly affect the generalization bound. Previous works [OS20, SYZ21] established

lower bounds on λ(B) with an explicit 1/n2 dependence on n under the δ data sep-

aration assumption (see Theorem F.7), which clearly makes a vacuous generalization

bound of Õ(
√
n). This thus motivates us to provide a tighter bound (desirably in-

dependent on n) on the least eigenvalue of the infinite-width NTK in order to make

the generalization bound in Theorem F.5 valid and useful. However, it turns out that

1414



there are major difficulties in proving a better lower bound in the general case and

thus, we are only able to present a better lower bound when we restrict the domain

to some (data-dependent) regions.

Definition F.3 (Data-dependent Region). Let pij = Pw∼N(0,I)[w
⊤xi ≥ B, w⊤xj ≥ B]

for i ̸= j. Define the (data-dependent) region R = {a ∈ Rn :
∑

i ̸=j aiajpij ≥
mini′ ̸=j′ pi′j′

∑
i ̸=j aiaj}.

Notice that R is non-empty for any input data-set since Rn
+ ⊂ R where Rn

+

denotes the set of vectors with non-negative entries, and R = Rn if pij = pi′j′ for all

i ̸= i′, j ̸= j′.

Theorem F.7 (Restricted Least Eigenvalue). Let X = (x1, . . . , xn) be points in Rd

with ∥xi∥2 = 1 for all i ∈ [n] and w ∼ N(0, Id). Suppose that there exists δ ∈ [0,
√
2]

such that

min
i ̸=j∈[n]

(∥xi − xj∥2 , ∥xi + xj∥2) ≥ δ.

Let B ≥ 0. Consider the minimal eigenvalue of H∞ over the data-dependent region

R defined above, i.e., let λ := min∥a∥2=1, a∈R a
⊤H∞a. Then, λ ≥ max(0, λ′) where

λ′ ≥ max

(
1

2
− B√

2π
,

(
1

B
− 1

B3

)
e−B

2/2

√
2π

)
− e−B2/(2−δ2/2)

π − arctan

(
δ
√

1−δ2/4
1−δ2/2

)

2π
.

(F.3)

To demonstrate the usefulness of our result, if we take the bias initialization

B = 0 in Equation (F.3), this bound yields 1/(2π)·arctan((δ
√

1− δ2/4)/(1− δ2/2)) ≈
δ/(2π), when δ is close to 0 whereas [SYZ21] yields a bound of δ/n2. On the other

hand, if the data has maximal separation, i.e., δ =
√
2, we get a max

(
1
2
− B√

2π
,
(
1
B
− 1

B3

)
e−B2/2
√
2π

)

lower bound, whereas [SYZ21] yields a bound of exp(−B2/2)
√
2/n2. Connecting to

our convergence result in Theorem F.1, if f(t)−y ∈ R, then the error can be reduced

at a much faster rate than the (pessimistic) rate with 1/n2 dependence in the previous

studies as long as the error vector lies in the region.
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Remark F.2. The lower bound on the restricted smallest eigenvalue λ in Theorem F.7

is independent on n, which makes that the generalization bound in Theorem F.5

vanishes as fast as O(1/
√
n). Such a lower bound is much sharper than the previous

results with a 1/n2 explicit dependence which yields vacuous generalization. This

improvement relies on a fact that the label vector should lie in the region R, which

can be justified by a simple label-shifting strategy as follows. Since Rn
+ ⊂ R, the

condition can be easily achieved by training the neural network on the shifted labels

y+C (with appropriate broadcast) where C is a constant such that mini yi+C ≥ 0.

Careful readers may notice that in the proof of Theorem F.7 in Section F.7, the

restricted least eigenvalue on Rn
+ is always positive even if the data separation is zero.

However, we would like to point out that the generalization bound in Theorem F.5 is

meaningful only when the training is successful: when the data separation is zero, the

limiting NTK is no longer positive definite and the training loss cannot be minimized

toward zero.

F.3.3 Key ideas in the proof of Theorem F.5

Since each neuron weight and bias move little from their initialization, a nat-

ural approach is to bound the generalization via localized Rademacher complexity.

After that, we can apply appropriate concentration bounds to derive generalization.

The main effort of our proof is devoted to bounding the weight movement to bound

the localized Rademacher complexity. If we directly take the setting in Theorem F.1

and compute the network’s localized Rademacher complexity, we will encounter a non-

diminishing (with the number of samples n) term which can be as large as O(
√
n)

since the network outputs non-zero values at the initialization. [ADH+19a] and [SY19]

resolved this issue by initializing the neural network weights instead by N(0, κ2I) to

force the neural network output something close to zero at the initialization. The

magnitude of κ is chosen to balance different terms in the Rademacher complexity

bound in the end. Similar approach can also be adapted to our case by initializing

the weights by N(0, κ2I) and the biases by κB. However, the drawback of such an
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approach is that the effect of κ to all the previously established results for convergence

need to be carefully tracked or derived. In particular, in order to guarantee conver-

gence, the neural network’s width needs to have a polynomial dependence on 1/κ

where 1/κ has a polynomial dependence on n and 1/λ, which means their network

width needs to be larger to compensate for the initialization scaling. We resolve this

issue by symmetric initialization Definition F.1 which yields no effect (up to constant

factors) on previously established convergence results, see [MOSW22]. Symmetric

initialization allows us to organically combine the results derived for convergence to

be reused for generalization, which leads to a more succinct analysis. Further, we

replace the ℓ1-ℓ2 norm upper bound by finer inequalities in various places in the

original analysis. All these improvements lead to the following upper bound of the

weight matrix change in Frobenius norm. Further, combining our sparsity-inducing

initialization, we present our sparsity-dependent Frobenius norm bound on the weight

matrix change.

Lemma F.8. Assume the one-hidden layer neural network is initialized by symmet-

ric initialization in Definition F.1. Further, assume the parameter settings in Theo-

rem F.1. Then with probability at least 1− δ − e−Ω(n) over the random initialization,

we have for all t ≥ 0,

∥[W, b](t)− [W, b](0)∥F ≤
√
y⊤(H∞)−1y +O

(
n

λ

(
exp(−B2/2) log(n/δ)

m

)1/4
)

+O

(
n
√
R exp(−B2/2)

λ

)
+

n

λ2
·O
(
exp(−B2/4)

√
log(n2/δ)

m
+R exp(−B2/2)

)

where R = Rw+Rb denote the maximum magnitude of neuron weight and bias change.

By Lemma F.15 and Lemma F.17 in the Appendix, we have R = Õ( n
λ
√
m
).

Plugging in and setting B = 0, we get ∥[W, b](t)− [W, b](0)∥F ≤
√
y⊤(H∞)−1y +

Õ( n
λm1/4 +

n3/2

λ3/2m1/4 +
n

λ2
√
m
+ n2

λ3
√
m
). On the other hand, taking κ = 1, [SY19, Lemma

G.6] yields a bound of ∥W (t)−W (0)∥F ≤
√
y⊤(H∞)−1y + Õ(n

λ
+ n7/2poly(1/λ)

m1/4 ). No-

tice that the Õ(n
λ
) term has no dependence on 1/m and is removed by symmetric
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initialization in our analysis and we improve the upper bound’s dependence on n by

a factor of n2.

We defer the full proof of Theorem F.5 and Lemma F.8 to Section F.8.

F.3.4 Key ideas in the proof of Theorem F.7

In this section, we analyze the smallest eigenvalue λ := λmin(H
∞) of the limit-

ing NTKH∞ with δ data separation. We first note thatH∞ ⪰ Ew∼N(0,I)

[
I(Xw ≥ B)I(Xw ≥ B)⊤

]

and for a fixed vector a, we are interested in the lower bound of Ew∼N(0,I)[|a⊤I(Xw ≥
B)|2]. In previous works, [OS20] showed a lower bound Ω(δ/n2) for zero-initialized

bias, and later [SYZ21] generalized this result to a lower bound Ω(e−B
2/2δ/n2) for

non-zero initialized bias. Both lower bounds have a dependence of 1/n2. Their ap-

proach is by using an intricate Markov’s inequality argument and then proving an

lower bound of P[|a⊤I(Xw ≥ B)| ≥ c ∥a∥∞]. The lower bound is proved by only

considering the contribution from the largest coordinate of a and treating all other

values as noise. It is non-surprising that the lower bound has a factor of 1/n since

a can have identical entries. On the other hand, the diagonal entries can give a

exp(−B2/2) upper bound and thus there is a 1/n2 gap between the two. Now, we

give some evidence suggesting the 1/n2 dependence may not be tight in some cases.

Consider the following scenario: Assume n≪ d and the data set is orthonormal. For

a fixed a, we have

a⊤Ew∼N(0,I)

[
I(Xw ≥ B)I(Xw ≥ B)⊤

]
a

=
∑

i,j∈[n] aiajP[w⊤xi ≥ B, w⊤xj ≥ B] = p0 ∥a∥22 + p1
∑

i ̸=j aiaj

= p0 − p1 + p1 (
∑

i ai)
2 > p0 − p1

where p0, p1 ∈ [0, 1] are defined such that due to the spherical symmetry of the

standard Gaussian we are able to let p0 = P[w⊤xi ≥ B], ∀i ∈ [n] and p1 = P[w⊤xi ≥
B,w⊤xj ≥ B], ∀i, j ∈ [n], i ̸= j. Notice that p0 > p1. Since this is true for all a ∈ Rn,

we get a lower bound of p0 − p1 with no explicit dependence on n and this holds for

all n ≤ d. When d is large and n = d/2, this bound is better than previous bound
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by a factor of Θ(1/d2). However, it turns out that the product terms with i ̸= j

above creates major difficulties in analyzing the general case. Due to such technical

difficulties, we are only able to prove a better lower bound by utilizing the extra

constant factor in the NTK thanks to the trainable bias, when we restrict the domain

to some data-dependent region. We defer the proof of Theorem F.7 to Section F.7.

F.4 Experiments
In this section, we study how the activation sparsity patterns of multi-layer

neural networks change during training when the bias parameters are initialized as

non-zero.

Settings. We train a 6-layer multi-layer perceptron (MLP) of width 1024 with

trainable bias terms on MNIST image classification [LCB10]. The biases of the fully-

connected layers are initialized as 0,−0.5 and −1. For the weights in the linear layer,

we use Kaiming Initialization [HZRS15] which is sampled from an appropriately scaled

Gaussian distribution. The traditional MLP architecture only has linear layers with

ReLU activation. However, we found out that using the sparsity-inducing initializa-

tion, the magnitude of the activation will decrease geometrically layer-by-layer, which

leads to vanishing gradients and that the network cannot be trained. Thus, we made

a slight modification to the MLP architecture to include an extra Batch Normaliza-

tion after ReLU to normalize the activation. Our MLP implementation is based on

[ZDZ+21]. We train the neural network by stochastic gradient descent with a small

learning rate 5e-3 to make sure the training is in the NTK regime. The sparsity is

measured as the total number of activated neurons (i.e., ReLU outputs some positive

values) divided by total number of neurons, averaged over every SGD batch. We plot

how the sparsity patterns changes for different layers during training.

Observation and Implication. As demonstrated at Figure F.1, when we initialize

the bias with three different values, the sparsity patterns are stable across all layers
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(a) Init Bias as 0.
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(b) Init Bias as -0.5.
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(c) Init Bias as -1.0.

Figure F.1: Sparsity pattern on different layers across different training iterations for
three different bias initialization. The x and y axis denote the iteration number and
sparsity level, respectively. The models can achieve 97.9%, 97.7% and 97.3% accuracy
after training, respectively. Note that, in Figure (a), the lines of layers 1-5 overlap
together except layer 0.

during training: when the bias is initialized as 0 and −0.5, the sparsity change is

within 2.5%; and when the bias is initialized as −1.0, the sparsity change is within

10%. Meanwhile, by increasing the initialization magnitude for bias, the sparsity

level increases with only marginal accuracy dropping. This implies that our theory

can be extended to the multi-layer setting (with some extra care for coping with

vanishing gradient) and multi-layer neural networks can also benefit from the sparsity-

inducing initialization and enjoy reduction of computational cost. Another interesting

observation is that the input layer (layer 0) has a different sparsity pattern from other

layers while all the rest layers behave similarly.

F.5 Discussion
In this chapter, we study training one-hidden-layer overparameterized ReLU

networks in the NTK regime with its biases being trainable and initialized as some

constants rather than zero. We showed sparsity-dependent results on convergence,

restricted least eigenvalue, and generalization. A future direction is to generalize our

analysis to multi-layer neural networks. In practice, label shifting is unnecessary for
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achieving good generalization. An open problem is whether it is possible to improve

the dependence on the sample size of the lower bound of the infinite-width NTK’s least

eigenvalue, or even whether a lower bound purely dependent on the data separation

is possible so that the generalization bound is no longer vacuous for all labels.

F.6 Convergence

Notation simplification. Since the smallest eigenvalue of the limiting NTK ap-

peared in this proof all has dependence on the bias initialization parameter B, for the

ease of notation of our proof, we suppress its dependence on B and use λ to denote

λ := λ(B) = λmin(H
∞(B)).

F.6.1 Difference between limit NTK and sampled NTK

Lemma F.9. For a given bias vector b ∈ Rm with br ≥ 0, ∀r ∈ [m], the limit NTK

H∞ and the sampled NTK H are given as

H∞ij := Ew∼N(0,I)

[
(⟨xi, xj⟩+ 1)I(w⊤r xi ≥ br, w

⊤
r xj ≥ br)

]
,

Hij :=
1

m

m∑

r=1

(⟨xi, xj⟩+ 1)I(w⊤r xi ≥ br, w
⊤
r xj ≥ br).

Let’s define λ := λmin(H
∞) and assume λ > 0. If the network width m = Ω(λ−1n ·

log(n/δ)), then

P
[
λmin(H) ≥ 3

4
λ

]
≥ 1− δ.

Proof. Let Hr :=
1
m
X̃(wr)

⊤X̃(wr), where X̃(wr) ∈ R(d+1)×n is defined as

X̃(wr) := [I(w⊤r x1 ≥ b) · (x1, 1), . . . , I(w⊤r xn ≥ b) · (xn, 1)],

where (xi, 1) denotes appending the vector xi by 1. Hence Hr ⪰ 0. Since for each

entry Hij we have

(Hr)ij =
1

m
(⟨xi, xj⟩+ 1)I(w⊤r xi ≥ br, w

⊤
r xj ≥ br) ≤

1

m
(⟨xi, xj⟩+ 1) ≤ 2

m
,
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and naively, we can upper bound ∥Hr∥2 by:

∥Hr∥2 ≤ ∥Hr∥F ≤
√
n2

4

m2
=

2n

m
.

Then H =
∑m

r=1Hr and E[H] = H∞. Hence, by the Matrix Chernoff Bound in

Theorem A.6 and choosing m = Ω(λ−1n · log(n/δ)), we can show that

P
[
λmin(H) ≤ 3

4
λ

]
≤ n · exp

(
− 1

16
λ/(4n/m)

)

= n · exp
(
−λm
64n

)

≤ δ.

Lemma F.10. Assume m = nO(1) and exp(B2/2) = O(
√
m) where we recall that

B is the initialization value of the biases. With probability at least 1 − δ, we have

∥H(0)−H∞∥F ≤ 4n exp(−B2/4)
√

log(n2/δ)
m

.

Proof. First, we have E[((⟨xi, xj⟩+1)Ir,i(0)Ir,j(0))2] ≤ 4 exp(−B2/2). Then, by Bern-

stein’s inequality in Lemma A.4, with probability at least 1− δ/n2,

|Hij(0)−H∞ij | ≤ 2 exp(−B2/4)

√
2
log(n2/δ)

m
+ 2

2

m
log(n2/δ) ≤ 4 exp(−B2/4)

√
log(n2/δ)

m
.

By a union bound, the above holds for all i, j ∈ [n] with probability at least 1 − δ,
which implies

∥H(0)−H∞∥F ≤ 4n exp(−B2/4)

√
log(n2/δ)

m
.

F.6.2 Bounding the number of flipped neurons

Definition F.4 (No-flipping set). For each i ∈ [n], let Si ⊂ [m] denote the set of

neurons that are never flipped during the entire training process,

Si := {r ∈ [m] : ∀t ∈ [T ] sign(⟨wr(t), xi⟩ − br(t)) = sign(⟨wr(0), xi⟩ − br(0))}.

Thus, the flipping set is Si for i ∈ [n].
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Lemma F.11 (Bound on flipping probability). Let B ≥ 0 and Rw, Rb ≤ min{1/B, 1}.
Let W̃ = (w̃1, . . . , w̃m) be vectors generated i.i.d. from N(0, I) and b̃ = (b̃1, . . . , b̃m) =

(B, . . . , B), and weights W = (w1, . . . , wm) and biases b = (b1, . . . , bm) that satisfy

for any r ∈ [m], ∥w̃r − wr∥2 ≤ Rw and |b̃r − br| ≤ Rb. Define the event

Ai,r = {∃wr, br : ∥w̃r − wr∥2 ≤ Rw, |br − b̃r| ≤ Rb, I(x⊤i w̃r ≥ b̃r) ̸= I(x⊤i wr ≥ br)}.

Then,

P [Ai,r] ≤ c(Rw +Rb) exp(−B2/2)

for some constant c.

Proof. Notice that the event Ai,r happens if and only if |w̃⊤r xi− b̃r| < Rw+Rb. First,

if B > 1, then by Lemma A.8, we have

P [Ai,r] ≤ (Rw +Rb)
1√
2π

exp(−(B −Rw −Rb)
2/2) ≤ c1(Rw +Rb) exp(−B2/2)

for some constant c1. If 0 ≤ B < 1, then the above analysis doesn’t hold since it is

possible that B − Rw − Rb ≤ 0. In this case, the probability is at most P[Ai,r] ≤
2(Rw + Rb)

1√
2π

exp(−02/2) = 2(Rw+Rb)√
2π

. However, since 0 ≤ B < 1 in this case,

we have exp(−12/2) ≤ exp(−B2/2) ≤ exp(−02/2). Therefore, P[Ai,r] ≤ c2(Rw +

Rb) exp(−B2/2) for c2 = 2 exp(1/2)√
2π

. Take c = max{c1, c2} finishes the proof.

Corollary F.12. Let B > 0 and Rw, Rb ≤ min{1/B, 1}. Assume that ∥wr(t)− wr(0)∥2 ≤
Rw and |br(t) − br(0)| ≤ Rb for all t ∈ [T ]. For i ∈ [n], the flipping set Si satisfies

that

P[r ∈ Si] ≤ c(Rw +Rb) exp(−B2/2)

for some constant c, which implies

P[∀i ∈ [n] : |Si| ≤ 2mc(Rw +Rb) exp(−B2/2)] ≥ 1− n · exp
(
−2

3
mc(Rw +Rb) exp(−B2/2)

)
.
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Proof. The proof is by observing that P[r ∈ Si] ≤ P[Ai,r]. Then, by Bernstein’s

inequality,

P[|Si| > t] ≤ exp

(
− t2/2

mc(Rw +Rb) exp(−B2/2) + t/3

)
.

Take t = 2mc(Rw +Rb) exp(−B2/2) and a union bound over [n], we have

P[∀i ∈ [n] : |Si| ≤ 2mc(Rw +Rb) exp(−B2/2)] ≥ 1− n · exp
(
−2

3
mc(Rw +Rb) exp(−B2/2)

)
.

F.6.3 Bounding NTK if perturbing weights and biases

Lemma F.13. Assume λ > 0. Let B > 0 and Rb, Rw ≤ min{1/B, 1}. Let W̃ =

(w̃1, . . . , w̃m) be vectors generated i.i.d. from N(0, I) and b̃ = (b̃1, . . . , b̃m) = (B, . . . , B).

For any set of weights W = (w1, . . . , wm) and biases b = (b1, . . . , bm) that sat-

isfy for any r ∈ [m], ∥w̃r − wr∥2 ≤ Rw and |b̃r − br| ≤ Rb, we define the matrix

H(W, b) ∈ Rn×n by

Hij(W, b) =
1

m

m∑

r=1

(⟨xi, xj⟩+ 1)I(w⊤r xi ≥ br, w
⊤
r xj ≥ br).

It satisfies that for some small positive constant c,

1. With probability at least 1− n2 exp
(
−2

3
cm(Rw +Rb) exp(−B2/2)

)
, we have

∥∥∥H(W̃ , b̃)−H(W, b)
∥∥∥
F
≤ n · 8c(Rw +Rb) exp(−B2/2),

∥∥∥Z(W̃ , b̃)− Z(W, b)
∥∥∥
F
≤
√
n · 8c(Rw +Rb) exp(−B2/2).

2. With probability at least 1− δ − n2 exp
(
−2

3
cm(Rw +Rb) exp(−B2/2)

)
,

λmin(H(W, b)) > 0.75λ− n · 8c(Rw +Rb) exp(−B2/2).
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Proof. We have

∥∥∥Z(W, b)− Z(W̃ , b̃)
∥∥∥
2

F
=
∑

i∈[n]


 2

m

∑

r∈[m]

(
I(w⊤r xi ≥ br)− I(w̃⊤r xi ≥ b̃r)

)2



=
∑

i∈[n]


 2

m

∑

r∈[m]

tr,i




and
∥∥∥H(W, b)−H(W̃ , b̃)

∥∥∥
2

F

=
∑

i∈[n], j∈[n]

(Hij(W, b)−Hij(W̃ , b̃))2

≤ 4

m2

∑

i∈[n], j∈[n]


∑

r∈[m]

|I(w⊤r xi ≥ br, w
⊤
r xj ≥ br)− I(w̃⊤r xi ≥ b̃r, w̃

⊤
r xj ≥ b̃r)|




2

=
4

m2

∑

i,j∈[n]


∑

r∈[m]

sr,i,j




2

,

where we define

sr,i,j := |I(w⊤r xi ≥ br, w
⊤
r xj ≥ br)− I(w̃⊤r xi ≥ b̃r, w̃

⊤
r xj ≥ b̃r)|,

tr,i := (I(w⊤r xi ≥ br)− I(w̃⊤r xi ≥ b̃r))
2.

Notice that tr,i = 1 only if the event Ai,r happens (recall the definition of Ai,r in

Lemma F.11) and sr,i,j = 1 only if the event Ai,r or Aj,r happens. Thus,
∑

r∈[m]

tr,i ≤
∑

r∈[m]

I(Ai,r),
∑

r∈[m]

sr,i,j ≤
∑

r∈[m]

I(Ai,r) + I(Aj,r).

By Lemma F.11, we have

Ew̃r [sr,i,j] ≤ Ew̃r [s
2
r,i,j] ≤ Pw̃r [Ai,r] + Pw̃r [Aj,r] ≤ 2c(Rw +Rb) exp(−B2/2).

Define si,j =
∑m

r=1 I(Ai,r) + I(Aj,r). By Bernstein’s inequality in Lemma A.4,

P
[
si,j ≥ m · 2c(Rw +Rb) exp(−B2/2) +mt

]

≤ exp

(
− m2t2/2

m · 2c(Rw +Rb) exp(−B2/2) +mt/3

)
, ∀t ≥ 0.
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Let t = 2c(Rw +Rb) exp(−B2/2). We get

P[si,j ≥ m · 4c(Rw +Rb) exp(−B2/2)] ≤ exp

(
−2

3
cm(Rw +Rb) exp(−B2/2)

)
.

Thus, we obtain with probability at least 1− n2 exp
(
−2

3
cm(Rw +Rb) exp(−B2/2)

)
,

∥∥∥H(W̃ , b̃)−H(W, b)
∥∥∥
F
≤ n · 8c(Rw +Rb) exp(−B2/2),

∥∥∥Z(W̃ , b̃)− Z(W, b)
∥∥∥
F
≤
√
n · 8c(Rw +Rb) exp(−B2/2).

For the second result, by Lemma F.9, P[λmin(H(W̃ , b̃)) ≥ 0.75λ] ≥ 1−δ. Hence, with

probability at least 1− δ − n2 exp
(
−2

3
cm(Rw +Rb) exp(−B2/2)

)
,

λmin(H(W, b)) ≥ λmin(H(W̃ , b̃))−
∥∥∥H(W, b)−H(W̃ , b̃)

∥∥∥

≥ λmin(H(W̃ , b̃))−
∥∥∥H(W, b)−H(W̃ , b̃)

∥∥∥
F

≥ 0.75λ− n · 8c(Rw +Rb) exp(−B2/2).

F.6.4 Total movement of weights and biases

Definition F.5 (NTK at time t). For t ≥ 0, let H(t) be an n×n matrix with (i, j)-th

entry

Hij(t) :=

〈
∂f(xi; θ(t))

∂θ(t)
,
∂f(xj; θ(t))

∂θ(t)

〉
=

1

m

m∑

r=1

(⟨xi, xj⟩+ 1)I(wr(t)⊤xi ≥ br(t), wr(t)
⊤xj ≥ br(t)).

We follow the proof strategy from [DZPS19]. Now we derive the total move-

ment of weights and biases. Let f(t) = f(X; θ(t)) where fi(t) = f(xi; θ(t)). The

dynamics of each prediction is given by

d

dt
fi(t) =

〈
∂f(xi; θ(t))

∂θ(t)
,
dθ(t)

dt

〉

=
n∑

j=1

(yj − fj(t))
〈
∂f(xi; θ(t))

∂θ(t)
,
∂f(xj; θ(t))

∂θ(t)

〉

=
n∑

j=1

(yj − fj(t))Hij(t),
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which implies

d

dt
f(t) = H(t)(y − f(t)). (F.4)

Lemma F.14 (Gradient Bounds). For any 0 ≤ s ≤ t, we have
∥∥∥∥
∂L(W (s), b(s))

∂wr(s)

∥∥∥∥
2

≤
√
n

m
∥f(s)− y∥2 ,

∥∥∥∥
∂L(W (s), b(s))

∂br(s)

∥∥∥∥
2

≤
√
n

m
∥f(s)− y∥2 .

Proof. We have:

∥∥∥∥
∂L(W (s), b(s))

∂wr(s)

∥∥∥∥
2

=

∥∥∥∥∥
1√
m

n∑

i=1

(f(xi;W (s), b(s))− yi)arxiI(wr(s)⊤xi ≥ br)

∥∥∥∥∥
2

≤ 1√
m

n∑

i=1

|f(xi;W (s), b(s))− yi|

≤
√
n

m
∥f(s)− y∥2 ,

where the first inequality follows from triangle inequality, and the second inequality

follows from Cauchy-Schwarz inequality.

Similarly, we also have:

∥∥∥∥
∂L(W (s), b(s))

∂br(s)

∥∥∥∥
2

=

∥∥∥∥∥
1√
m

n∑

i=1

(f(xi;W (s), b(s))− yi)arI(wr(s)⊤xi ≥ br)

∥∥∥∥∥
2

≤ 1√
m

n∑

i=1

|f(xi;W (s), b(s))− yi|

≤
√
n

m
∥f(s)− y∥2 .
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F.6.4.1 Gradient descent

Lemma F.15. Assume λ > 0. Assume ∥y − f(k)∥22 ≤ (1− ηλ/4)k ∥y − f(0)∥22 holds

for all k′ ≤ k. Then for every r ∈ [m],

∥wr(k + 1)− wr(0)∥2 ≤
8
√
n ∥y − f(0)∥2√

mλ
:= Dw,

|br(k + 1)− br(0)| ≤
8
√
n ∥y − f(0)∥2√

mλ
:= Db.

Proof.

∥wr(k + 1)− wr(0)∥2 ≤ η

k∑

k′=0

∥∥∥∥
∂L(W (k′))

∂wr(k′)

∥∥∥∥
2

≤ η
k∑

k′=0

√
n

m
∥y − f(k′)∥2

≤ η
k∑

k′=0

√
n

m
(1− ηλ/4)k′/2 ∥y − f(0)∥2

≤ η
k∑

k′=0

√
n

m
(1− ηλ/8)k′ ∥y − f(0)∥2

≤ η
∞∑

k′=0

√
n

m
(1− ηλ/8)k′ ∥y − f(0)∥2

≤ 8
√
n√

mλ
∥y − f(0)∥2 ,

where the first inequality is by Triangle inequality, the second inequality is by Lemma F.14,

the third inequality is by our assumption and the fourth inequality is by (1− x)1/2 ≤
1− x/2 for x ≥ 0.

The proof for b is similar.

F.6.4.2 Gradient flow

Lemma F.16. Suppose for 0 ≤ s ≤ t, λmin(H(s)) ≥ λ0
2
> 0. Then we have

∥y − f(t)∥22 ≤ exp(−λ0t) ∥y − f(0)∥22 and for any r ∈ [m], ∥wr(t)− wr(0)∥2 ≤
√
n∥y−f(0)∥2√

mλ0

and |br(t)− br(0)| ≤
√
n∥y−f(0)∥2√

mλ0
.
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Proof. By the dynamics of prediction in Equation (F.4), we have

d

dt
∥y − f(t)∥22 = −2(y − f(t))⊤H(t)(y − f(t))

≤ −λ0 ∥y − f(t)∥22 ,

which implies

∥y − f(t)∥22 ≤ exp(−λ0t) ∥y − f(t)∥22 .

Now we bound the gradient norm of the weights
∥∥∥∥
d

ds
wr(s)

∥∥∥∥
2

=

∥∥∥∥∥
n∑

i=1

(yi − fi(s))
1√
m
arxiI(wr(s)⊤xi ≥ b(s))

∥∥∥∥∥
2

≤ 1√
m

n∑

i=1

|yifi(s)| ≤
√
n√
m
∥y − f(s)∥2 ≤

√
n√
m

exp(−λ0s) ∥y − f(0)∥2 .

Integrating the gradient, the change of weight can be bounded as

∥wr(t)− wr(0)∥2 ≤
∫ t

0

∥∥∥∥
d

ds
wr(s)

∥∥∥∥
2

ds ≤
√
n ∥y − f(0)∥2√

mλ0
.

For bias, we have
∥∥∥∥
d

ds
br(s)

∥∥∥∥
2

=

∥∥∥∥∥
n∑

i=1

(yi − fi(s))
1√
m
arI(wr(s)⊤xi ≥ b(s))

∥∥∥∥∥
2

≤ 1√
m

n∑

i=1

|yi − fi(s)| ≤
√
n√
m
∥y − f(s)∥2 ≤

√
n√
m

exp(−λ0s) ∥y − f(0)∥2 .

Now, the change of bias can be bounded as

∥br(t)− br(0)∥2 ≤
∫ t

0

∥∥∥∥
d

ds
wr(s)

∥∥∥∥
2

ds ≤
√
n ∥y − f(0)∥2√

mλ0
.

F.6.5 Gradient descent convergence analysis

F.6.5.1 Upper bound of the initial error

Lemma F.17 (Initial error upper bound). Let B > 0 be the initialization value of

the biases and all the weights be initialized from standard Gaussian. Let δ ∈ (0, 1) be
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the failure probability. Then, with probability at least 1− δ, we have

∥f(0)∥22 = O(n(exp(−B2/2) + 1/m) log3(mn/δ)),

∥f(0)− y∥22 = O
(
n+ n

(
exp(−B2/2) + 1/m

)
log3(2mn/δ)

)
.

Proof. Since we are only analyzing the initialization stage, for notation ease, we omit

the dependence on time without any confusion. We compute

∥y − f∥22 =
n∑

i=1

(yi − f(xi))2

=
n∑

i=1

(
yi −

1√
m

m∑

r=1

arσ(w
⊤
r xi −B)

)2

=
n∑

i=1


y2i − 2

yi√
m

m∑

r=1

arσ(w
⊤
r xi −B) +

1

m

(
m∑

r=1

arσ(w
⊤
r xi −B)

)2

 .

Since w⊤r xi ∼ N(0, 1) for all r ∈ [m] and i ∈ [n], by Gaussian tail bound and a union

bound over r, i, we have

P[∀i ∈ [n], j ∈ [m] : w⊤r xi ≤
√
2 log(2mn/δ)] ≥ 1− δ/2.

Let E1 denote this event. Conditioning on the event E1, let

zi,r :=
1√
m
· ar ·min

{
σ(w⊤r xi −B),

√
2 log(2mn/δ)

}
.

Notice that zi,r ̸= 0 with probability at most exp(−B2/2). Thus,

Ear,wr [z
2
i,r] ≤ exp(−B2/2)

1

m
2 log(2mn/δ).

By randomness in ar, we know E[zi,r] = 0. Now apply Bernstein’s inequality in

Lemma A.4, we have for all t > 0,

P

[∣∣∣∣∣
m∑

r=1

zi,r

∣∣∣∣∣ > t

]
≤ exp

(
−min

(
t2/2

4 exp(−B2/2) log(2mn/δ)
,

√
mt/2

2
√

2 log(2mn/δ)

))
.
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Thus, by a union bound, with probability at least 1− δ/2, for all i ∈ [n],
∣∣∣∣∣
m∑

r=1

zi,r

∣∣∣∣∣ ≤
√
2 log(2mn/δ) exp(−B2/2)2 log(2n/δ) + 2

√
2 log(2mn/δ)

m
log(2n/δ)

≤
(
2 exp(−B2/4) + 2

√
2/m

)
log3/2(2mn/δ).

Let E2 denote this event. Thus, conditioning on the events E1, E2, with probability

1− δ,

∥f(0)∥22 =
n∑

i=1

(
m∑

r=1

zi,r

)2

= O(n(exp(−B2/2) + 1/m) log3(mn/δ))

and

∥y − f(0)∥22

=
n∑

i=1

y2i − 2
n∑

i=1

yi

m∑

r=1

zi,r +
n∑

i=1

(
m∑

r=1

zi,r

)2

≤
n∑

i=1

y2i + 2
n∑

i=1

|yi|
(
2 exp(−B2/4) + 2

√
2/m

)
log3/2(2mn/δ)

+
n∑

i=1

((
2 exp(−B2/4) + 2

√
2/m

)
log3/2(2mn/δ)

)2

= O
(
n+ n

(
exp(−B2/2) + 1/m

)
log3(2mn/δ)

)
,

where we assume yi = O(1) for all i ∈ [n].

F.6.5.2 Error Decomposition

We follow the proof outline in [SY19, SYZ21] and we generalize it to networks

with trainable b. Let us define matrix H⊥ similar to H except only considering flipped

neurons by

H⊥ij (k) :=
1

m

∑

r∈Si

(⟨xi, xj⟩+ 1)I(wr(k)⊤xi ≥ br(k), wr(k)
⊤xj ≥ br(k))
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and vector v1, v2 by

v1,i :=
1√
m

∑

r∈Si

ar(σ(⟨wr(k + 1), xi⟩ − br(k + 1))− σ(⟨wr(k), xi⟩ − br(k))),

v2,i :=
1√
m

∑

r∈Si

ar(σ(⟨wr(k + 1), xi⟩ − br(k + 1))− σ(⟨wr(k), xi⟩ − br(k))).

Now we give out our error update.

Claim F.18.

∥y − f(k + 1)∥22 = ∥y − f(k)∥
2
2 +B1 +B2 +B3 +B4,

where

B1 := −2η(y − f(k))⊤H(k)(y − f(k)),

B2 := 2η(y − f(k))⊤H⊥(k)(y − f(k)),

B3 := −2(y − f(k))⊤v2,

B4 := ∥f(k + 1)− f(k)∥22 .

Proof. First we can write

v1,i =
1√
m

∑

r∈Si

ar

(
σ

(〈
wr(k)− η

∂L

∂wr
, xi

〉
−
(
br(k)− η

∂L

∂br

))
− σ(⟨wr(k), xi⟩ − br(k))

)

=
1√
m

∑

r∈Si

ar

(〈
−η ∂L

∂wr
, xi

〉
+ η

∂L

∂br

)
I(⟨wr(k), xi⟩ − br(k) ≥ 0)

=
1√
m

∑

r∈Si

ar

(
η

1√
m

n∑

j=1

(yj − fj(k))ar(⟨xj, xi⟩+ 1)I(wr(k)⊤xj ≥ br(k))

)

· I(⟨wr(k), xi⟩ − br(k) ≥ 0)

= η
n∑

j=1

(yj − fj(k))(Hij(k)−H⊥ij (k))

which means

v1 = η(H(k)−H⊥(k))(y − f(k)).
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Now we compute

∥y − f(k + 1)∥22 = ∥y − f(k)− (f(k + 1)− f(k))∥22
= ∥y − f(k)∥22 − 2(y − f(k))⊤(f(k + 1)− f(k)) + ∥f(k + 1)− f(k)∥22 .

Since f(k + 1)− f(k) = v1 + v2, we can write the cross product term as

(y − f(k))⊤(f(k + 1)− f(k))

= (y − f(k))⊤(v1 + v2)

= (y − f(k))⊤v1 + (y − f(k))⊤v2
= η(y − f(k))⊤H(k)(y − f(k))

− η(y − f(k))⊤H⊥(k)(y − f(k)) + (y − f(k))⊤v2.

F.6.5.3 Bounding the decrease of the error

Lemma F.19. Assume λ > 0. Assume we choose Rw, Rb, B where Rw, Rb ≤ min{1/B, 1}
such that 8cn(Rw + Rb) exp(−B2/2) ≤ λ/8. Denote δ0 = δ + n2 exp(−2

3
cm(Rw +

Rb) exp(−B2/2)). Then,

P[B1 ≤ −η5λ ∥y − f(k)∥22 /8] ≥ 1− δ0.

Proof. By Lemma F.13 and our assumption,

λmin(H(W )) > 0.75λ− n · 8c(Rw +Rb) exp(−B2/2) ≥ 5λ/8

with probability at least 1− δ0. Thus,

(y − f(k))⊤H(k)(y − f(k)) ≥ ∥y − f(k)∥22 5λ/8.
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F.6.5.4 Bounding the effect of flipped neurons

Here we bound the term B2, B3. First, we introduce a fact.

Fact F.20.

∥∥H⊥(k)
∥∥2
F
≤ 4n

m2

n∑

i=1

|Si|2.

Proof.

∥∥H⊥(k)
∥∥2
F
=
∑

i,j∈[n]


 1

m

∑

r∈Si

(x⊤i xj + 1)I(wr(k)⊤xi ≥ br(k), wr(k)
⊤xj ≥ br(k))




2

≤
∑

i,j∈[n]

(
1

m
2|Si|

)2

≤ 4n

m2

n∑

i=1

|Si|2.

Lemma F.21. Denote δ0 = n exp(−2
3
cm(Rw +Rb) exp(−B2/2)). Then,

P[B2 ≤ 8ηnc(Rw +Rb) exp(−B2/2) · ∥y − f(k)∥22] ≥ 1− δ0.

Proof. First, we have

B2 ≤ 2η ∥y − f(k)∥22
∥∥H⊥(k)

∥∥
2
.

Then, by Fact F.20,

∥∥H⊥(k)
∥∥2
2
≤
∥∥H⊥(k)

∥∥2
F
≤ 4n

m2

n∑

i=1

|Si|2.

By Corollary F.12, we have

P[∀i ∈ [n] : |Si| ≤ 2mc(Rw +Rb) exp(−B2/2)] ≥ 1− δ0.

Thus, with probability at least 1− δ0,
∥∥H⊥(k)

∥∥
2
≤ 4nc(Rw +Rb) exp(−B2/2).

1434



Lemma F.22. Denote δ0 = n exp(−2
3
cm(Rw +Rb) exp(−B2/2)). Then,

P[B3 ≤ 4cηn(Rw +Rb) exp(−B2/2) ∥y − f(k)∥22] ≥ 1− δ0.

Proof. By Cauchy-Schwarz inequality, we have B3 ≤ 2 ∥y − f(k)∥2 ∥v2∥2. We have

∥v2∥22 ≤
n∑

i=1


 η√

m

∑

r∈Si

∣∣∣∣
〈
∂L

∂wr
, xi

〉∣∣∣∣+
∣∣∣∣
∂L

∂br

∣∣∣∣




2

≤
n∑

i=1

η2

m
max
i∈[n]

(∣∣∣∣
〈
∂L

∂wr
, xi

〉∣∣∣∣+
∣∣∣∣
∂L

∂br

∣∣∣∣
)2

|Si|2

≤ n
η2

m

(
2

√
n

m
∥f(k)− y∥2 2mc(Rw +Rb) exp(−B2/2)

)2

= 16c2η2n2 ∥y − f(k)∥22 (Rw +Rb)
2 exp(−B2),

where the last inequality is by Lemma F.14 and Corollary F.12 which holds with

probability at least 1− δ0.

F.6.5.5 Bounding the network update

Lemma F.23.

B4 ≤ C2
2η

2n2 ∥y − f(k)∥22 exp(−B2).

for some constant C2.

Proof. Recall that the definition that Son(i, t) = {r ∈ [m] : wr(t)
⊤xi ≥ br(t)}, i.e., the

set of neurons that activates for input xi at the t-th step of gradient descent.

∥f(k + 1)− f(k)∥22 ≤
n∑

i=1


 η√

m

∑

r:r∈Son(i,k+1)∪Son(i,k)

∣∣∣∣
〈
∂L

∂wr
, xi

〉∣∣∣∣+
∣∣∣∣
∂L

∂br

∣∣∣∣




2

≤ n
η2

m
(|Son(i, k + 1)|+ |Son(i, k)|)2max

i∈[n]

(∣∣∣∣
〈
∂L

∂wr
, xi

〉∣∣∣∣+
∣∣∣∣
∂L

∂br

∣∣∣∣
)2

≤ n
η2

m

(
C2m exp(−B2/2) ·

√
n

m
∥y − f(k)∥2

)2

≤ C2
2η

2n2 ∥y − f(k)∥22 exp(−B2).
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where the third inequality is by Lemma F.25 for some C2.

F.6.5.6 Putting it all together

Theorem F.24 (Convergence). Assume λ > 0. Let η ≤ λ exp(B2)

5C2
2n

2 , B ∈ [0,
√
0.5 logm]

and

m ≥ Ω̃
(
λ−4n4

(
1 +

(
exp(−B2/2) + 1/m

)
log3(2mn/δ)

)
exp(−B2)

)
.

Assume λ = λ0 exp(−B2/2) for some constant λ0. Then,

P
[
∀t : ∥y − f(t)∥22 ≤ (1− ηλ/4)t ∥y − f(0)∥22

]
≥ 1− δ − e−Ω(n).

Proof. From Lemma F.19, Lemma F.21, Lemma F.22 and Lemma F.23, we know

with probability at least 1− 2n2 exp(−2
3
cm(Rw +Rb) exp(−B2/2))− δ, we have

∥y − f(k + 1)∥22 ≤ ∥y − f(k)∥
2
2

(
1− 5ηλ/8 + 12ηnc(Rw +Rb) exp(−B2/2)

+C2
2η

2n2 ∥y − f(k)∥22 exp(−B2)
)
.

By Lemma F.15, we need

Dw =
8
√
n ∥y − f(0)∥2√

mλ
≤ Rw,

Db =
8
√
n ∥y − f(0)∥2√

mλ
≤ Rb.

By Lemma F.17, we have

P[∥f(0)− y∥22 = O
(
n+ n

(
exp(−B2/2) + 1/m

)
log3(2mn/δ)

)
] ≥ 1− δ.

Let R = min{Rw, Rb}, D = max{Dw, Db}. Combine the results we have

R > Ω(λ−1m−1/2n

√
1 + (exp(−B2/2) + 1/m) log3(2mn/δ)).

Lemma F.19 requires

8cn(Rw +Rb) exp(−B2/2) ≤ λ/8

⇒ R ≤ λ exp(B2/2)

128cn
.
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which implies a lower bound on m

m ≥ Ω
(
λ−4n4

(
1 +

(
exp(−B2/2) + 1/m

)
log3(2mn/δ)

)
exp(−B2)

)
.

Lemma F.9 further requires a lower bound of m = Ω(λ−1n · log(n/δ)) which can be

ignored.

Lemma F.13 further requires R < min{1/B, 1} which implies

B <
128cn

λ exp(B2/2)
,

m ≥ Ω̃
(
λ−4n4

(
1 +

(
exp(−B2/2) + 1/m

)
log3(2mn/δ)

)
exp(−B2)

)
.

From Theorem F.1 in [SYZ21] we know that λ = λ0 exp(−B2/2) for some λ0 with no

dependence on B and λ exp(B2/2) ≤ 1. Thus, by our constraint on m and B, this is

always satisfied.

Finally, to require

12ηnc(Rw +Rb) exp(−B2/2) + C2
2η

2n2 exp(−B2) ≤ ηλ/4,

we need η ≤ λ exp(B2)

5C2
2n

2 . By our choice of m,B, we have

2n2 exp(−2

3
cm(Rw +Rb) exp(−B2/2)) = e−Ω(n).

F.6.6 Bounding the number of activated neurons per iteration

First, we define the set of activated neurons at iteration t for training point xi
to be

Son(i, t) = {r ∈ [m] : wr(t)
⊤xi ≥ br(t)}.

Lemma F.25 (Number of Activated Neurons at Initialization). Assume the choice of

m in Theorem F.24. With probability at least 1−e−Ω(n) over the random initialization,

we have

|Son(i, t)| = O(m · exp(−B2/2)),
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for all 0 ≤ t ≤ T and i ∈ [n]. And As a by-product,

∥Z(0)∥2F ≤ 8n exp(−B2/2).

Proof. First we bound the number of activated neuron at the initialization. We have

P[w⊤r xi ≥ B] ≤ exp(−B2/2). By Bernstein’s inequality,

P[|Son(i, 0)| ≥ m exp(−B2/2) + t] ≤ exp

(
− t2

m exp(−B2/2) + t/3

)
.

Take t = m exp(−B2/2) we have

P[|Son(i, 0)| ≥ 2m exp(−B2/2)] ≤ exp
(
−m exp(−B2/2)/4

)
.

By a union bound over i ∈ [n], we have

P[∀i ∈ [n] : |Son(i, 0)| ≤ 2m exp(−B2/2)] ≥ 1− n exp
(
−m exp(−B2/2)/4

)
.

Notice that

∥Z(0)∥2F ≤
4

m

m∑

r=1

n∑

i=1

Ir,i(0) ≤ 8n exp(−B2/2).

Lemma F.26 (Number of Activated Neurons per Iteration). Assume the parame-

ter settings in Theorem F.24. With probability at least 1 − e−Ω(n) over the random

initialization, we have

|Son(i, t)| = O(m · exp(−B2/2))

for all 0 ≤ t ≤ T and i ∈ [n].

Proof. By Corollary F.12 and Theorem F.24, we have

P[∀i ∈ [n] : |Si| ≤ 4mc exp(−B2/2)] ≥ 1− e−Ω(n).

Recall Si is the set of flipped neurons during the entire training process. Notice that

|Son(i, t)| ≤ |Son(i, 0)|+ |Si|. Thus, by Lemma F.25

P[∀i ∈ [n] : |Son(i, t)| = O(m exp(−B2/2))] ≥ 1− e−Ω(n).
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F.7 Bounding the Restricted Smallest Eigenvalue with Data
Separation

Theorem F.27. Let X = (x1, . . . , xn) be points in Rd with ∥xi∥2 = 1 for all i ∈ [n]

and w ∼ N(0, Id). Suppose that there exists δ ∈ [0,
√
2] such that

min
i ̸=j∈[n]

(∥xi − xj∥2 , ∥xi + xj∥2) ≥ δ.

Let B ≥ 0. Recall the limit NTK matrix H∞ defined as

H∞ij := Ew∼N(0,I)

[
(⟨xi, xj⟩+ 1)I(w⊤xi ≥ B,w⊤xj ≥ B)

]
.

Define p0 = P[w⊤x1 ≥ B] and pij = P[w⊤xi ≥ B, w⊤xj ≥ B] for i ̸= j. Define the

(data-dependent) region R = {a ∈ Rn :
∑

i ̸=j aiajpij ≥ mini′ ̸=j′ pi′j′
∑

i ̸=j aiaj} and

let λ := min∥a∥2=1, a∈R a
⊤H∞a. Then, λ ≥ max(0, λ′) where

λ′ ≥ p0 −min
i ̸=j

pij

≥ max

(
1

2
− B√

2π
,

(
1

B
− 1

B3

)
e−B

2/2

√
2π

)
− e−B2/(2−δ2/2)

π − arctan

(
δ
√

1−δ2/4
1−δ2/2

)

2π
.

Proof. Define ∆ := maxi ̸=j | ⟨xi, xj⟩ |. Then by our assumption,

1−∆ = 1−max
i ̸=j
| ⟨xi, xj⟩ | =

mini ̸=j(∥xi − xj∥22 , ∥xi + xj∥22)
2

≥ δ2/2

⇒ ∆ ≤ 1− δ2/2.

Further, we define

Z(w) := [x1I(w⊤x1 ≥ B), x2I(w⊤x2 ≥ B), . . . , xnI(w⊤xn ≥ B)] ∈ Rd×n.

Notice that H∞ = Ew∼N(0,I)

[
Z(w)⊤Z(w) + I(Xw ≥ B)I(Xw ≥ B)⊤

]
. We need to

lower bound

min
∥a∥2=1,a∈R

a⊤H∞a = min
∥a∥2=1,a∈R

a⊤Ew∼N(0,I)

[
Z(w)⊤Z(w)

]
a

+ a⊤Ew∼N(0,I)

[
I(Xw ≥ B)I(Xw ≥ B)⊤

]
a

≥ min
∥a∥2=1,a∈R

a⊤Ew∼N(0,I)

[
I(Xw ≥ B)I(Xw ≥ B)⊤

]
a.
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Now, for a fixed a,

a⊤Ew∼N(0,I)

[
I(Xw ≥ B)I(Xw ≥ B)⊤

]
a =

n∑

i=1

a2iP[w⊤xi ≥ B] +
∑

i ̸=j

aiajP[w⊤xi ≥ B, w⊤xj ≥ B]

= p0 ∥a∥22 +
∑

i ̸=j

aiajpij,

where the last equality is by P[w⊤x1 ≥ B] = . . . = P[w⊤xn ≥ B] = p0 which is due to

spherical symmetry of standard Gaussian. Notice that maxi ̸=j pij ≤ p0. Since a ∈ R,

Ew∼N(0,I)

[
(a⊤I(Xw ≥ B))2

]
≥ (p0 −min

i ̸=j
pij) ∥a∥22 + (min

i ̸=j
pij) ∥a∥22 + (min

i ̸=j
pij)

∑

i ̸=j

aiaj

= (p0 −min
i ̸=j

pij) ∥a∥22 + (min
i ̸=j

pij)

(∑

i

ai

)2

.

Thus,

λ ≥ min
∥a∥2=1,a∈R

Ew∼N(0,I)

[
(a⊤I(Xw ≥ B))2

]

≥ min
∥a∥2=1,a∈R

(p0 −min
i ̸=j

pij) ∥a∥22 + min
∥a∥2=1,a∈R

(min
i ̸=j

pij)

(∑

i

ai

)2

≥ p0 −min
i ̸=j

pij.

Now we need to upper bound

min
i ̸=j

pij ≤ max
i ̸=j

pij.

We divide into two cases: B = 0 and B > 0. Consider two fixed examples x1, x2.

Then, let v = (I − x1x⊤1 )x2/
∥∥(I − x1x⊤1 )x2

∥∥ and c = | ⟨x1, x2⟩ | 1.

Case 1: B = 0. First, let us define the region A0 as

A0 =

{
(g1, g2) ∈ R2 : g1 ≥ 0, g1 ≥ −

√
1− c2
c

g2

}
.

1Here we force c to be positive. Since we are dealing with standard Gaussian, the probability is
exactly the same if c < 0 by symmetry and therefore, we force c > 0.
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Then,

P[w⊤x1 ≥ 0, w⊤x2 ≥ 0] = P[w⊤x1 ≥ 0, w⊤(cx1 +
√
1− c2v) ≥ 0]

= P[g1 ≥ 0, cg1 +
√
1− c2g2 ≥ 0]

= P[A0]

=
π − arctan

(√
1−c2
|c|

)

2π

≤
π − arctan

(√
1−∆2

|∆|

)

2π
,

where we define g1 := w⊤x1 and g2 := w⊤v and the second equality is by the fact

that since x1 and v are orthonormal, g1 and g2 are two independent standard Gaus-

sian random variables; the last inequality is by arctan is a monotonically increasing

function and
√
1−c2
|c| is a decreasing function in |c| and |c| ≤ ∆. Thus,

min
i ̸=j

pij ≤ max
i ̸=j

pij ≤
π − arctan

(√
1−∆2

|∆|

)

2π
.

Case 2: B > 0. First, let us define the region

A =

{
(g1, g2) ∈ R2 : g1 ≥ B, g1 ≥

B

c
−
√
1− c2
c

g2

}
.

Then, following the same steps as in case 1, we have

P[w⊤x1 ≥ B, w⊤x2 ≥ B] = P[g1 ≥ B, cg1 +
√
1− c2g2 ≥ B] = P[A].

Let B1 = B and B2 = B
√

1−c
1+c

. Further, notice that A = A0 + (B1, B2). Then,

P[A] =

∫∫

(g1,g2)∈A

1

2π
exp

{
−g

2
1 + g22
2

}
dg1 dg2

=

∫∫

(g1,g2)∈A0

1

2π
exp

{
−(g1 +B1)

2 + (g2 +B2)
2

2

}
dg1 dg2

= e−(B
2
1+B

2
2)/2

∫∫

(g1,g2)∈A0

1

2π
exp {−B1g1 −B2g2} exp

{
−g

2
1 + g22
2

}
dg1 dg2.
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Now, B1g1 +B2g2 = Bg1 +B
√

1−c
1+c

g2 ≥ 0 always holds if and only if g1 ≥ −
√

1−c
1+c

g2.

Define the region A+ to be

A+ =

{
(g1, g2) ∈ R2 : g1 ≥ 0, g1 ≥ −

√
1− c
1 + c

g2

}
.

Observe that
√

1− c
1 + c

≤
√
1− c2
c

=

√
(1− c)(1 + c)

c
⇔ c ≤ 1 + c.

Thus, A0 ⊂ A+. Therefore,

P[A] ≤ e−(B
2
1+B

2
2)/2

∫∫

(g1,g2)∈A0

1

2π
exp

{
−g

2
1 + g22
2

}
dg1 dg2

= e−(B
2
1+B

2
2)/2P[A0]

= e−(B
2
1+B

2
2)/2

π − arctan
(√

1−c2
|c|

)

2π

≤ e−B
2/(1+∆)

π − arctan
(√

1−∆2

|∆|

)

2π
.

Finally, we need to lower bound p0. This can be done in two ways: when B is small,

we apply Gaussian anti-concentration bound and when B is large, we apply Gaussian

tail bounds. Thus,

p0 = P[w⊤x1 ≥ B] ≥ max

(
1

2
− B√

2π
,

(
1

B
− 1

B3

)
e−B

2/2

√
2π

)
.

Combining the lower bound of p0 and upper bound on maxi ̸=j pij we have

λ ≥ p0 −min
i ̸=j

pij ≥ max

(
1

2
− B√

2π
,

(
1

B
− 1

B3

)
e−B

2/2

√
2π

)
− e−B2/(1+∆)

π − arctan
(√

1−∆2

|∆|

)

2π
.

Applying ∆ ≤ 1− δ2/2 and noticing that H∞ is positive semi-definite gives our final

result.
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F.8 Generalization
F.8.1 Rademacher complexity

In this section, we would like to compute the Rademacher Complexity of our

network. Rademacher complexity is often used to bound the deviation from empirical

risk and true risk (see, e.g. [SSBD14].)

Definition F.6 (Empirical Rademacher Complexity). Given n samples S, the em-

pirical Rademacher complexity of a function class F, where f : Rd → R for f ∈ F, is

defined as

RS(F) =
1

n
Eϵ

[
sup
f∈F

n∑

i=1

ϵif(xi)

]

where ϵ = (ϵ1, . . . , ϵn)
⊤ and ϵi is an i.i.d Rademacher random variable.

Theorem F.28 ([SSBD14]). Suppose the loss function ℓ(·, ·) is bounded in [0, c] and

is ρ-Lipschitz in the first argument. Then with probability at least 1− δ over sample

S of size n:

sup
f∈F

LD(f)− LS(f) ≤ 2ρRS(F) + 3c

√
log(2/δ)

2n
.

In order to get meaningful generalization bound via Rademacher complexity,

previous results, such as [ADH+19a, SY19], multiply the neural network by a scaling

factor κ to make sure the neural network output something small at the initialization,

which requires at least modifying all the previous lemmas we already established. We

avoid repeating our arguments by utilizing symmetric initialization to force the neural

network to output exactly zero for any inputs at the initialization. 2

2While preparing the manuscript, the authors notice that this can be alternatively solved by
reparameterized the neural network by f(x;W ) − f(x;W0) and thus minimizing the following ob-
jective L = 1

2

∑n
i=1(f(xi;W )− f(xi;W0)− yi)2. The corresponding generalization is the same since

Rademacher complexity is invariant to translation. However, since the symmetric initialization is
widely adopted in theory literature, we go with symmetric initialization here.
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Definition F.7 (Symmetric Initialization). For a one-hidden layer neural network

with 2m neurons, the network is initialized as the following

1. For r ∈ [m], initialize wr ∼ N(0, I) and ar ∼ Uniform({−1, 1}).

2. For r ∈ {m+ 1, . . . , 2m}, let wr = wr−m and ar = −ar−m.

It is not hard to see that all of our previously established lemmas hold including

expectation and concentration. The only effect this symmetric initialization brings is

to worse the concentration by a constant factor of 2 which can be easily addressed.

For detailed analysis, see [MOSW22].

In order to state our final theorem, we need to use Definition F.2. Now we can

state our theorem for generalization.

Theorem F.29. Fix a failure probability δ ∈ (0, 1) and an accuracy parameter ϵ ∈
(0, 1). Suppose the training data S = {(xi, yi)}ni=1 are i.i.d. samples from a (λ, δ, n)-

non-degenerate distribution D. Assume the settings in Theorem F.24 except now we

let

m ≥ Ω̃
(
λ−4n6

(
1 +

(
exp(−B2/2) + 1/m

)
log3(2mn/δ)

)
exp(−B2)

)
.

Consider any loss function ℓ : R×R→ [0, 1] that is 1-Lipschitz in its first argument.

Then with probability at least 1 − 2δ − e−Ω(n) over the symmetric initialization of

W (0) ∈ Rm×d and a ∈ Rm and the training samples, the two layer neural network

f(W (k), b(k), a) trained by gradient descent for k ≥ Ω( 1
ηλ

log n log(1/δ)
ϵ

) iterations has

population loss LD(f) = E(x,y)∼D[ℓ(f(x), y)] upper bounded as

LD(f(W (k), b(k), a)) ≤
√
y⊤(H∞)−1y · 32 exp(−B2/2)

n
+ Õ

(
1

n1/2

)
.

Proof. First, we need to bound LS. After training, we have ∥f(k)− y∥2 ≤ ϵ < 1, and
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thus

LS(f(W (k), b(k), a)) =
1

n

n∑

i=1

[ℓ(fi(k), yi)− ℓ(yi, yi)]

≤ 1

n

n∑

i=1

|fi(k)− yi|

≤ 1√
n
∥f(k)− y∥2

≤ 1√
n
.

By Theorem F.28, we know that

LD(f(W (k), b(k), a)) ≤ LS(f(W (k), b(k), a)) + 2RS(F) + Õ(n−1/2)

≤ 2RS(F) + Õ(n−1/2).

Then, by Theorem F.30, we get that for sufficiently large m,

RS(F) ≤
√
y⊤(H∞)−1y · 8 exp(−B2/2)

n
+ Õ

(
exp(−B2/4)

n1/2

)

≤
√
y⊤(H∞)−1y · 8 exp(−B2/2)

n
+ Õ

(
1

n1/2

)
,

where the last step follows from B > 0.

Therefore, we conclude that:

LD(f(W (k), b(k), a)) ≤
√
y⊤(H∞)−1y · 32 exp(−B2/2)

n
+ Õ

(
1

n1/2

)
.

Theorem F.30. Fix a failure probability δ ∈ (0, 1). Suppose the training data S =

{(xi, yi)}ni=1 are i.i.d. samples from a (λ, δ, n)-non-degenerate distribution D. Assume

the settings in Theorem F.24 except now we let

m ≥ Ω̃
(
λ−6n6

(
1 +

(
exp(−B2/2) + 1/m

)
log3(2mn/δ)

)
exp(−B2)

)
.
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Denote the set of one-hidden-layer neural networks trained by gradient descent as F.

Then with probability at least 1− 2δ − e−Ω(n) over the randomness in the symmetric

initialization and the training data, the set F has empirical Rademacher complexity

bounded as

RS(F) ≤
√
y⊤(H∞)−1y · 8 exp(−B2/2)

n
+ Õ

(
exp(−B2/4)

n1/2

)
.

Note that the only extra requirement we make on m is the (n/λ)6 dependence

instead of (n/λ)4 which is needed for convergence. The dependence of m on n is

significantly better than previous work [SYZ21] where the dependence is n14. We

take advantage of our initialization and new analysis to improve the dependence on

n.

Proof. Let Rw (Rb) denotes the maximum distance moved any any neuron weight

(bias), the same role as Dw (Db) in Lemma F.15. From Lemma F.15 and Lemma F.17,

and we have

max(Rw, Rb) ≤ O


n
√
1 + (exp(−B2/2) + 1/m) log3(2mn/δ)

√
mλ


 .

The rest of the proof depends on the results from Lemma F.31 and Lemma F.33. Let

R := ∥[W, b](k)− [W, b](0)∥F . By Lemma F.31 we have

RS(FRw,Rb,R) ≤ R

√
8 exp(−B2/2)

n
+ 4c(Rw +Rb)

2
√
m exp(−B2/2)

≤ R

√
8 exp(−B2/2)

n
+O

(
n2(1 + (exp(−B2/2) + 1/m) log3(2mn/δ)) exp(−B2/2)√

mλ2

)
.

Lemma F.33 gives that

R ≤
√
y⊤(H∞)−1y +O

(
n

λ

(
exp(−B2/2) log(n/δ)

m

)1/4
)

+O

(
n
√

(Rw +Rb) exp(−B2/2)

λ

)

+
n

λ2
·O
(
exp(−B2/4)

√
log(n2/δ)

m
+ (Rw +Rb) exp(−B2/2)

)
.
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Combining the above results and using the choice of m,R,B in Theorem F.24 gives

us

R(F) ≤
√
y⊤(H∞)−1y · 8 exp(−B2/2)

n
+O

(√
n exp(−B2/2)

λ

(
exp(−B2/2) log(n/δ)

m

)1/4
)

+O

(√
n(Rw +Rb)

λ exp(B2/2)

)
+

√
n

λ2
·O
(
exp(−B2/2)

√
log(n2/δ)

m
+ (Rw +Rb) exp(−3B2/4)

)

+O

(
n2(1 + (exp(−B2/2) + 1/m) log3(2mn/δ)) exp(−B2/2)√

mλ2

)
.

Now, we analyze the terms one by one by plugging in the bound of m and

Rw, Rb and show that they can be bounded by Õ(exp(−B2/4)/n1/2). For the second

term, we have

O

(√
n exp(−B2/2)

λ

(
exp(−B2/2) log(n/δ)

m

)1/4
)

= O

(√
λ exp(−B2/8) log1/4(n/δ)

n

)
.

For the third term, we have

O

(√
n(Rw +Rb)

λ exp(B2/2)

)
= O

( √
n

λ exp(B2/2)

√
n(1 + (exp(−B2/2) + 1/m) log3(2mn/δ))1/4

m1/4λ1/2

)

= O

(
n

exp(B2/2)n6/4 exp(−B2/4)

)

= O

(
exp(−B2/4)

n1/2

)
.

For the fourth term, we have
√
n

λ2
·O
(
exp(−B2/2)

√
log(n2/δ)

m
+ (Rw +Rb) exp(−3B2/4)

)

= O

(
λ
√

log(n/δ)

n2.5

)
+O

(
exp(−B2/4)

n1.5

)
.

For the last term, we have

O

(
n2(1 + (exp(−B2/2) + 1/m) log3(2mn/δ)) exp(−B2/2)√

mλ2

)

= O


λ
√
1 + (exp(−B2/2) + 1/m) log3(2mn/δ)

n


 .
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Recall our discussion on λ in Section F.3.4 that λ = λ0 exp(−B2/2) ≤ 1 for some λ0
independent of B. Putting them together, we get the desired upper bound for R(F),

and the theorem is then proved.

Lemma F.31. Assume the choice of Rw, Rb,m in Theorem F.24. Given R > 0, with

probability at least 1− e−Ω(n) over the random initialization of W (0), a, the following

function class

FRw,Rb,R = {f(W,a, b) : ∥W −W (0)∥2,∞ ≤ Rw, ∥b− b(0)∥∞ ≤ Rb,∥∥∥ ⃗[W, b]− [W (0), b(0)]
∥∥∥ ≤ R}

has empirical Rademacher complexity bounded as

RS(FRw,Rb,R) ≤ R

√
8 exp(−B2/2)

n
+ 4c(Rw +Rb)

2
√
m exp(−B2/2).

Proof. We need to upper bound RS(FRw,Rb,R). Define the events

Ar,i = {|wr(0)⊤xi − br(0)| ≤ Rw +Rb}, i ∈ [n], r ∈ [m]
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and a shorthand I(wr(0)⊤xi −B ≥ 0) = Ir,i(0). Then,

n∑

i=1

ϵi

m∑

r=1

arσ(w
⊤
r xi − br)−

n∑

i=1

ϵi

m∑

r=1

arIr,i(0)(w⊤r xi − br)

=
n∑

i=1

m∑

r=1

ϵiar
(
σ(w⊤r xi − br)− Ir,i(0)(w⊤r xi − br)

)

=
n∑

i=1

m∑

r=1

I(Ar,i)ϵiar
(
σ(w⊤r xi − br)− Ir,i(0)(w⊤r xi − br)

)

=
n∑

i=1

m∑

r=1

I(Ar,i)ϵiar
(
σ(w⊤r xi − br)− Ir,i(0)(wr(0)⊤xi − br(0))

− Ir,i(0)((wr − wr(0))⊤xi − (br − br(0)))
)

=
n∑

i=1

m∑

r=1

I(Ar,i)ϵiar
(
σ(w⊤r xi − br)− σ(wr(0)⊤xi − br(0))

− Ir,i(0)((wr − wr(0))⊤xi − (br − br(0)))
)

≤
n∑

i=1

m∑

r=1

I(Ar,i)2(Rw +Rb),

where the second equality is due to the fact that σ(w⊤r xi − br) = Ir,i(0)(w⊤r xi − br) if
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r /∈ Ar,i. Thus, the Rademacher complexity can be bounded as

RS(FRw,Rb,R)

=
1

n
Eϵ


 sup
∥W−W (0)∥2,∞≤Rw, ∥b−b(0)∥∞≤Rb,

∥ ⃗[W,b]−[W (0),b(0)]∥≤R

n∑

i=1

ϵi

m∑

r=1

ar√
m
σ(w⊤r xi − br)




≤ 1

n
Eϵ


 sup
∥W−W (0)∥2,∞≤Rw, ∥b−b(0)∥∞≤Rb,

∥ ⃗[W,b]−[W (0),b(0)]∥≤R

n∑

i=1

ϵi

m∑

r=1

ar√
m
Ir,i(0)(w⊤r xi − br)


+

2(Rw +Rb)

n
√
m

n∑

i=1

m∑

r=1

I(Ar,i)

=
1

n
Eϵ


 sup
∥ ⃗[W,b]−[W (0),b(0)]∥≤R

⃗[W, b]
⊤
Z(0)ϵ


+

2(Rw +Rb)

n
√
m

n∑

i=1

m∑

r=1

I(Ar,i)

=
1

n
Eϵ


 sup
∥ ⃗[W,b]−[W (0),b(0)]∥≤R

⃗[W, b]− [W (0), b(0)]
⊤
Z(0)ϵ


+

2(Rw +Rb)

n
√
m

n∑

i=1

m∑

r=1

I(Ar,i)

≤ 1

n
Eϵ[R ∥Z(0)ϵ∥2] +

2(Rw +Rb)

n
√
m

n∑

i=1

m∑

r=1

I(Ar,i)

≤ R

n

√
Eϵ[∥Z(0)ϵ∥22] +

2(Rw +Rb)

n
√
m

n∑

i=1

m∑

r=1

I(Ar,i)

=
R

n
∥Z(0)∥F +

2(Rw +Rb)

n
√
m

n∑

i=1

m∑

r=1

I(Ar,i),

where we recall the definition of the matrix

Z(0) =
1√
m



I1,1(0)a1[x⊤1 ,−1]⊤ . . . I1,n(0)a1[x⊤n ,−1]⊤

...
...

Im,1(0)am[x⊤1 ,−1]⊤ . . . Im,n(0)am[x⊤n ,−1]⊤


 ∈ Rm(d+1)×n.

By Lemma F.25, we have ∥Z(0)∥F ≤
√

8n exp(−B2/2) and by Corollary F.12, we

have

P

[
∀i ∈ [n] :

m∑

r=1

I(Ar,i) ≤ 2mc(Rw +Rb) exp(−B2/2)

]
≥ 1− e−Ω(n).
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Thus, with probability at least 1− e−Ω(n), we have

RS(FRw,Rb,R) ≤ R

√
8 exp(−B2/2)

n
+ 4c(Rw +Rb)

2
√
m exp(−B2/2).

F.8.2 Analysis of radius

Theorem F.32. Assume the parameter settings in Theorem F.24. With probability

at least 1− δ − e−Ω(n) over the initialization we have

f(k)− y = −(I − ηH∞)ky ± e(k),

where

∥e(k)∥2 = k(1− ηλ/4)(k−1)/2ηn3/2 ·O
(
exp(−B2/4)

√
log(n2/δ)

m
+ (Rw +Rb) exp(−B2/2)

)
.

Proof. Before we start, we assume all the events needed in Theorem F.24 succeed,

which happens with probability at least 1− δ − e−Ω(n).

Recall the no-flipping set Si in Definition F.4. We have

fi(k + 1)− fi(k) =
1√
m

m∑

r=1

ar[σ(wr(k + 1)⊤xi − br(k + 1))− σ(wr(k)⊤xi − br(k))]

=
1√
m

∑

r∈Si

ar[σ(wr(k + 1)⊤xi − br(k + 1))− σ(wr(k)⊤xi − br(k))]

+
1√
m

∑

r∈Si

ar[σ(wr(k + 1)⊤xi − br(k + 1))− σ(wr(k)⊤xi − br(k))]

︸ ︷︷ ︸
ϵi(k)

.

(F.5)
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Now, to upper bound the second term ϵi(k),

|ϵi(k)| =

∣∣∣∣∣∣
1√
m

∑

r∈Si

ar[σ(wr(k + 1)⊤xi − br(k + 1))− σ(wr(k)⊤xi − br(k))]

∣∣∣∣∣∣

≤ 1√
m

∑

r∈Si

|wr(k + 1)⊤xi − br(k + 1)− (wr(k)
⊤xi − br(k))|

≤ 1√
m

∑

r∈Si

∥wr(k + 1)− wr(k)∥2 + |br(k + 1)− br(k)|

=
1√
m

∑

r∈Si

∥∥∥∥∥
η√
m
ar

n∑

j=1

(fj(k)− yj)Ir,j(k)xj
∥∥∥∥∥
2

+

∣∣∣∣∣
η√
m
ar

n∑

j=1

(fj(k)− yj)Ir,j(k)
∣∣∣∣∣

≤ 2η

m

∑

r∈Si

n∑

j=1

|fj(k)− yj|

≤ 2η
√
n|Si|
m

∥f(k)− y∥2

⇒ ∥ϵ∥2 =

√√√√
n∑

i=1

4η2n|Si|2
m2

∥f(k)− y∥22 ≤ ηnO((Rw +Rb) exp(−B2/2)) ∥f(k)− y∥2

(F.6)
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where we apply Corollary F.12 in the last inequality. To bound the first term,

1√
m

∑

r∈Si

ar[σ(wr(k + 1)⊤xi − br(k + 1))− σ(wr(k)⊤xi − br(k))]

=
1√
m

∑

r∈Si

arIr,i(k)
(
(wr(k + 1)− wr(k))⊤xi − (br(k + 1)− br(k))

)

=
1√
m

∑

r∈Si

arIr,i(k)



(
− η√

m
ar

n∑

j=1

(fj(k)− yj)Ir,j(k)xj
)⊤

xi −
η√
m
ar

n∑

j=1

(fj(k)− yj)Ir,j(k)




=
1√
m

∑

r∈Si

arIr,i(k)

(
− η√

m
ar

n∑

j=1

(fj(k)− yj)Ir,j(k)(x⊤j xi + 1)

)

= −η
n∑

j=1

(fj(k)− yj)
1

m

∑

r∈Si

Ir,i(k)Ir,j(k)(x⊤j xi + 1)

= −η
n∑

j=1

(fj(k)− yj)Hij(k) + η
n∑

j=1

(fj(k)− yj)
1

m

∑

r∈Si

Ir,i(k)Ir,j(k)(x⊤j xi + 1)

︸ ︷︷ ︸
ϵ′i(k)

(F.7)

where we can upper bound |ϵ′i(k)| as

|ϵ′i(k)| ≤
2η

m
|Si|

n∑

j=1

|fj(k)− yj| ≤
2η
√
n|Si|
m

∥f(k)− y∥2

⇒ ∥ϵ′∥2 =

√√√√
n∑

i=1

4η2n|Si|2
m2

∥f(k)− y∥22 ≤ ηnO((Rw +Rb) exp(−B2/2)) ∥f(k)− y∥2 .

(F.8)

Combining Equation (F.5), Equation (F.6), Equation (F.7) and Equation (F.8), we
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have

fi(k + 1)− fi(k) = −η
n∑

j=1

(fj(k)− yj)Hij(k) + ϵi(k) + ϵ′i(k)

⇒ f(k + 1)− f(k) = −ηH(k)(f(k)− y) + ϵ(k) + ϵ′(k)

= −ηH∞(f(k)− y) + η(H∞ −H(k))(f(k)− y) + ϵ(k) + ϵ′(k)︸ ︷︷ ︸
ζ(k)

⇒ f(k)− y = (I − ηH∞)k(f(0)− y) +
k−1∑

t=0

(I − ηH∞)tζ(k − 1− t)

= −(I − ηH∞)ky + (I − ηH∞)kf(0) +
k−1∑

t=0

(I − ηH∞)tζ(k − 1− t)
︸ ︷︷ ︸

e(k)

.

Now the rest of the proof bounds the magnitude of e(k). From Lemma F.10 and

Lemma F.13, we have

∥H∞ −H(k)∥2 ≤ ∥H(0)−H∞∥2 + ∥H(0)−H(k)∥2

= O

(
n exp(−B2/4)

√
log(n2/δ)

m

)
+O(n(Rw +Rb) exp(−B2/2)).

Thus, we can bound ζ(k) as

∥ζ(k)∥2 ≤ η ∥H∞ −H(k)∥2 ∥f(k)− y∥2 + ∥ϵ(k)∥2 + ∥ϵ′(k)∥2

= O

(
ηn

(
exp(−B2/4)

√
log(n2/δ)

m
+ (Rw +Rb) exp(−B2/2)

))
∥f(k)− y∥2 .

Notice that ∥H∞∥2 ≤ Tr(H∞) ≤ n since H∞ is symmetric. By Theorem F.24, we

pick η = O(λ/n2)≪ 1/ ∥H∞∥2 and, with probability at least 1− δ − e−Ω(n) over the

random initialization, we have ∥f(k)− y∥2 ≤ (1− ηλ/4)k/2 ∥f(0)− y∥2.

Since we are using symmetric initialization, we have (I − ηH∞)kf(0) = 0.
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Thus,

∥e(k)∥2 =
∥∥∥∥∥
k−1∑

t=0

(I − ηH∞)tζ(k − 1− t)
∥∥∥∥∥
2

≤
k−1∑

t=0

∥I − ηH∞∥t2 ∥ζ(k − 1− t)∥2

≤
k−1∑

t=0

(1− ηλ)tηnO
(
exp(−B2/4)

√
log(n2/δ)

m
+ (Rw +Rb) exp(−B2/2)

)

· ∥f(k − 1− t)− y∥2

≤
k−1∑

t=0

(1− ηλ)tηnO
(
exp(−B2/4)

√
log(n2/δ)

m
+ (Rw +Rb) exp(−B2/2)

)

· (1− ηλ/4)(k−1−t)/2 ∥f(0)− y∥2

≤ k(1− ηλ/4)(k−1)/2ηnO
(
exp(−B2/4)

√
log(n2/δ)

m
+ (Rw +Rb) exp(−B2/2)

)

· ∥f(0)− y∥2

≤ k(1− ηλ/4)(k−1)/2ηn3/2O

((
exp(−B2/4)

√
log(n2/δ)

m
+ (Rw +Rb) exp(−B2/2)

)

·
(√

1 + (exp(−B2/2) + 1/m) log3(2mn/δ)

))

= k(1− ηλ/8)k−1ηn3/2O

(
exp(−B2/4)

√
log(n2/δ)

m
+ (Rw +Rb) exp(−B2/2)

)
.

Lemma F.33. Assume the parameter settings in Theorem F.24. Then with proba-

bility at least 1− δ − e−Ω(n) over the random initialization, we have for all k ≥ 0,

∥[W, b](k)− [W, b](0)∥F ≤
√
y⊤(H∞)−1y +O

(
n

λ

(
exp(−B2/2) log(n/δ)

m

)1/4
)

+O

(
n
√
R exp(−B2/2)

λ

)

+
n

λ2
·O
(
exp(−B2/4)

√
log(n2/δ)

m
+R exp(−B2/2)

)
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where R = Rw +Rb.

Proof. Before we start, we assume all the events needed in Theorem F.24 succeed,

which happens with probability at least 1− δ − e−Ω(n).

⃗[W, b](K)− ⃗[W, b](0)

=
K−1∑

k=0

⃗[W, b](k + 1)− ⃗[W, b](k)

= −
K−1∑

k=0

Z(k)(u(k)− y)

=
K−1∑

k=0

ηZ(k)((I − ηH∞)ky − e(k))

=
K−1∑

k=0

ηZ(k)(I − ηH∞)ky −
K−1∑

k=0

ηZ(k)e(k)

=
K−1∑

k=0

ηZ(0)(I − ηH∞)ky
︸ ︷︷ ︸

T1

+
K−1∑

k=0

η(Z(k)− Z(0))(I − ηH∞)ky
︸ ︷︷ ︸

T2

−
K−1∑

k=0

ηZ(k)e(k)

︸ ︷︷ ︸
T3

.

(F.9)

Now, by Lemma F.13, we have ∥Z(k)− Z(0)∥F ≤ O(
√
nR exp(−B2/2)) which im-

plies

∥T2∥2 =
∥∥∥∥∥
K−1∑

k=0

η(Z(k)− Z(0))(I − ηH∞)ky
∥∥∥∥∥
2

≤
K−1∑

k=0

η ·O(
√
nR exp(−B2/2)) ∥I − ηH∞∥k2 ∥y∥2

≤ η ·O(
√
nR exp(−B2/2))

K−1∑

k=0

(1− ηλ)k√n

= O

(
n
√
R exp(−B2/2)

λ

)
. (F.10)
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By ∥Z(k)∥2 ≤ ∥Z(k)∥F ≤
√
2n, we get

∥T3∥2 =
∥∥∥∥∥
K−1∑

k=0

ηZ(k)e(k)

∥∥∥∥∥
2

≤
K−1∑

k=0

η
√
2n

(
k(1− ηλ/8)k−1ηn3/2O

(
exp(−B2/4)

√
log(n2/δ)

m
+R exp(−B2/2)

))

=
n

λ2
·O
(
exp(−B2/4)

√
log(n2/δ)

m
+R exp(−B2/2)

)
. (F.11)

Define T = η
∑K−1

k=0 (I − ηH∞)k. By Lemma F.10, we know ∥H(0)−H∞∥2 ≤
O(n exp(−B2/4)

√
log(n/δ)

m
) and this implies

∥T1∥22 =
∥∥∥∥∥
K−1∑

k=0

ηZ(0)(I − ηH∞)ky
∥∥∥∥∥

2

2

= ∥Z(0)Ty∥22
= y⊤TZ(0)⊤Z(0)Ty

= y⊤TH(0)Ty

≤ y⊤TH∞Ty + ∥H(0)−H∞∥2 ∥T∥
2
2 ∥y∥

2
2

≤ y⊤TH∞Ty +O

(
n exp(−B2/4)

√
log(n/δ)

m

)(
η
K−1∑

k=0

(1− ηλ)k
)2

n

= y⊤TH∞Ty +O

(
n2 exp(−B2/4)

λ2

√
log(n/δ)

m

)
.

Let H∞ = UΣU⊤ be the eigendecomposition. Then

T = U

(
η

K−1∑

k=0

(I − ηΣ)k
)
U⊤ = U((I − (I − ηΣ)K)Σ−1)U⊤

⇒ TH∞T = U((I − (I − ηΣ)K)Σ−1)2ΣU⊤ = U(I − (I − ηΣ)K)2Σ−1U⊤ ⪯ UΣ−1U⊤ = (H∞)−1.
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Thus,

∥T1∥22 =
∥∥∥∥∥
K−1∑

k=0

ηZ(0)(I − ηH∞)ky
∥∥∥∥∥
2

≤

√√√√y⊤(H∞)−1y +O

(
n2 exp(−B2/4)

λ2

√
log(n/δ)

m

)

≤
√
y⊤(H∞)−1y +O

(
n

λ

(
exp(−B2/2) log(n/δ)

m

)1/4
)
. (F.12)

Finally, plugging in the bounds in Equation (F.9), Equation (F.12), Equation (F.10),

and Equation (F.11), we have

∥[W, b](K)− [W, b](0)∥F
=
∥∥∥ ⃗[W, b](K)− ⃗[W, b](0)

∥∥∥
2

≤
√
y⊤(H∞)−1y +O

(
n

λ

(
exp(−B2/2) log(n/δ)

m

)1/4
)

+O

(
n
√
R exp(−B2/2)

λ

)

+
n

λ2
·O
(
exp(−B2/4)

√
log(n2/δ)

m
+R exp(−B2/2)

)
.

F.9 The Benefit of Constant Initialization of Biases

In short, the benefit of constant initialization of biases lies in inducing sparsity

in activation and thus reducing the per step training cost. This is the main motivation

of our work on studying sparsity from a deep learning theory perspective. Since our

convergence shows that sparsity doesn’t change convergence rate, the total training

cost is also reduced.

To address the width’s dependence on B, our argument goes like follows. In

practice, people set up neural network models by first picking a neural network of
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some pre-chosen size and then choose other hyper-parameters such as learning rate,

initialization scale, etc. In our case, the hyper-parameter is the bias initialization.

Thus, the network width is picked before B. Let’s say we want to apply our theoretical

result to guide our practice. Since we usually don’t know the exact data separation

and the minimum eigenvalue of the NTK, we don’t have a good estimate on the exact

width needed for the network to converge and generalize. We may pick a network

with width that is much larger than needed (e.g. we pick a network of width Ω(n12)

whereas only Ω(n4) is needed; this is possible because the smallest eigenvalue of NTK

can range from [Ω(1/n2), O(1)]). Also, it is an empirical observation that the neural

networks used in practice are very overparameterized and there is always room for

sparsification. If the network width is very large, then per step gradient descent is very

costly since the cost scales linearly with width and can be improved to scale linearly

with the number of active neurons if done smartly. If the bias is initialized to zero (as

people usually do in practice), then the number of active neurons is O(m). However,

since we can sparsify the neural network activation by non-zero bias initialization,

the number of active neurons can scale sub-linearly in m. Thus, if the neural network

width we choose at the beginning is much larger than needed, then we are indeed able

to obtain total training cost reduction by this initialization. The above is an informal

description of the result proven in [SYZ21] and the message is sparsity can help reduce

the per step training cost. If the network width is pre-chosen, then the lower bound

on network width m ≥ Ω̃(λ−40 n4 exp(B2)) in Theorem 3.1 can be translated into an

upper bound on bias initialization: B ≤ Õ(

√
log

λ40m

n4 ) if m ≥ Ω̃(λ−40 n4). This would

be a more appropriate interpretation of our result. Note that this is different from

how Theorem 3.1 is presented: first pick B and then choose m; since m is picked

later, m can always satisfy B ≤ √0.5 logm and m ≥ Ω̃(λ−40 n4 exp(B2)). Of course,

we don’t know the best (largest) possible B that works but as long as we can get

some B to work, we can get computational gain from sparsity.

In summary, sparsity can reduce the per step training cost since we don’t know

the exact width needed for the network to converge and generalize. Our result should
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be interpreted as an upper bound on B since the width is always chosen before B in

practice.
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Appendix G: Omitted Materials from Chapter 18

G.1 Cryptographic Primitives
G.1.1 Public-key quantum money

Definition G.1 (Public Key Quantum Money). A public-key (publicly-verifiable)

quantum money consists of the following algorithms:

• KeyGen(1λ) : takes as input a security parameter λ, and generates a key pair

(sk, pk).

• GenNote(sk) : takes a secret key sk and generates a quantum banknote state |$⟩.

• Ver(pk, |$′⟩) : takes a public key pk, and a claimed money state |$′⟩, and outputs

either 1 for accepting or 0 for rejecting.

A secure public-key quantum money should satisfy the following properties:

Verification Correctness: there exists a negligible function negl(·) such that the

following holds for any λ ∈ N,

Pr
(sk,pk)←KeyGen(1λ)

[Ver(pk,GenNote(sk)) = 1] ≥ 1− negl(λ)

Unclonable Security: Suppose a QPT adversary is given q = poly(λ) number

of valid banknotes {ρi}i∈[q] and then generates q′ = q + 1 banknotes {ρ′j}j∈[q′]
where ρ′j are potentially entangled, there exists a negligible function negl(·), for

all λ ∈ N,

Pr
(sk,pk)←KeyGen(1λ)

[
∀i ∈ [q′],Ver(pk, ρ′j) = 1 : {ρ′j} ← A(1λ, {ρi}

]
≤ negl(λ)

Remark G.1. In rest of the chapter, q is set to be 1 for simplicity, and the scheme

satisfies unclonable security if A cannot produce two banknotes that pass verification.
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[AC12] shows that any public-key quantum money scheme that satisfies security when

q = 1, can be generalized to a scheme that is secure when q = poly(λ), using quantum-

secure digital signatures.

A non-perturb property is also required. That is, one can verify a quantum

banknote polynomially many times and the banknote is still a valid banknote. Since

Ver is almost a deterministic function, by Gentle Measurement Lemma (Lemma 18.1),

the above definition implies the non-perturb property.

In some settings, instead of outputting 0/1, Ver is required to output either

⊥ which indicates the verification fails, or a serial number s ∈ Sλ if it passes the

verification. In this case, the scheme should satisfy the following correctness (unique

serial number property) and unclonable security [Zha19]:

Unique Serial Number: For a money state |$⟩, letH∞(|$⟩) = − logmins Pr[Ver(|$⟩) =
s]. We say a quantum scheme has unique serial number property, if E[H∞(|$⟩)] is
negligible for all λ, (sk, pk)← KeyGen(1λ) and |$⟩ is sampled from GenNote(sk).

Unclonable Security: Consider the following game with a challenger and an ad-

versary,

1. The challenger runs (sk, pk)← KeyGen(1λ) and |$⟩ ← GenNote(sk), it then

runs Ver to get a serial number s.

2. A is given the public key pk, the banknote |$⟩ and the serial number s.

3. A produces σ∗ (which contains two separate registers, but they may be

entangled) and denotes σ1 = Tr2[σ
∗] and σ2 = Tr1[σ

∗].

4. A wins if and only if Ver(σ1) = Ver(σ2) = s.

We say a public key quantum money scheme is secure, if for all QPT A, it wins

the above game with negligible probability in λ.
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G.1.2 Obfuscation

Definition G.2 (Virtual Black-Box Obfuscation, [BGI+01]). An obfuscator O (with

auxiliary input) for a collection of circuits C =
⋃
λ∈N Cλ is a (worst-case) VBB obfus-

cator if it satisfies:

• Functionality-Preserving: For every C ∈ C, every input x, Pr[O(C)(x) =

C(x)] = 1.

• Virtual Black-Box: For every poly-size adversary A, there exists a poly-size

simulator S, such that for every λ ∈ N, auxiliary input aux ∈ {0, 1}poly(λ), and

every predicate π : Cλ → {0, 1}, and every C ∈ Cλ:
∣∣∣∣PrA,O

[A(O(C), aux) = π(C)]− Pr
S
[SC(1λ, aux)) = π(C)]

∣∣∣∣ ≤ negl(λ)

where the probability is over C ← Cλ, and the randomness of the algorithms

O,A and S.

G.2 Missing Details For Threshold Implementation
G.2.1 Proof of Theorem 18.6

Theorem G.1 (Theorem 18.6, restated). For any ϵ, δ, γ,P, D, the algorithm of mea-

surement ATIϵ,δP,D,γ that satisfies the followings:

• For all quantum state ρ, Tr[ATIϵ,δP,D,γ−ϵ · ρ] ≥ Tr[TIγ(PD) · ρ]− δ.

• By symmetry, for all quantum state ρ, Tr[TIγ−ϵ(PD) · ρ] ≥ Tr[ATIϵ,δP,D,γ · ρ]− δ.

• For all quantum state ρ, let ρ′ be the collapsed state after applying ATIϵ,δP,D,γ on

ρ. Then, Tr[TIγ−2ϵ(PD) · ρ′] ≥ 1− 2δ.

• The expected running time is the same as APIϵ,δP,D.

We give the following fact before proving the theorem.
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Fact G.2. Let D0, D1 be two real-valued probability distributions with shift distance

∆ϵ
Shift = δ. Then, we have

Pr[D0 ≥ x− ϵ] ≥ Pr[D1 > x]− δ, and

Pr[D1 ≥ x− ϵ] ≥ Pr[D0 > x]− δ

Proof. We prove the first inequality. By the definition of shift distance, we have

Pr[D0 ≤ x− ϵ] ≤ Pr[D1 ≤ x] + δ.

Then, Pr[D0 ≥ x− ϵ] = 1− Pr[D0 ≤ x− ϵ] ≥ 1− Pr[D1 ≤ x]− δ = Pr[D1 ≥ x]− δ.
The second inequality can be proved in a symmetric way.

Now, we prove the Theorem 18.6 in below.

Proof. By Theorem 18.5, we know that there exists an algorithm APIϵ,δP,D that approx-

imates the measurement of ProjImp(PD), i.e.,

∆ϵ
Shift(API

ϵ,δ
P,D,ProjImp(PD)) ≤ δ.

In particular, for any pure quantum state |ψ⟩, letDA be the distribution of APIϵ,δP,D(|ψ⟩)
and DP be the distribution of ProjImp(PD)(|ψ⟩).

Then, by Fact G.2, we have

Pr[DA ≥ γ − ϵ] ≥ Pr[DP ≥ γ]− δ,

Hence, by the definition of threshold implementation (Definition 18.9) and the

construction of the algorithm ATIϵ,δP,D,γ, we can get

Tr
[
ATIϵ,δP,D,γ−ϵ |ψ⟩ ⟨ψ|

]
≥ Tr

[
TIγ(PD) |ψ⟩ ⟨ψ|

]
− δ.

Note that mixed state is just a convex combination of pure states. Hence, by

the linearity of trace, for any mixed state ρ, we have

Tr
[
ATIϵ,δP,D,γ−ϵ · ρ

]
≥ Tr

[
TIγ(PD) · ρ

]
− δ,

1464



which proves the first bullet. The second bullet follows the same idea by symmetry.

For the third bullet, notice that the measurement algorithms ATIϵ,δP,D,γ and

APIϵ,δP,D do the same thing to the quantum state. So, ρ′ is also the collapsed state after

the measurement of APIϵ,δP,D(ρ).

Since we assume that the outcome of ATIϵ,δP,D,γ(ρ) is 0, it implies the corre-

sponding outcome of APIϵ,δP,D(ρ) is at least γ.

By Theorem 18.5, APIϵ,δP,D is (ϵ, δ)-almost projective, which means that if we

apply APIϵ,δP,D (again) to ρ′, the outcome satisfies

Pr[APIϵ,δP,D(ρ
′) < γ − ϵ] < δ.

Theorem 18.5 also provides that the shift distance between ProjImp and API is small,

which means

Pr[ProjImp(PD)(ρ
′) ≤ γ − 2ϵ] ≤ Pr[APIϵ,δP,D(ρ

′) < γ − 2ϵ+ ϵ] + δ ≤ 2δ.

Hence,

Tr[TIγ−2ϵ · ρ′] = 1− Pr[ProjImp(PD)(ρ
′) ≤ γ − 2ϵ] ≥ 1− 2δ.

The third bullet easily follows from the construction.

G.2.2 Proof of Lemma 18.7

Lemma G.3 (Lemma 18.7, restated). Let P1 and P2 be two collections of projective

measurements and D1 and D2 be any probability distributions defined on the index

set of P1 and P2 respectively. For any 0 < ϵ, δ, γ < 1, the algorithms ATIϵ,δP1,D1,γ
and

ATIϵ,δP2,D2,γ
satisfy the followings:

• For any bipartite (possibly entangled, mixed) quantum state ρ ∈HL ⊗HR,

Tr
[(
ATIϵ,δP1,D1,γ−ϵ ⊗ ATIϵ,δP2,D2,γ−ϵ

)
ρ
]
≥ Tr

[(
TIγ(PD1)⊗ TIγ(PD2)

)
ρ
]
− 2δ.
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• For any (possibly entangled, mixed) quantum state ρ, let ρ′ be the collapsed state

after applying ATIϵ,δP1,D1,γ
⊗ ATIϵ,δP2,D2,γ

on ρ (and normalized). Then,

Tr
[(
TIγ−2ϵ(PD1)⊗ TIγ−2ϵ(PD2)

)
ρ′
]
≥ 1− 4δ.

Here PDi
stands for the mixture of projective measurement Pi relative to Di (see

Definition 18.7).

Proof. We use the hybrid argument to show that ATIϵ,δP1,D1,γ−ϵ ⊗ ATIϵ,δP2,D2,γ−ϵ approxi-

mates TIγ(PD1)⊗ TIγ(PD2).

For brevity, let ATI1 denote ATIϵ,δP1,D1,γ−ϵ and ATI2 denote ATIϵ,δP2,D2,γ−ϵ. Simi-

larly, let TI1 denote TIγ(PD1) and TI2 denote TIγ(PD2).

We first show that,

Tr[(TI1 ⊗ TI2)ρ] ≤ Tr[(TI1 ⊗ ATI2)ρ] + δ. (G.1)

Note that ρ is a bipartite quantum state in HL ⊗HR. So, we can consider TI1 ⊗ TI2

as a measurement performed by two parties L and R. In this way, we can write the

trace as the probability that L gets outcome 0 and R gets outcome 0:

Tr[(TI1 ⊗ TI2)ρ] = Pr[L← 0 ∧ R← 0].

We can see that from TI1⊗TI2 to TI1⊗ATI2, L performs the same measurement.

Hence, we can condition on the event that L gets outcome 0 and let ρ1 be the

remaining mixed state that traced out the L-part. Then, we get that

Pr[L← 0 ∧R← 0] = Pr[L← 0] · Pr[R← 0|L← 0]

= Pr[L← 0] · Tr[TI2 · ρ1]

≤ Pr[L← 0] · (Tr[ATI2 · ρ1] + δ)

≤ Tr[(TI1 ⊗ ATI2)ρ] + δ,
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where the first inequality follows from Theorem 18.6 and the last step follows from

Pr[L← 0] ≤ 1.

The next step is to show that:

Tr[(TI1 ⊗ ATI2)ρ] ≤ Tr[(ATI1 ⊗ ATI2)ρ] + δ. (G.2)

In this case, R performs the same measurement. We can condition on the

event that R gets outcome 0 and let ρ2 be the remaining mixed state traced out the

R-part.

Hence, by a similar argument, we get that

Tr[(TI1 ⊗ ATI2)ρ] = Pr[L← 0 ∧ R← 0]

= Pr[R← 0] · Pr[L← 0|R← 0]

= Pr[R← 0] · Tr[TI1 · ρ2]

≤ Pr[R← 0] · (Tr[ATI1 · ρ2] + δ)

≤ Tr[(ATI1 ⊗ ATI2)ρ] + δ.

Combining the Eq. (G.1) and Eq. (G.2) proves the first bullet of the lemma:

Tr[(TI1 ⊗ TI2)ρ] ≤ Tr[(TI1 ⊗ ATI2)ρ] + δ

≤ Tr[(ATI1 ⊗ ATI2)ρ] + 2δ.

For the second part of the lemma, the trace can also be written as

Tr
[(
TIγ−2ϵ(PD1)⊗ TIγ−2ϵ(PD2)

)
ρ′
]
= Pr[L← 0 ∧ R← 0]

= Pr[L← 0] · Pr[R← 0|L← 0],

where L and R are now performing measurements on ρ′.

We first rewrite the term Pr[L← 0] as

Pr[L← 0] = Tr[(TIγ−2ϵ(PD1)⊗ I)ρ′].

We can see that this measure process is equivalent to the following process:
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1. R first performs the measurement ATIϵ,δP2,D2,γ
on the R-part of ρ and gets a state

ρ1 such that TrL[ρ1] = TrL[ρ
′].

2. L measures ATIϵ,δP1,D1,γ
on TrR[ρ1] and get the collapsed state ρ2 such that ρ2 =

TrR[ρ
′].

3. L measures TIγ−2ϵ(PD1) on ρ2.

Hence, we have

Tr[(TIγ−2ϵ(PD1)⊗ I)ρ′] = Tr[TIγ−2ϵ(PD1) · ρ2],

By Theorem 18.6 (the third bullet),

Tr[TIγ−2ϵ(PD1) · ρ2] ≥ 1− 2δ.

Hence, we get that Pr[L← 0] ≥ 1− 2δ.

For the second term Pr[R← 0|L← 0], it can be written as

Pr[R← 0|L← 0] = Tr[(I⊗ TIγ−2ϵ(PD2)) · ρ3] = Tr[TIγ−2ϵ(PD2) · ρ4],

where ρ3 is the collapsed state conditioned on the outcome of L being 0 and ρ4 =

TrL[ρ3].

This measure process is equivalent to the followings:

1. L first performs two consecutive measurements ATIϵ,δP1,D1,γ
and TIγ−2ϵ(PD1) on

the L-part of ρ, and gets the collapsed state ρ′′ such that TrR[ρ
′′] = TrR[ρ3].

2. R measures ATIϵ,δP2,D2,γ
on TrL[ρ

′′] and gets ρ3.

3. R measures TIγ−2ϵ(PD2) on ρ4.

By Theorem 18.6 again, we have

Pr[R← 0|L← 0] = Tr[TIγ−2ϵ(PD2) · ρ4] ≥ 1− 2δ.
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Therefore, we have

Tr
[(
TIγ−2ϵ(PD1)⊗ TIγ−2ϵ(PD2)

)
ρ′
]
≥ (1− 2δ)2 ≥ 1− 4δ,

which completes the proof of the second part of the lemma.

Notice that Lemma 18.7 can be easily generalized to the case of q-partite state.

We state the following corollary without proof:

Corollary G.4. Let P1,P2, . . . ,Pq be q collections of projective measurements and

Di be any probability distributions defined on the index set of Pi for all i ∈ [q]. For

any 0 < ϵ, δ, γ < 1, for all i ∈ [q], the algorithms ATIϵ,δPi,Di,γ
satisfy the followings:

• For any q-partite (possibly entangled, mixed) quantum state ρ ∈H1⊗ · · ·⊗Hq,

Tr

[(
q⊗

i=1

ATIϵ,δPi,Di,γ−ϵ

)
ρ

]
≥ Tr

[(
q⊗

i=1

TIγ(PDi
)

)
ρ

]
− qδ.

• For any (possibly entangled, mixed) quantum state ρ, let ρ′ be the collapsed state

after applying
⊗q

i=1 ATI
ϵ,δ
Pi,Di,γ−ϵ on ρ (and normalized). Then,

Tr

[(
q⊗

i=1

TIγ−2ϵ(PDi
)

)
ρ′

]
≥ 1− 2qδ.

G.3 Generalizing Learning Games
G.3.1 Generalized unlearnability

The γ-goodness test for quantum program (Definition 18.13) captures the in-

tuition that a quantum program’s behavior on classical inputs is γ-good compar-

ing to the input-output behavior of f with respect to the input distribution Df .

For cryptographic primitives, as discussed in the introduction, achieving a particular

cryptographic functionality does not necessarily mean to have the exact input-output

behavior. As an example, to sign a message, there are usually more than one valid
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signatures and the intended functionality is preserved as long as any valid signature

is provided.

For a randomized function f , we denote the input x of f as the real input

taken by f as well as random coins used by f .

Definition G.3 (Predicate). A classical predicate E(P, y1, · · · , yk, r) is a binary out-

come function that runs a classical program P on a randomly sampled input x to

get output z, and outputs 0/1 depending on whether (z, y1, · · · , yk, r) ∈ R for some

binary relation defined by R. The randomness of sampling x, program P all depends

on randomness r. y1, · · · , yk are auxiliary inputs that specify the relation.

Quantumly, it runs a quantum program on random classical input x and mea-

sure if (z, y1, · · · , yk, r) ∈ R in superposition, where z is the first register of the

resulting state. In other words, it is a projective measurement indexed by r (also by

y1, · · · , yk).

We use Samp,F to denote a cryptographic application. F denotes the in-

tended functionality that this cryptographic application should achieve.

Definition G.4 (Cryptographic Application Samp,F ). Samp is a sampler that takes

a security parameter λ and interacts with an adversary A: f ← (A ⇔ Samp(1λ))

where f is a classical circuit that contains some secret information sf which is un-

known to A, and A can get some public information auxf from the interaction.

F = {Fλ} and Fλ(P, f, r) is a predicate which takes a program, a circuit f

and randomness r. For all efficient A, all f sampled by Samp, there exists a negligible

function negl(·) such that, Pr [Fλ(f, f, r) = 1] ≥ 1− negl(λ).

Remark G.2. The sampling procedure Samp is defined in an interactive way. One

example is predicate encryption. To generate a pair of keys, Samp needs to addi-

tionally take a description of a predicate function (which provided by A). Therefore,

we define the sampling procedure as an interaction between an algorithm A and
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Samp. For most of the applications, it is safe to assume Samp that takes a security

parameter and outputs a function f together with the public parameter auxf , i.e.,

(f, auxf )← Samp(1λ).

This security of the cryptographic application is orthogonal to its correctness

and unlearnability. The definition of security varies a lot when different applications

are given. Some examples include CPA security for public key encryption schemes

and signature unforgeability. However, the security should be easy to prove, when

we implement a copy-protection/copy detection scheme using our construction. In

this chapter, we only focus on its correctness and copy-protect security/copy-detect

security/unlearnability/unremovability.

Definition G.5 (γ-Goodness Test with respect to f, E). Let a quantum program for

computing f be (ρ, {Ux}x∈[N ]).

• Define Pr = (Pr, Qr) be the following projective measurement:

– It first samples an input x using the randomness r; the sampling procedure

is hardcoded in the predicate E (as defined in Definition G.3);

– On input x, it runs Ux on the quantum state ρ;

– It measures the output register by checking if the output of the quantum

circuit satisfies the predicate E(·, f, r); output 1 if yes, and 0 otherwise.

Let P = {Pr} be a collection of projective measurements.

• D is the distribution of uniform randomness (over r).

• Let PD = (PD, QD) be the mixture of projective measurement defined in Defi-

nition 18.7.

• We say a quantum program is tested γ-good with respect to f, E if the threshold

implementation TIγ(PD) outputs 1.
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Note that Definition 18.13 fits into this general definition, where the predicate

E on a random input x (x is drawn depending on randomness r) and f , checks if the

output is equal to f(x).

We then generalize the learning game to the setting of cryptographic applica-

tions. Note that E may be not the same as F . In the game below, an adversary tries

to learn a more restricted functionality of f (described by E ).

Definition G.6 (Learning Game for Samp,E ). A learning game for a sampler Samp

(which samples a function in Fλ), a predicate E = {Eλ}, and an adversary A is

denoted as LearningGameASamp,E ,γ(1
λ), which consists the following steps:

1. Sampling Phase: At the beginning of the game, A interacts with the chal-

lenger and samples f ← (A⇐⇒ Samp(1λ)).

2. Query Phase: A then gets oracle access to f ;

3. Output Phase: Finally, A outputs a quantum program (ρ, {Ux}x∈[N ]).

The game outputs 1 if and only if the program is tested to be γ-good with respect to

f, Eλ.

It is easy to see that Definition G.6 implies Definition 18.14. One example is

digital signature. Samp picks a pair of signing key and verification key (sk, vk) and

outputs a signing circuit f = Sign(sk, ·) which hard-wires sk and appends vk with

the circuit description. The predicate is defined as: sample m, rs, rv according to

randomness r, run the program with input m and randomness rs to obtain outcome z,

decode sk, vk from the circuit f and the predicate is 1 if and only if Ver(vk,m, z; rv) =

1. In other words, the predicate checks if the program outputs a valid signature on a

random message.

Definition G.7 (Quantum Unlearnability of (Samp,F ),E ). ((Samp,F ),E ) is called

γ-quantum-unlearnable if for any QPT adversary A, there exists a negligible function

1472



negl(·) such that the following holds for all λ:

Pr
[
b = 1, b← LearningGameASamp,E ,γ(1

λ)
]
≤ negl(λ)

G.3.2 Generalized copy protection

Definition G.8 (Quantum Copy Protection). A quantum copy-protection scheme

for (Samp,F ),E consists of the following procedures:

Setup(1λ)→ (sk): the setup algorithm takes in a security parameter λ in unary and

generates a secret key sk.

Generate(sk, f) → (ρf , {Uf,x}x∈[N ]): on input f ∈ Fλ and secret key sk, the vendor

generates a quantum program (ρf , {Uf,x}x∈[N ]).

Compute(ρf , {Uf,x}x∈[N ], x)→ y: given a quantum program, a user can compute the

function f(x) on input x by applying Uf,x on ρ and measuring the first register

of the state.

Efficiency: Setup, Compute and Generate should run in poly(λ) time.

Correctness: For all λ ∈ N, all efficient A, every f ← (A ⇐⇒ Samp(1λ)), all

(ρf , {Uf,x}x∈[N ])← Generate(sk, f), there exists a negligible function negl(·) such

that,

unique output: for all x ∈ [N ], apply Uf,x on ρf and measure the first

register, with probability at least 1 − negl(λ), the output is a fixed value

zf,x;

functionality preserving: (ρf , {Uf,x}x∈[N ]) are (1 − negl(λ))-good with re-

spect to f, Eλ with probability 1.

Security: It has γ-anti-piracy security defined below.
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Note that the property “unique output” enables the copy-protected program can be

evaluated polynomially many times.

Definition G.9 (γ-Anti-Piracy Security Game). An anti-piracy security game for a

sampler Samp, a predicate E and adversary A is denoted as CopyProtectionGameASamp,E ,γ(1
λ),

which consists of the following steps:

1. Setup Phase: At the beginning of the game, the challenger takes a security

parameter λ and obtains secret key sk← Setup(1λ).

2. Sampling Phase: A interacts with the challenger and samples f ← (A ⇐⇒
Samp(1λ)).

3. Query Phase: A makes a single query to the challenger and obtains a quantum

program for f : (ρf , {Uf,x}x∈[N ])← Generate(sk, f).

4. Output Phase: Finally, A outputs a (possibly mixed and entangled) state σ

over two registers R1, R2 and two sets of unitaries ({UR1,x}x∈[N ], {UR2,x}x∈[N ])

They can be viewed as programs P1 = (σ[R1], {UR1,x}x∈[N ]) and P2 = (σ[R2],

{UR2,x}x∈[N ]).

The game outputs 1 if and only if both programs P1,P2 are tested to be γ-good with

respect to f, Eλ.

Similarly, we can define q-collusion resistant γ-anti-piracy security game

CopyProtectionGameq,ASamp,E ,γ(1
λ)

in which the adversary A can make at most q queries in the query phases and is

required to output q+1 programs {(σ[Ri], {URi,x}x∈[N ])}i∈[q+1] such that each program

is tested to be γ-good.
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Definition G.10 (γ-Anti-Piracy-Security). A copy-protection scheme for Samp and

E has γ-anti-piracy security, if for any QPT adversary A, there exists a negligible

function negl(·) such that the following holds for all λ ∈ N:

Pr
[
b = 1, b← CopyProtectionGameASamp,E ,γ(1

λ)
]
≤ negl(λ) (G.3)

G.3.3 Generalized copy detection

A copy detection scheme for (Samp,F ),E is very similar to the copy-protection

scheme, except it has an additional procedure Check which applies a projective mea-

surement and checks if the quantum state is valid.

Definition G.11 (Quantum Copy Detection). A quantum copy-detection scheme for

(Samp,F ),E consists of the following procedures:

Setup(1λ), Generate(sk, f) and Compute(ρf , {Uf,x}x∈[N ], x) are the same as those in

Definition G.8.

Check(pk, auxf , ρf , {Uf,x}x∈[N ])→ b, ρ′: on input a public key pk, public information

auxf generated during Samp, a quantum program, it applies a binary projective

measurement P0, P1 on ρf that depends on pk, auxf , {Uf,x}x∈[N ]; it outputs the

outcome b and the collapsed state ρ′.

Correctness (Generate): The same as the security of Definition G.8.

Correctness (Check): For all λ ∈ N, all efficient A, every f ← (A⇐⇒ Samp(1λ)),

all (ρf , {Uf,x}x∈[N ]) ← Generate(sk, f), there exists a negligible function negl(·)
such that, Check(pk, auxf , ρf , {Uf,x}x∈[N ]) outputs 1 with probability at least

1− negl(λ).

Security: It has γ-copy-detection security defined below.

Definition G.12 (γ-Copy-Detection Security Game). A copy-detection security game

for a sampler Samp, a predicate E and adversary A is denoted as CopyDetectionGameASamp,E ,γ(1
λ),

which consists of the following steps:
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1. Setup Phase: At the beginning of the game, the challenger takes a security

parameter λ and obtains keys (pk, sk)← Setup(1λ).

2. Sampling Phase: A interacts with the challenger and samples a function f ,

which is denoted by f ← (A ⇐⇒ Samp(1λ)). Let auxf denote the public

information A obtains during the interaction.

3. Query Phase: A makes a single query to the challenger and obtains a copy

detection program for f : (ρf , {Uf,x}x∈[N ])← Generate(sk, f).

4. Output Phase: Finally, A outputs a state σ over two registers R1, R2 and two

sets of unitaries ({UR1,x}x∈[N ], {UR2,x}x∈[N ]). They can be viewed as programs

P1 = (σ[R1], {UR1,x}x∈[N ]) and P2 = (σ[R2], {UR2,x}x∈[N ]).

The game outputs 1 if and only if

• Apply Check on input pk, auxf ,Pi respectively and both outcomes are 1. Let P ′i
be the collapsed program conditioned on outcomes are 1.

• Both programs P′1,P
′
2 are both tested to be γ-good with respect to f, Eλ.

Similarly, we can define q-collusion resistant γ-copy-detection security game

CopyDetectionGameA,qSamp,E ,γ(1
λ), in which the adversary A can perform at most q query

phases and output q+1 programs Pi = (σ[Ri], {URi,x}x∈[N ]) for i ∈ [q+1]. The game

outputs 1 if and only if for all i ∈ [q + 1], the outcome of applying Check on Pi is 1,

and the collapsed program P ′i is tested to be γ-good.

Definition G.13 (γ-Copy-Detection-Security). A copy detection scheme for Samp

and E has γ-security, if for any QPT adversary A, there exists a negligible function

negl(·) such that the following holds for all λ ∈ N:

Pr
[
b = 1, b← CopyDetectionGameASamp,E ,γ(1

λ)
]
≤ negl(λ) (G.4)
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G.3.4 Watermarking primitives with public extraction

In this subsection, we give a unified definition that covers most of the def-

initions in the previous works about watermarking primitives, including [CHN+18,

KW17, QWZ18, KW19, GKM+19]. We will give several concrete examples of water-

marking schemes in Appendix G.3.5.

Definition G.14 (Watermarking Primitives for (Samp,F ),E ). A watermarking scheme

for (Samp,F ),E consists of the following classical algorithms:

Setup(1λ): it takes as input a security parameter 1λ and outputs keys (xk,mk). xk

is the extracting key and mk is the marking key. We only consider publicly

extractable watermarking scheme. Thus xk is always public.

Samp(1λ): it takes a security parameter 1λ,

f ← (A⇐⇒ Samp(1λ)).

We also denote auxf as the public information A obtains during the interaction.

Mark(mk, f, τ): it takes a circuit f and a message τ ∈Mλ, outputs a marked circuit

f̃ .

Extract(xk, auxf , f
′): it takes the public auxiliary information auxf , a circuit and

outputs a message in {⊥} ∪Mλ.

Remark G.3. In some watermarking schemes, Setup also outputs a watermarking

public parameter wpp and Samp takes this parameter to sample a function. Our

construction works in this setting. For the sake of clarity, we use the above notion.

Extract may also take an aux that specifies its restricted functionality that f ′ should

achieve. We assume f ′ contains a piece of information aux as a comment.

It satisfies the following properties.
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Definition G.15 (Correctness of Mark (Functionality Preserving)). For all λ, for

every efficient algorithm A, there exists a negligible function negl, for all (xk,mk)←
Setup(1λ), and every τ ∈Mλ,

Pr
[
Fλ(f̃ , f, r) = 1 : f←(A⇐⇒Samp(1λ))

f̃←Mark(mk,f,τ)

]
≥ 1− negl(λ).

Definition G.16 (Correctness of Extract). For all λ, for every efficient algorithm

A, there exists a negligible function negl(·), for all (xk,mk) ← Setup(1λ), and every

τ ∈Mλ, every aux,

Pr
[
τ ̸= Extract(xk, auxf , f̃ ||aux) : f←(A⇐⇒Samp(1λ))

f̃←Mark(mk,f,τ)

]
≤ negl(λ),

where auxf is the public information given to A and f̃ ||aux is the program appended

with aux.

Definition G.17 (Meaningfulness). For all λ, for every efficient algorithm A, there

exists a negligible function negl(·), for every aux,

Pr
[
⊥ ≠ Extract(xk, auxf , f ||aux) : (xk,mk)←Setup(1λ)

f←(A⇐⇒Samp(1λ))

]
≤ negl(λ).

where auxf is the public information given to A and f ||aux is the program appended

with aux.

Definition G.18 (γ-Unremovability with respect to Samp,E ). Consider the following

game, denoted as WaterMarkingGameASamp,E ,γ:

1. Setup: The challenger samples (xk,mk)← Setup(1λ). A then gets xk.

2. Sampling Phase: The challenger interacts with the algorithm A and samples

f ← (A⇐⇒ Samp(1λ)).

3. Query Phase: A has classical access to Mark(mk, f, ·) at any time. Define Q

be the set of messages that A has queried on.

4. Output Phase: Finally, the algorithm outputs a circuit f ∗.
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The adversary wins the game if and only if

Extract(xk, auxf , f
∗) ̸∈ Q ∧ Pr

r
[Eλ(f

∗, f, r) = 1] ≥ γ

We say a watermarking scheme has γ-unremovability with respect to Samp,E , if for

all QPT A, it wins the above game with negligible probability in λ. We say it has q-

collusion resistant γ-unremovability if the number of queries made in the query phase

is at most q.

G.3.5 Examples of watermarking primitives

Let us look at how the definitions in [CHN+18, GKM+19] fit into our frame-

works.

1. Watermarkable PRF in [CHN+18]:

• Setup(1λ) = (wpp, xk,mk);

• Samp(1λ,wpp) samples a PRF key k, f = PRF(k, ·), auxf = ⊥.

• Fλ(f̃ , f, r) is 0 if and only if it samples a random input x (according to r),

and f̃(x) = f(x).

• Unremovability is defined by Eλ = Fλ. γ = 1/2 + 1/poly(λ).

2. Watermarkable signature in [GKM+19]:

• Setup(1λ) = (wpp, xk,mk);

• Samp(1λ,wpp) samples a pair of keys vk, sk and we interpret f = Sign(sk, ·)||vk,
auxf = vk.

• Fλ(f̃ , f, r) is 0 if and only if Ver(vk,m, f̃(m)) = 1, where vk is decoded

from f and m is sampled by r.

• Unremovability: Eλ = Fλ. γ is inverse polynomial.

3. Watermarkable public key encryption in [GKM+19]:
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• Setup(1λ) = (wpp, xk,mk);

• Samp(1λ,wpp) is defined below:

– It samples (pk, sk)← PKEGen(1λ,wpp);

– f = Dec(sk, ·)||pk, auxf = pk.

• Fλ(f̃ , f, r) is defined as:

– Decode pk from f , sample m according to r;

– Let ct = Enc(pk,m);

– It outputs 0 if and only if f̃(ct) = m.

• Unremovability: Eλ(f̃ , f, r) defined as:

– Decode pk from f , sample b according to r;

– Decode aux = (m0,m1) from f̃ ; if m0 = m1, outputs 1;

– Let ct = Enc(pk,mb);

– It outputs 0 if and only if f̃(ct) = mb.

And, γ = 1/2 + 1/poly(λ).

G.4 General Copy-Protection Scheme

In this section, we show the copy-protection scheme in Section 18.5 works for

general unlearnable function families (or cryptographic applications, as defined in

Definition G.7).

Theorem G.5. Let ((Samp,F ),E ) be γ-quantum-unlearnable. Then the construc-

tion in Section 18.5 is a copy-protection scheme satisfies efficiency, correctness and

(γ − 1/poly)-anti-piracy (see Definition G.10), for all polynomial poly.

Efficiency and Correctness are straightforward. The proof of Theorem 18.8

works for the general case, by simply doing the followings:
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1. TI,ATI are now defined as the (approximated) projective measurement corre-

sponding to the predicate Eλ;

2. In Lemma 18.10, 18.11 and 18.12, the randomness is taken over the general

unlearnability game and copy-protection game.

G.5 General Quantum Copy-Detection
G.5.1 Construction

Now we construct a copy detection scheme for Samp,F ,E . Let QM and WM

be a public key quantum money scheme and a publicly extractable watermarking

scheme for Samp,F ,E , whose serial number space Sλ of QM is a subset of the message

space Mλ of WM. We construct a copy detection scheme in Fig. G.1.

G.5.2 Efficiency and correctness

First, for all λ ∈ N, all efficient A, every f ← (A⇐⇒ Samp(1λ)), the program

output is (ρf , {Uf,x}x∈[N ]), we have Compute(ρf , {Uf,x}x∈[N ], x) = f̃(x), where f̃ =

WM.Mark(mk, f, s) for some serial number s. From the correctness of WM, it satisfies

unique output and functionality preserving (with respect to F ).

The correctness of Check comes from the correctness of WM.Extract and unique

serial number property of QM. Check is a projection since QM.Ver is also a projec-

tion. Efficiency is straightforward.

G.5.3 Security

Theorem G.6. Assume QM is a quantum money scheme and WM is a q-collusion

resistant for Samp,E with γ-unremovability, the above copy-detection scheme for

Samp,F ,E has q-collusion resistant γ-copy-detection-security.

Proof. We prove the case for q = 1. Let A be a QPT algorithm that tries to break

the security of the copy detection scheme. Let (σ, UR1 , UR2) be the programs output
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Setup(1λ): it runs WM.Setup(1λ) to get xk,mk, let sk = mk and pk = xk.

Generate(sk, f):

• it runs QM.Gen(1λ) to get a money state |$⟩ and a serial number
s (by applying QM.Ver to the banknote);

• let f̃ = WM.Mark(mk, f, s) which is classical;

• it outputs the quantum state ρf = (f̃ , |$⟩), and {Uf,x}x∈[N ];

• let {Uf,x}x∈[N ] describe the following unitary: on input a quan-
tum state ρ, treat the first register as a classical function g,
compute g(x) in superposition.

Check(pk, auxf , (ρf , {Uf,x}x∈[N ])):

• it parses and measures the first register, which is (f ′, |$′⟩);
• it checks if QM.Ver(|$′⟩) is valid and it gets the serial number s′;

• it then checks if s′ = WM.Extract(pk = xk, auxf , f
′);

• if all the checks pass, it outputs 0; otherwise, it outputs 1.

Figure G.1: Quantum copy detection scheme.
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by A which wins the game CopyDetectionGameASamp,E ,γ.

To win the game, the program (σ, UR1 , UR2) should pass the following two

tests:

1. Apply the projective measurement (defined by Check(pk, auxf , ·)) on both σ[R1]

and σ[R2], and both outcomes are 0.

2. Let σ′ be the state that passes step 1. Then both programs (σ′[R1], UR1),

(σ′[R2], UR2) are tested to be γ-good with non-negligible probability.

In our construction, Check first measures the program registers. The resulting

state is f̃1, f̃2, σ, where f̃1, f̃2 are supposed to be classical (marked) circuits that

computes f and σ are (possibly entangled) states that are supposed to be quantum

money for each of the program.

Next, Check applies QM.Ver on both registers of σ and computes serial num-

bers. Define Sb be the random variable of QM.Ver applying on σ[Rb] representing the

serial number of ρb. Define S be the random variable of QM.Ver(|$⟩) representing the

serial number of the quantum money state in the Generate procedure.

Define E be the event that both WM.Extract(xk, auxf , f̃b) = Sb and at least

one of S1, S2 is not equal to S. Define E ′ be the event that both S1, S2 are equal to

S and both WM.Extract(xk, auxf , f̃b) = Sb. If f̃1, f̃2, σ passes the step 1, exactly one

of E and E ′ happens.

In step 2, it simply tests if f̃1 and f̃2 are γ-good with respect to f, Eλ. Since

f̃1, f̃2 are classical circuits, it is equivalent to check whether they work correctly on

at least γ fraction of all inputs. If it passes step 2, we have for all b ∈ {1, 2},
Prr[Eλ(f̃b, f, r) = 0] ≥ γ.
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Therefore, the probability of A breaks the security game is indeed,

Pr
(f̃1,f̃2,σ)

[
∀b,Pr

r
[Eλ(f̃b, f, r) = 0] ≥ γ

]

= Pr
(f̃1,f̃2,σ)

[
(E ∨ E ′) ∧ ∀b,Pr

r
[Eλ(f̃b, f, r) = 0] ≥ γ

]

≤ Pr
(f̃1,f̃2,σ)

[
E ∧ ∀b,Pr

r
[Eλ(f̃b, f, r) = 0] ≥ γ

]
+ Pr

(f̃1,f̃2,σ)
[E ′]

Note that the probability is taken over the randomness of CopyDetectionGameASamp,E ,γ.

Next we are going to show both probabilities are negligible, otherwise we can break

the quantum money scheme or watermarking scheme.

Claim G.7. Pr(f̃1,f̃2,σ)[E
′] ≤ negl(λ).

Proof. It corresponds to the security game of the quantum money scheme. Assume

Pr[E ′] is non-negligible, we can construct an adversary B for the quantum money

scheme with non-negligible advantage. Given a quantum money state |$⟩, the algo-

rithm B does the following (it simulates the challenger for the copy-detection scheme):

• It first runs WM.Setup(1λ) to get xk,mk and let sk = mk and pk = xk.

• It interacts with A and samples f .

• Instead of sampling a new quantum money state, it uses the state |$⟩. Let

s = Ver(|$⟩) and f̃ ← WM.Mark(mk, f, s). It gives the instance ρf = (f̃ , |$⟩).

• When A outputs (f̃1, f̃2, σ), B outputs σ.

Thus Pr[E ′] is exact the probability that both verification gives s.

Claim G.8. Pr(f̃1,f̃2,σ)

[
E ∧ ∀b,Prr[Eλ(f̃b, f, r) = 0]

]
≤ negl(λ).

Proof. It corresponds to the security game of the underlying watermarking scheme.

Since if E happens, at least one of the circuit has different mark than s and it satisfies

the correctness test F . The reduction is the following (B simulates the challenger for

the copy-detection scheme):
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• Given xk, auxf in the watermarking security game, B prepares a quantum money

state |$⟩ with serial number s and gets the marked circuit f̃ whose marking is

s.

• It prepares ρf = (f̃ , |$⟩) and feeds it to A.

• When A outputs outputs (f̃1, f̃2, σ), B outputs f̃b whose mark is not s, i.e,

Extract(xk, auxf , f̃b) ̸= s.

When A succeeds, B breaks the security of the watermarking scheme.

Thus, the probability of A breaks the game is negligible.

It is natural to extend the proof to q-collusion resistance. We briefly sketch

the proof for q-collusion resistance which is very similar to the case q = 1. Let

(f̃1, · · · , f̃q+1, σ) be the output of the adversary. Let s1, · · · , sq be the serial numbers

in the Generate procedure. Let s′1, · · · , s′q+1 be the serial numbers corresponding to

σ. If A succeeds, there are two cases:

1. {s′i}i∈[q+1] ⊆ {sj}j∈[q]: in this case, A successfully copies one of the money state.

Thus, we can use A to construct an adversary for the quantum money scheme.

2. {s′i}i∈[q+1] ⊊ {sj}j∈[q]: in this case, A successfully unmarks one of the marked

program. Thus, we can use A to construct an adversary for the watermarking

scheme.

Therefore, assuming the existence of q-collusion resistant quantum money

scheme and watermarking scheme, the construction above is a q-collusion resistant

copy-detection scheme.

Combining Theorem G.6 with the watermarking primitives (see examples in

Appendix G.3.5), we can get the corresponding copy-detection schemes.
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G.6 Public-key Quantum Money from Copy Detection

In this section, we show that we can use quantum copy detection and public-

key encryption to construct a public-key quantum money scheme. This implication

shows one more application of copy detection and further demonstrates the relation-

ship between copy detection and public-key quantum money.

We give the following the construction of the public-key quantum money.

Assume that we have an underlying public key encryption scheme called PKE =

(PKE.KeyGen,PKE.Enc,PKE.Enc) with message space M, and an underlying copy

detection scheme CD = (CD.Setup,CD.Generate,CD.Compute,CD.Check).
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KeyGen(1λ)→ (pk, sk) :

• Take in security parameter λ

• Run PKE.KeyGen(1λ) → (PKE.pk,PKE.sk) and CD.Setup(1λ) →
(CD.pk,CD.sk).

• Output pk = (PKE.pk,CD.pk) and sk = (PKE.sk,CD.sk).

GenNote(sk)→ |$⟩ :

• Take in the secret key sk = (PKE.sk,CD.sk).

• Run CD.Generate(CD.sk, f = PKE.Dec(PKE.sk, ·) to generate a
copy detection program (ρf , {Uf,x}x∈[N ]) for the function f =
PKE.Dec(PKE.sk, ·).

• Output |$⟩ = (ρf , {Uf,x}x∈[N ]).

Ver(pk, |$′⟩)→ 0/1 :

• Take in the public key pk = (PKE.pk,CD.pk) and a claimed
banknote state |$′⟩, i.e. a claimed copy detection program for
f = PKE.Dec(PKE.sk, ·).

• Parse the claimed banknote |$′⟩ as (auxf , ρ
′
f , {U ′f,x}x∈[N ]).

• Run CD.Check(CD.pk, auxf , ρ
′
f , {U ′f,x}x∈[N ])) → b; if b = 1, out-

put 1 (for reject).

• Test if the program (ρ′f , {U ′f,x}x∈[N ]) is a γ-good program
with respect to f , Eλ, using the public information in pk =
(PKE.pk,CD.pk); if yes, output 0; else output 1.

Figure G.2: Public-key Quantum Money Scheme from Copy Detection

G.6.1 Security analysis

We now show that the public-key quantum money construction has correctness

and unclonable security, given a quantum copy detection scheme with correctness and

γ-anti-piracy security. The proof is intuitive and we omit some details.
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Verification Correctness By the computation correctness of the underlying copy

detection scheme CD and decryption correctness of the underlying PKE, a valid ban-

knote |$⟩ = (ρf , {Uf,x}x∈[N ]) for f = PKE.Dec(PKE.sk, ·) is supposed to pass Check

and be a γ-good program with respect to f, Eλ with all but negligible probability.

Therefore, verification correctness holds.

Unclonable Security We give a brief proof for the unclonable security of the

quantum money scheme, whose security definition is given in Definition G.1.

Lemma G.9. Assuming that the quantum copy-protection scheme CD has γ-anti-

piracy, then public-key quantum money scheme has unclonable security.

Proof. Suppose there is a QPT adversary A that breaks unclonable security, then we

can construct a QPT adversary B that breaks γ-anti-piracy security for CD.

The quantum copy detection challenger interacts with B in a copy detec-

tion anti-piracy game: In the Setup phase, challenger runs the setup CD.Setup(1λ)

to generate the keys (CD.pk,CD.sk). In the Sampling phase, the challenger sam-

ples f = PKE.Dec(PKE.sk, ·), where (PKE.pk,PKE.sk) ← PKE.KeyGen(1λ); note that

it gives aux = PKE.pk to adversary B and sf = PKE.sk is kept secret. B then

gives (CD.pk,PKE.pk) to the quantum money adversary A as the public key. In

the Query phase, copy detection challenger generates one copy of copy detection

program (ρf , {Uf,x}x∈[N ]) ← CD.Generate(CD.sk, f) and gives to B. Then B sends

(ρf , {Uf,x}x∈[N ]) as a money state |$⟩ to A. Finally, A output two claimed money

states {|$i⟩} = {ρi, Ui}i∈[2] and sends to B. B uses them as its pirate programs and

passes to copy detection challenger. It is easy to see that if both claimed money states

{|$i⟩}i∈[2] produced by A’s pass verification with non-negligible probability, then B

wins the copy detection anti-piracy security game with non-negligible probability.
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