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Abstract: The rapid dissemination of misinformation on social networks, particularly during public
health crises like the COVID-19 pandemic, has become a significant concern. This study investigates
the spread of misinformation on social network data using social network analysis (SNA) metrics, and
more generally by using well known network science metrics. Moreover, we propose a process design
that utilizes social network data from Twitter, to analyze the involvement of non-trusted accounts
in spreading misinformation supported by a proof-of-concept prototype. The proposed prototype
includes modules for data collection, data preprocessing, network creation, centrality calculation,
community detection, and misinformation spreading analysis. We conducted an experimental
study on a COVID-19-related Twitter dataset using the modules. The results demonstrate the
effectiveness of our approach and process steps, and provides valuable insight into the application
of network science metrics on social network data for analysing various influence-parameters in
misinformation spreading.

Keywords: process for network data analysis; misinformation detection; network analysis; community
detection

1. Introduction

The COVID-19 pandemic has brought misinformation issues to the forefront of re-
search, as a large amount of misinformation were circulated on social media platforms.
Misinformation led to confusion, fear, and even dangerous behavior among the public.
The proliferation of false information and disinformation primarily on social networking
platforms is one of the most urgent problems of our time. The circulation of such content
in general has reached unprecedented levels in recent years and has had a detrimental
impact on a wide range of areas, from politics and economy, to public health [1]. Of partic-
ular concern in this work is the dissemination of falsified medical information related to
the healthcare sector, which can have serious consequences [2]. Therefore, it is crucial to
develop methods to identify and combat the spread of false information on social media,
particularly during public health crises [3].

Misinformation can spread through different dissemination patterns or coordinated
attempts to simulate widespread diffusion. Social media users can spread specific ideas
across networks, creating opportunities for misinformation to spread rapidly [4]. However,
not all models that examine the propagation of information and knowledge in social
networks distinguish between different types of information, including misinformation
and disinformation [5].

This study aims to address the misinformation-related challenges by presenting a data
analysis process that applies some well-known Social Networks Analysis (SNA) metrics
and algorithms to analyze the spread of misinformation. In the scope of this research, we are
working on designing and implementing a process-based tool that can specify the steps of
analyzing the spread of misinformation in social networks, as well as the software modules
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of an architecture that supports an SNA analytics process. In this context, we present
a conceptual framework and proof-of-concept software architecture that supports the
proposed SNA analysis. We determined what modules should be included in the software
architecture and what functions they should perform, and implemented an initial version
of the architecture, which we present here. We have utilized the prototype application for
studying the propagation of misinformation on Twitter, and we plan to extend its usage by
testing it with various SNA datasets from other social networks. The key contributions of
this study is our prototype application that supports a process model that we are proposing,
and the evaluation of its effectiveness in identifying the involvement of fake accounts in
misinformation spread within sub-communities of social networks. The results we have
obtained indicate that the proposed process and software modules supporting it, enable
successful analysis of social network data. Moreover, the results obtained in the context
of this study offer substantial insights into the analysis of misinformation propagation on
Twitter, motivating us for a the future intention of validating this approach on datasets
from different social networks in future research.

The structure of this paper is as follows. Section 2 provides a literature review. Section 3
explains the research problem and the research questions within this scope. Section 4
details the proposed process within the scope of the research. Section 5 describes the
dataset used in this research, and Section 6 elaborates on the details of the proposed process
prototype. Section 6 also reports on the experimental study and results obtained on the
implemented software modules. Finally, Section 7 concludes the paper, in which we also
discuss future work.

2. Related Work

Misinformation studies: The internet has completely changed the way people com-
municate. It allows information to be sent instantly across physical barriers and improves
connectedness among its users. However, such progress has increased the dissemination
of false information [6]. For this study, misinformation is defined as any information that
is wrong, misleading, or falsified and conveyed through different modes of communica-
tion, such as print, text messages, or social media. While members of society have some
options for intervening in the propagation of false news (flagging on social networking
sites, fact-checking information, notifying others, correcting inaccuracies), the issues with
misinformation remain open, from the technical as well as the social perspective. This
is a cause for concern, as the amount of misinformation spread online shows no signs of
decline [7–9].

Studies on misinformation have primarily focused on detecting [10,11] and/or prevent-
ing [12–14] false information on the internet and social media, while studies that consider
the spreading factors of misinformation [15] are less. Our work aims to add value to the
existing work on misinformation spread by modeling the SNA analysis as a process, so that
these types of analysis can be conducted on a variety of datasets. Our work is focused on
presenting modules as tools for SNA that include as input a dataset and returns the results
from applying well-known network science metrics. Our hypothesis in our research is that
the spread of false information in social networks depends on certain factors. It is predicted
that incorrect information will be more easily detected, and the spread of misinformation
more easily prevented, if these factors can be appropriately determined [16,17]. For this
reason, we try to find several indicators that can be identified with some of the well-known
centrality metrics.

False information that is transmitted on purpose to achieve a goal, such as convincing
others to believe something for financial, political, and similar social benefits, is commonly
referred to as “disinformation” [18]. However, many people who spread false information
might do it unintentionally. Instead, they may be sharing information not knowing that it is
not ture, or attempting to make sense of contradictory facts. This is known as “misinforma-
tion”. In this work, we refer to both misinformation and disinformation as misinformation
for clarity and readability.
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Misinformation detection in the healthcare domain has gained significant attention in
recent years, reflecting the growing concern about the potentially harmful consequences of
false or misleading health information. The proliferation of social media and online forums
has made it easier for misinformation to spread rapidly, undermining public trust in health-
care institutions and affecting individual health decisions. Recent studies have explored
various approaches to address this issue. Zhao et al. (2021) proposed a machine learning
framework for identifying false health-related claims on social media, using features such as
user behavior and linguistic patterns [19]. In a similar vein, another study developed a deep
learning model to detect and classify health-related misinformation in online discussions,
showcasing the potential of natural language processing techniques [20]. Furthermore,
Safarnejad et al. (2020) employed network analysis to examine the spread of healthcare
misinformation within online communities, shedding light on the intricate dynamics of
misinformation propagation [21]. These studies underscore the urgency of developing
effective misinformation detection tools in the healthcare domain and highlight the diverse
range of methodologies and strategies being explored to mitigate this critical issue.

The constantly evolving information environment has made it simpler for misinforma-
tion to spread at unprecedented speed and scale, particularly on social media and search
engines [22]. Correcting disinformation and false beliefs is crucial for instilling proper
knowledge into public discourse. The purpose of fact-checking groups is to reduce the
spread of disinformation, but the knowledge of the impact of these initiatives and activities
on different demographics is lacking [23]. Thus, there are several research challenges in
this aspect.

During the epidemic, researchers saw that misinformation distribution patterns varied
widely between platforms, which might be due to the platform’s cultural and demographic
structure and capabilities [15,24]. Because some demographic characteristics influence mis-
information and fact-check sharing, studying how disinformation and fact-checks spread
for different demographics and specific communities may be critical for establishing person-
alized tactics to combat online misinformation [25]. As an outcome, having a trustworthy
framework for analyzing social media demographics is crucial for identifying whether cer-
tain distribution patterns significantly impact specific user demographics or communities
with different characteristics. However, obtaining demographic data underlying social
media accounts is a sensitive topic and involves privacy considerations, and requires careful
data management, like anonymization. Furthermore, it is a complicated procedure that
may be hampered by network security restrictions or users’ choices to identify themselves
differently than they are, resulting in an incorrect perception [15]. Identifying different
social media demographics data automatically has been a topic of interest for researchers,
although achieving high levels of accuracy can be challenging. Specifically, identifying
user age, gender, language, education, nationality, and account type on Twitter has been a
focus of recent research [26]. In the context of these considerations, it is vital to emphasize
the importance of using only the essential data points to address research questions when
analyzing social network data. This analysis should be conducted with a Privacy by Design
approach and in compliance with GDPR (or other relevant privacy laws outside of the
EU) as the foundational privacy guidelines. Therefore, privacy considerations are much
more than the law. We want to accentuate here that the treatment of sensitive data and
attention to privacy issues should be a key focus for researchers doing any type of social
network investigation. While in this study we intend to explore the association between
misinformation and fact-checking spread during the outbreak regarding network data and
community characteristics, this is mostly based on link and interaction data.

The authors in [27] have investigated privacy data propagation in social networks.
These types of studies are important as they at least can be used to consider the challenges
regarding the propagation of data in networks. Despite the expectation that social media
platforms should counteract misinformation and the recent efforts, it is unlikely that the
social media platforms will achieve this goal fully [27]. One assumption is that reacting to
all misinformation information would require significant resources, and a more important
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one is that these platforms rely on ongoing user engagement. Unfortunately, disinforma-
tion often attracts attention, and social media platforms function on attention-keeping.
Ultimately, engagement-based monetization takes precedence over all else.

The study of SNA has gained a lot of attention in recent years, with the emergence
of big data and machine learning techniques. One such approach is supervised link
prediction using structured-based feature extraction, which was proposed in a recent
paper [28]. Another active area of research is the identification and classification of disaster-
related tweets using improved bidirectional encoder representations from transformers [29].
Additionally, researchers have proposed a hyper parameter optimization approach with
classifier vote ensemble for predicting COVID-19 infodemic tweet sentiment [30]. These
studies demonstrate the effectiveness of machine learning techniques in these areas and
provide valuable insights for future research.

An interesting approach in misinformation analysis in social networks by using prove-
nance data is presented in [31].

Table 1 provides a comprehensive assessment of the existing research pertaining to
misinformation detection systems within the healthcare domain. This study aims to utilize
Twitter COVID-19 data to examine the effectiveness of our suggested approach for detecting
disinformation with the usage of test and network analysis. The methodology incorporates
graph-based and community-based algorithms.

Table 1. Comparative analysis of misinformation detection in the healthcare domain.

Data Source Features Used Detection Techniques Strengths Weaknesses

Social Media [2,20,29] Text analysis NLP, Machine Learning High accuracy,
Real-time monitoring

Limited to online data,
Subject to bias

Web Scraping [9,32] Text and Metadata Rule-based, Semantic
Analysis

Broad data sources,
Low false positives

Limited to publicly
available data,

Scalability issues

Healthcare Forums [19,33] Text analysis Topic modeling, User
profiling

Domain-specific, User
engagement

Limited to specific
platforms, May not

detect emerging trends

News Articles [34,35] Text analysis NLP, Fact-checking Reliable sources,
Well-established

May miss information
from less-known

sources,
Delayed updates

Twitter Data [16,36] Text analysis and
Network Analysis

Graph-based
algorithms

Real-time insights,
Identify influential

users

Limited to Twitter data,
May require substantial

computing resources

Datasets: Several COVID-19 datasets have been published in a short time span.
The majority of these datasets are simple and lack annotations or labels. Samples in-
clude international corpus on a broad range of topics linked to COVID-19, continuous
Twitter chatter samples, multilingual data with geographical information of the members,
Twitter collection for detection of postures, responses, and quotations [37,38]. The ma-
jority of those data sets either contain no labels at all, involve automated labeling us-
ing learning algorithms or semi-supervised approaches, or are not specially created for
disinformation [39–41]. Examples of datasets gathered for COVID-19 disinformation analy-
sis and detection include CoAID [34], which automatically labels tweets, responses, and as-
sertions for false news. ReCOVery [36] is a heterogeneous collection annotated for tweets
presenting credible vs. untrustworthy news, annotated through remote supervision. Fake-
Covid [42] is a large-scale Twitter dataset that focuses on misleading information as well as
a bilingual, cross-domain misinformation identification collection with manual labeling.

Additionally, community detection in social networks has emerged as a pivotal re-
search area, and over the past decade, a plethora of methodologies and algorithms have
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been proposed driven by the need to unveil the underlying network structures and topolo-
gies for studying their influence on information spreading or on other network dynamics.
These methods range from traditional graph theoretic approaches, such as modularity opti-
mization and spectral clustering, to more recent advancements like deep learning-based
techniques [43]. Notably, the choice of a community detection method depends on the
specific characteristics of the social network under investigation, including its size, sparsity,
and the nature of the relationships among its nodes. This diversity of approaches reflects the
dynamic and evolving nature of the field, where researchers continually adapt and expand
their techniques to accommodate the ever-increasing scale and diversity of social network
data. Moreover, the development of robust evaluation metrics and benchmarks has been
instrumental in assessing the performance of these methods, fostering healthy competition
and enabling meaningful comparisons [44]. Consequently, the ongoing exploration of
community detection methods in social networks is crucial for better understanding the
structural organization, information diffusion, and targeted interventions within these
complex systems.

Processes: Six stages of a process of SNA are presented in [45], with which we agree,
and organize our software modules accordingly. We aim for our work to benefit business
applications, and our experiments can be further generalized in analyzing different types of
social network data. The research presented in this paper is in line with studies commented
in [46], and aims to provide mechanisms in the form of SNA support tools.

3. Research Questions

The research problem addressed in this study is to design and develop a software
architecture for a process that can be used for SNA, specifically for misinformation spread
analysis using network-science metrics on social network data. The modules of the pro-
posed software architecture within the scope of the research are presented, along with
the functionalities they are expected to perform. A prototype of the proposed process-
supporting architecture is developed and used to investigate how data analysis studies
can be conducted on the detection of COVID-19 related misinformation by analyzing SNA
metrics. Specific research questions that are examined within the scope of this research
problem are as follows:

(1) How can a software architecture be designed to effectively use SNA metrics and
algorithms for detecting misinformation spread? What are the modules that should
be included in such an architecture?

(2) How can the proposed architecture be implemented in a prototype software applica-
tion for analysing misinformation spreading using SNA metrics? How effective is the
proposed architecture testing it with a COVID-19 related dataset?

(3) What type of insights can be gained from analyzing the data collected from the proto-
type implementation of the proposed process, regarding the effect of social network
interactions on the spread of misinformation and the sub-community topology on
Twitter?

4. Proof-of-Concept Prototype for Misinformation Spreading Analysis Utilizing
SNA Metrics

In this study, we propose a software architecture to be used in analyzing social network
data (e.g., replies, mentions, and retweets) to study misinformation spreading patterns and
influence-related network properties. The proposed process includes several modules: Data
Collection, Data Preprocessing, Data Annotation, Network Creation, Centrality Calculator,
Community Detection, and Misinformation Detection Modules, respectively. The proposed
modules are depicted in Figure 1. In the following, we describe the objective of each module
and the functionalities that each of them should perform in detail. This section provides an
answer to the research question #1 from Section 3.

Our method leverages network centrality measures, such as degree centrality, in-
degree/out-degree centrality, closeness centrality, and betweenness centrality, to identify
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influential nodes and communities within the network. This allows us to detect the
involvement of fake accounts in misinformation spread and understand the impact of
social network interactions on the dissemination of false information. By focusing on SNA
metrics and community detection algorithms like the Girvan–Newman algorithm, our
approach provides a unique perspective on the analysis of misinformation propagation,
offering novel insights into the dynamics of misinformation spread within social networks.

Figure 1. Proposed architecture modules for data collection, preprocessing, network creation, central-
ity calculation, community detection, and misinformation detection.

4.1. Data Collection Module

The objective of this module is to collect Twitter data using the REST API provided
by Twitter. This API offers programmatic access to various types of Twitter data, such as
Tweets, and Accounts, among others. Over time, the Twitter API has evolved, providing
developers and researchers with several access levels to explore and enhance public discourse.

The Twitter API offers multiple access levels to enable users to expand their usage on
the platform. New users can quickly sign up for free and basic access. However, for the
purposes of this study, this was insufficient due to the large dataset and constraints on free
accounts. Therefore, an application was submitted for academic research access, which
enabled the querying of 10 million tweets per month. It is important to note that we care
about privacy principles as human rights, so we do not keep personal data, anonymize the
accounts, by randomizing the IDs, and do not keep the account names in our dataset.

4.2. Data Preprocessing Module

This module is designed to convert the data collected during the tweet-gathering
process into a format that other modules can process. In this module, each obtained tweet
is browsed individually, and the relevant information outlined in Figure 2 is accessed to
create a file with comma-separated values (CSV) format.

Figure 2. Column names for preprocessing phase.

While most of the column names in the CSV file are self-explanatory, it is helpful to
clarify the header values that will be used to construct the network. A mention is a type of
tweet that includes the Twitter username of another account preceded by the “@” symbol.
When a user responds to someone else’s tweet, it is called a reply. A Retweet, on the other
hand, is a re-posted tweet. The Retweet function on Twitter enables users to quickly share
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a tweet with all of their followers. This feature can be used to retweet one’s own tweets or
those of other users.

4.3. Data Annotation Module

This module takes the output of the preprocessing module and applies automatic la-
beling to the resulting dataset. The processed tweets are stored in a separate CSV file, which
contains the tweet ID, tweet text, and a flag indicating whether the data are considered as
reliable or unreliable.

The utilization of “Iffy.news” [47] in the context of automatic labeling for Twitter
content represents a proactive and pivotal approach in the ongoing battle against the
dissemination of misinformation. By categorizing tweets that contain links to, or textual
references from, unreliable sources, this platform contributes to the ever-evolving landscape
of digital information verification. The labeling of such tweets as misinformation serves
as a crucial step in curtailing the spread of false or misleading content, safeguarding the
integrity of online discourse, and fostering a more informed and critical digital society.
In addition, we used the list of untrusted sources provided in [48] to label records from
untrusted sources. We want to note that we do not claim that our labeling is completely
correct, we can only assume as we get this data from external sources as described in
this subsection.

4.4. Network Creation Module

This module is designed to model the dataset as a network graph so that we can
conduct network analysis on the resulting graph. The network consists of nodes (or vertices)
and links (or edges). To construct this social network, retweets, mentions, and replies are
utilized. Accounts are represented as nodes, and (multiple) interactions are represented
as edges.

4.5. Centrality Calculator Module

This module takes the output of the preprocessing module as its input and outputs
network centrality metric values. Network centrality metrics are well-known SNA metrics
that assess the importance and infliuence of an individual or group in a network from
multiple perspectives, and can help analyse information flow, and emergent network
patterns [49]. Four methods for measuring network centrality are well known: degree
centrality, closeness centrality, betweenness centrality, and eigenvector centrality. We work
with the degree, in-degree, out-degree, closeness and betweenness centralities. Depending
on the specific metric applied, centrality indicates that a node is directly connected to most
other nodes, indirectly connected to many others, or serves as a crucial mediator among
multiple other nodes, e.g., a bridge.

By quantifying centrality, researchers can unveil key actors in social networks, pin-
pointing individuals who serve as critical brokers of information, connectors between
disparate groups, or influential trendsetters [50]. Furthermore, centrality metrics enable
the identification of structural vulnerabilities and potential points of control within a net-
work, which has significant implications for fields as diverse as epidemiology, marketing,
sociology, and security analysis. As such, the application of centrality metrics represents a
cornerstone in the study of social networks, enhancing our ability to unravel the intricacies
of human interactions and their societal repercussions [51]. We describe these metrics in
this subsection.

Degree centrality [52] is a measure that indicates the number of connections or rela-
tionships that each node in a network has. Nodes that have a higher degree are considered
more significant because they have more interactions. Therefore, they can be crucial players
in the network and exert more influence over other nodes [53]. In directed networks, the
in-degree and out-degree metrics are important measures for understanding the structural
characteristics and dynamics of social networks. In-degree denotes the number of con-
nections directed towards a particular node within the network, offering insights into an
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individual’s popularity or prominence within the network. On the other hand, out-degree
quantifies the number of connections originating from a node, indicating an individual’s
propensity for forming relationships or disseminating information [54].

Closeness centrality is a measure of how quickly a node can reach other nodes in the
network, and is the mean distance from node i to every other node in the network [52].
Nodes that are more central have shorter distances to other nodes. In contrast, nodes
with higher closeness centrality scores have to travel farther along network paths to reach
other nodes, indicating that they are less central and potentially less important in the
network [53].

Betweenness centrality [52] is a metric that calculates how often a node in the network
falls on the shortest path that connects two other nodes. Nodes with higher betweenness
centrality ratings are often viewed as information and resource brokers since they can act
as bridges or intermediaries between different parts of a network. These nodes are essential
in maintaining connectivity in the network, and their removal can lead to fragmentation of
networks [53].

4.6. Community Detection Module

This module aims to identify communities within the Twitter dataset by utilizing the
graph outputs generated by the Network Creation module. By examining the neighborhood
information along with the communities extracted from the retweets, mentions, and replies
networks, this module can be used to identify which groups are spreading misinformation.
Community detection algorithms can be used to group together nodes that are more densely
connected to each other than to the rest of the network. By analyzing these communities,
researchers can gain insights into how misinformation spreads within different groups on
social media.

4.7. Misinformation Detection Module

The Misinformation Detection module uses the communities output from the Commu-
nity Detection module to identify user and tweet pairs that belong to these communities
from the previously labeled tweet collection. Then, by comparing the centrality metrics
for the users within each community, it attempts to determine how important these users
are in the user group/community. This information can be useful in identifying influential
users who may be spreading misinformation within a specific community. Additionally,
by analyzing the content of the tweets within these communities, the module may also
be able to identify specific topics or themes that are prevalent within the community and
potentially contributing to the spread of misinformation.

5. Dataset

CoVaxxy is a collection of English tweets related to COVID-19 vaccination, which is
being monitored and analyzed by the Observatory on Social Media (OSoMe) at Indiana
University. The goal of the project is to understand how online information affects the
uptake of COVID-19 vaccines and their health consequences [55]. The database is updated
continuously and in real-time, and it provides public access to a vast amount of vaccine-
related English-language tweets. The CoVaxxy dashboard is a website that combines these
data with vaccination uptake and surveys, allowing anyone to visualize descriptive and
inferential statistics and preliminary findings related to COVID-19 vaccination [56].

The dataset covers the period from January 2021 to January 2022 and is obtained by
querying specific keywords on a daily basis. The keywords used for the query are listed
in Table 2, and can be found in the keywords.txt file in the dataset folder. Each data file
contains information on tweet ids in text files on a daily basis. However, not all tweets
may be accessible due to privacy settings or deactivated accounts. For this investigation,
the tweets sent on 11 January 2021 were selected and attempted to be retrieved. We use the
raw IDs shared by the authors in [55] to hydrate the tweets.
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Table 2. Search keywords used to collect tweets on COVID-19 vaccinations.

vaccine vaccination vaccinate pfizer sputnikv

pfizervaccine gavi corona pfizer modernavaccine cepi
covid moderna covax corona moderna moderna biontechvaccine

covidiots vax vaxx getvaccinated mrna
glyphosate coronavaccine covidvaccine nvic oxfordvaccine

pharmagreed azvaccine astrazeneca kungflu pandemic
plandemic mybody eugenics greatreset willnotcomply

This study uses the Twitter API, version 2, to access tweets. To access the Twitter API
version 2, an application is created through the Twitter web interface, and the necessary
access and secret key credentials are obtained. The “tweets lookup” rest endpoint [57] is
used to query tweet collections, which provides information about a tweet or collection of
tweets based on their ID(s). To optimize efficiency, the API’s limit of 900 requests every
15 min is kept in mind and tweet IDs are submitted as batches of up to 100 IDs, separated
by commas. Moreover, the endpoint allows us to specify the fields we want to return,
and selected fields are listed in Table 3. However, as aforementioned, we are careful about
privacy, we do not use private data, and we delete all fields that are unnecessary for our
analysis like name, full name, and username, as well as all fields related to location.

Table 3. Fields used for tweet collection. For each successful tweet download, these values are
persisted and processed.

Field Key Field Value

tweet.fields author_id, created_at, conversation_id, in_reply_to_user_id, lang,
possibly_sensitive, source, text, referenced_tweets

expansions author_id, entities.mentions.username, in_reply_to_user_id,
referenced_tweets.id, referenced_tweets.id.author_id

user.fields public_metrics, created_at, id, verified, name, pinned_tweet_id, username,
url, description

After each request, a JavaScript Object Notation (JSON) file is created for every
100 tweets downloaded, and all information is stored inside it. The structure of the data
are as shown in Table 4. The ‘data’ property in the JSON file holds tweets that have been
successfully downloaded. The ‘errors’ property represents the responses that could not
be answered for any reason. The ’includes’ field contains extra information for successful
response tweets.

Table 4. Structure of a downloaded tweet collection. This table shows the structure of the JSON file
kept for every 100 tweets downloaded.

Field Name Description

response.data Holds successfully downloaded tweet metadata and information

response.errors Holds the information of tweets which could not be downloaded

response.includes Holds extra information about tweets (e.g., author, timestamp)

The data are stored in a folder with the name of the same day after all the tweets are
downloaded from the tweet IDs for a day, using the JSON format. Storing the data in a
single file for the day allows for easier processing of the data using the Python library.
In this study, tweets regarding COVID-19 on 11 January 2021 were used. The Python script
was run for the selected day, and all the JSON files in the folder were processed to generate
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a data report for that day. Any columns without a value were marked with a # sign to
facilitate filtering operations on the data.

Data Statistics

In this work, a request was made to obtain a dataset of tweets from the Twitter
Application Programming Interface (API) for a specific day. A total of 778,246 tweets were
requested, but only 493,200 tweets were successfully retrieved. It is worth noting that
some tweets could not be accessed due to factors such as the deletion of tweets or users
disabling or hiding their profiles. After the tweet collection is passed through the data
annotation module, the output obtained includes information about the tweet and whether
it is misinformation. The classification of the collection is shown in Figure 3.

(a) (b)
Figure 3. (a) The most used words in the tweet collection. The x-axis shows the number of tweets,
while the y-axis shows the density of words in the collection. (b) The distribution of tweet credibility
levels based on their count. The x-axis shows the number of tweets, while the y-axis shows whether
tweeting is marked as misinformation or not.

6. Prototype and Evaluation

In this section, we discuss the details of the prototype implementation of the proposed
process. This section provides an answer to the research question #2 from Section 3. Once
the data collection is downloaded and all processing operations are complete, the net-
work/graph creation module is executed. This module reads the CSV output of the
preprocess module using the Pandas library and imports it into the runtime. Subsequently,
separate retweet, mention, and reply networks are created using the ’from_pandas_edgelist’
function of the NetworkX library. During the creation of the retweet network, IDs of the
users who tweeted and the retweeted user are defined as the nodes of the graph, and an
edge is defined between them. UserID, retweeted tweet ID, and retweet userID are defined
as additional information for correlation. The mention and reply networks are created
using a similar approach. Isolated nodes of each network are removed from the network,
and confusing correlations are eliminated. The node and edge statistics of each network
are depicted in Figure 4.

Due to the limitations of the NetworkX library in rendering large graphs with numer-
ous nodes and edges, the Gephi application was used for visualizing the graphs. To enable
the Gephi application to comprehend the retweet, mention, and reply networks, the write
gexf function of the NetworkX library was utilized to convert the graph-based data into a
suitable format. The resulting visual representations of the networks, generated using the
Gephi application, are depicted in Figure 5.

The graphs produced by the network creation module serve as input for two additional
modules. The first is the Centrality Metric Creation Module, which takes the related
graphs as input and uses the degree centrality, in-degree centrality, out-degree centrality,
closeness centrality, and betweenness centrality functions of the NetworkX library to
calculate the metrics for the networks. The centrality metrics for each network are returned
as a Python dictionary. It is important to note that the larger the centrality metric, the more
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central a node is in the network, and thus more influential. However, in the Closeness
metric, nodes with lower values are considered more central as they have to travel fewer
paths. Conversely, in the betweenness metric, nodes with higher values are considered
more critical as they have shorter paths than other node pairs and they serve as “bridges”
between communities.

Figure 4. This figure displays the number of nodes and edges in the retweet network (a), mention
network (b) and reply network (c) at 11 January 2021, providing insights into the size and structure
of the network.

Figure 5. Visual representations of the retweet (a), mention (b), and reply (c) networks generated
using the Gephi and NetworkX applications. The figure presents visualizations of the retweet,
mention, reply networks, and their colored communities, created at 11 January 2021.

It is crucial to analyze the parameters used in the proposed methods and discuss their
optimal choices within the framework. The selection of parameters plays a significant
role in the effectiveness and practicality of the proposed process. For instance, in the
network creation module, parameters such as the threshold for retweet counts or the
time window for data collection can impact the resulting network structure. Similarly,
in the centrality calculator module, parameters like the type of centrality metric or the
normalization method can influence the identification of influential nodes. It is important
to conduct parameter analysis experiments to evaluate the impact of different parameter
settings on the performance of the proposed methods.

The output of the network creation module is utilized by another module, namely
the Community Detection module. This module applies the Girvan-Newman algorithm
and function of the NetworkX library to identify communities in the graph. The Girvan-
Newman algorithm was selected for community detection in our study due to its well-
established effectiveness in identifying community structures in networks [58]. Developed
by Michelle Girvan and Mark Newman, this algorithm iteratively removes edges with the
highest number of shortest paths among vertices that pass through them, i.e., edges with
highest betweenness centality. By progressively eliminating edges, the network becomes
fragmented into clusters called communities. The Girvan–Newman algorithm is widely
used in SNA for its ability to detect and analyze community structures [58]. While our
study specifically utilizes the Girvan–Newman algorithm, it is important to note that
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other community detection methods, such as the Louvain method, modularity-based
communities, and Tree partitioning, can also be integrated into our proposed process. This
flexibility allows for the exploration and comparison of different community detection
approaches in the analysis of misinformation spread within social networks. Figure 6
displays graphics created from the retweet, mention, and reply networks, which are color-
coded according to communities.

Figure 6. This graph consists of three sub-figures: (a) Retweet communities graph, (b) Mention
communities graph, and (c) Reply communities graph. Each sub-figure represents the communities
identified by Community Detection module with Girvan-Newman algorithm within the respective
network. The communities are color-coded, each color is colored according to the community it
belongs to, allowing for visual differentiation and analysis of the different communities present
within each network.

The misinformation detection module is executed in the final stage of the process,
utilizing the output from the data labeling, centrality calculation, and community detection
modules. The module compares the users who have posted tweets in the communities
identified by the retweet, mention, and reply networks with those who have posted tweets
that were flagged as misinformation in the data labeling module. The module also marks
bot accounts present in each community. Subsequently, nodes in a community are ranked
for each centrality metric, and the significance of bot accounts within the community is
measured. The results of the aforementioned data analysis conducted using the proposed
module implementations provides an answer to research question #3 from Section 3.

In addition to the aforementioned prototype implementation, we have also developed
a graphical user interface (GUI) application to make it easier for users to interact with the
proposed framework. The GUI is built using the Python library Tkinter and provides a
user-friendly interface for uploading data, selecting preprocessing options, and executing
the various modules of the proposed framework. Once the data is processed and the
networks are created, the GUI in Figure 7 allows users to visualize the networks using
the NetworkX application and analyze the centrality metrics and community structure
of the networks using the implemented modules. The GUI also displays the results of
the misinformation detection module, providing users with a clear understanding of the
extent to which misinformation is being disseminated in the communities identified by the
aforementioned metrics and algorithms. The availability of the GUI application on GitHub
as an open-source project makes it easier for researchers and analysts to access and use the
proposed framework, promoting transparency and reproducibility in data analysis [59].

Furthermore, throughout the execution of the experiments in this study, the centrality
metrics utilized in the NetworkX library were computed using default values. In the
computation of the betweenness value, the normalized parameter was set to true and the
number of node samples was set to 500. The findings of experiments conducted with lower
node sample values did not exhibit any statistically significant alterations. Furthermore,
in the use of the Girvan-Newman method, nodes that have fewer than three connections
were disregarded.
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Figure 7. This figure showcases a screenshot of the GUI of the proposed framework, providing
a glimpse of the various features and functionalities available, including network visualizations,
centrality metrics, community structures, and the results of the misinformation detection module.

In this research, we also label tweets as disinformation or not on a dataset collected on
11 January 2021. The visual representation of this is depicted in Figure 8. It is important to
note that our work does not focus on misinformation detection, but we label twets based
on iffy and also on the list on un-trusted sources that we have mentioned earlier. The first
column presents the id of the evaluated tweet. The second column indicates whether the
tweet in question was labeled as disinformation. The subsequent three columns display the
network type established, together with the centrality metric’s type and the corresponding
value computed within the respective network. The following two columns provide
information on the community detection module. Specifically, they present the community
affiliation of the tweet, the number of nodes inside that community, and the ranking of the
tweet’s relevance based on the centrality metric within the respective community.

Figure 8. This figure showcases a screenshot of the obtained report from the misinformation detection
module. (Tweet identifier is intentionally blurred to protect user privacy.)
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7. Conclusions and Future Work

In conclusion, the spread of misinformation on social media is a significant issue that
has emerged as a pressing concern, particularly during public health crises such as the
COVID-19 pandemic. Thus, the need to develop effective methods for identifying and
combating misinformation on social media has never been more urgent. This research pro-
poses a process that can detect the spread of misinformation on social network data using
SNA metrics, and a tool that provides network-science metrics and algorithms for SNA
on various datasets. The software architecture of the proposed process is presented, along
with a prototype application that demonstrates its success in analyzing misinformation
spread with a Twitter case study.

This study makes several novel contributions to the scientific community. Firstly, it
proposes a module-based process design and software architecture for analyzing the spread
of misinformation in social networks, along with a GUI, which we believe can be used for a
variety of social network datasets.The process incorporates SNA metrics and algorithms to
detect the influential accounts in misinformation spread. Secondly, the study proposes a
developed prototype application that implements the proposed process, demonstrating its
effectiveness in analyzing misinformation spread on the Twitter platform. This prototype
application serves as a practical tool for identifying and combating misinformation on social
media, as it gets as an input a json based dataset, with specific data structure requirements,
and the user can apply then social network metrics like the centrality ones, as well as
clustering algorithms such as the tested Girwan-Newman algorithm to get the output
metric values, statistics and network clusters respectively also in a visual way. Lastly,
the research provides valuable insights into the analysis of misinformation propagation on
Twitter, particularly during public health crises like the COVID-19 pandemic.

The findings obtained within the scope of this research provide valuable insights into
how the spread of misinformation can be analysed on social media platforms, particularly
during public health crises. It is hoped that the proposed process and prototype application
can contribute to the development of more effective methods for combating the spread
of misinformation on social media in the future. This study also provides a preliminary
assessment of the scale of disinformation propagation and identifies some of its possible
characteristics. To mitigate the adverse effects of this phenomenon, it is imperative that all
relevant stakeholders take action to promote the dissemination of reliable and authenticated
information using social media’s vast outreach capabilities.

Further work is needed to evaluate the performance of the proposed tool. The impact
of bot accounts on the dissemination of misinformation can be assessed more efficiently by
downloading more data for different days of the same dataset. Moreover, since the model
presented in this study is a general framework, it may be applied to any dataset, obtained
from Twitter and other sources to conduct misinformation spread. We will test this in
our future work. Community detection in our model is based on the Girvan-Newman
algorithm; however, other community detection methods, such as the Louvain method,
modularity-based communities, and Tree partitioning, can also be plugged-in. Our future
work on the proposed architecture includes providing functionality for users to import
NetworkX output and visualize it in Gephi automatically, which involves adding one more
module and an additional application integration work.
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