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Where do my interests come from?
I cannot identify the precise moment I became enthusiastic about the study of linguistic 

phenomena in individuals with psychiatric disorders. However, through the years, I have 

pinpointed a number of important events that shaped my awe of the human language, the human 

mind, and their physical and cognitive correlates (i.e., their measurable counterparts), an awe 

that at some vague point also intertwined with a broad curiosity about disorders affecting the 

brain.

I believe that several facts had a large influence on my interest for the human language. 

First, I have memories of the language impairments that my grandmother had to face as a 

consequence of the removal of her entire left temporal lobe after she suffered a stroke. Second, 

when I was a high school student, I slowly fell in love with poetry, both its reading and writing. 

Third, as a bachelor’s student, I was introduced to biolinguistics, psycholinguistic, 

neurolinguistics, and natural language processing, offering me an overview of the complexity 

of studying the human language. As for the brain functioning and the human mind, I can count 

the unexpected advice (received when I was around 22 years old) that I was in need for 

psychiatric care, and the still ongoing struggle with my own mental health too. Last and 

fortunately, I can mention as well my growing interest in meditation techniques and methods to 

study subjective experiencing (e.g., micro-phenomenology and thinking at the edge), whose 

constant practice has allowed me to become a bit more acquainted with my own mind.

Only when I became a research master student I really started learning about the scientific 

work (mainly that from the 20th and 21st centuries) on the composition and functioning of the 

human language, the human mind, the human brain, and their interrelationships. I quickly 

learned that the study of these phenomena and this organ is an endeavor so complicated that it 

requires collaboration between researchers from multiple disciplines. I became genuinely 

surprised when I found out that empirical research merging my interests had already been 

circulating through the scientific community even before I was born (e.g., Hoffman, 1986). Even 

more, it was clear that the human language, the human mind, and the human brain and its 

diseases were not new in any form as topics of research, since pioneering thinkers such as von 

Humboldt in the 19th century AD (von Humboldt, 1836/1999), Descartes in the 17th century AD 

(see Westphal, 2016), and Aristotle in the 4th century BC (see Gross, 1995) had already 

ventured into their study, respectively.

During the last year of my master studies, I was hungrily googling, struggling to find a 

potential research group that I might aspire to be part of, and doubtful about whether I, as a 
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linguist, might have any chance to carry out research in the medical sciences. Memorably, I 

was able to track a study by de Boer and colleagues (2016), titled “A linguistic comparison 

between auditory verbal hallucinations in patients with a psychotic disorder and in 

nonpsychotic individuals: Not just what the voices say, but how they say it”. I could not have 

guessed it then, but, in retrospect, this was a breakthrough moment in my career path. Having 

found this article provided me with the starting guidance I had been looking for. It propelled 

me into the venture that finally led me to obtain a PhD position in the Netherlands, at the 

University Medical Center Groningen, where I started studying two phenomena that language 

plays a core role in, and that, as I was about to learn, even if they can be present in non-clinical 

populations, they are particularly burdensome for individuals seeking and/or receiving mental-

health care: auditory verbal hallucinations and disorganized speech.

Auditory verbal hallucinations, a.k.a., voices

Auditory verbal hallucinations (AVHs) can be loosely defined as “a diverse phenomenological 

experience, which may involve single and/or multiple voices [emphasis added], who may be 

known and/or unknown, speaking sequentially and/or simultaneously, in the first, second, 

and/or third person and which may give commands, comments, insults, or encouragement” 

(Jones, 2010). Despite nowadays the terms AVHs and voices are still sometimes used 

interchangeably (as it is the case in this thesis), it is worth noting that, over almost the last 2500 

years of human history, both terms were coined in different contexts and have received distinct 

conceptualizations.

In 1838, with the aim of distinguishing between illusions and hallucinations, the French 

psychiatrist Étienne Esquirol offered a concise and broad, medical description of what 

experiencing a hallucination is like: “Un homme qui a la conviction intime d’une sensation 

actuellement perçue, alors que nul objet extérieur propre à exciter cette sensation n’est à portée 

de ses sens, est dans un état d’hallucination”1 (Esquirol, 1838). In 1892, further contending that 

language plays an important role in their characterization (Brémaud, 2016), the French 

psychiatrist Jules Séglas proposed the distinction between psychomotor hallucinations, visual 

verbal hallucinations, and auditory verbal hallucinations, stressing that, in the experience of 

AVHs, “les paroles ou les phrases (…) semblent venir du dehors, de l’extérieur, et sont perçues 

par le sujet absolument de la même façon que si elles étaient réellement émises en sa présence 

 
1 “A person who has the conviction of an actual sensation, whereas there is no external object capable of leading 
to this sensation, is therefore in a hallucinating state”. [Free translation]
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par un interlocuteur et venaient frapper son oreille”2 (Séglas, 1892). Thereby, as a medical 

expression, the use of the term AVHs began its expansion in the late 19th century (Brémaud, 

2016; Peyroux & Franck, 2013). Of note, the conceptualization of the term AVHs remained 

contentious throughout the 20th century (Brémaud, 2016), and it is still a matter of conceptual 

debate in these days (Parnas et al., 2023; Waters & Jardri, 2015).

In contrast of the extended use of the term AVHs in the scientific literature of the 19th, 20th,

and 21st centuries, the term voices had already appeared long before in the accounts describing 

the experiences of individuals who heard verbal units (e.g., independent words or sentences) in 

the absence of actual auditory, linguistic stimuli (McCarthy-Jones, 2012; Peyroux & Franck, 

2013). For instance, as pointed out by Powell (2022), in VITA SANCTI GUTHLACI (The life 

of Saint Guthlac) (Felix, 715 - 716/1985), it is mentioned that Guthlac, a hermit who lived 

between the 7th and 8th medieval centuries, encountered “inmundorum spirituum catervis (…) 

faucibus tortis, labro lato, vocibus horrisonis [emphasis added], comis obustis, buccula crassa, 

pectore arduo…”3 (Felix, 715 - 716/1985, p. 102).

Not surprisingly, it has been largely acknowledged that the term voices likewise remains 

both phenomenologically and theoretically problematic. It does not fully capture the range of 

hallucinations with linguistic content that are experienced by individuals (Humpston & 

Broome, 2016; Waters & Jardri, 2015; Woods et al., 2015) and it can further refer to distinct 

categorical phenomena (Wilkinson & Krueger, 2022), namely, either to the speech-like quality 

of the hallucinations with linguistic content or to “the speaker behind the voice” (i.e., a specific 

agent that is different from the actual individual experiencing the hallucinated voices) (Deamer 

& Wilkinson, 2015). Despite this, since the 1980’s and 1990’s (Romme et al., 1992; Romme & 

Escher, 1989), the term voices has increasingly been promoted by researchers and individuals 

who hear voices to emphasize that, for some individuals, the voice-hearing experience is not 

necessarily linked to a mental disorder (Corstens et al., 2014). In fact, studies have repeatedly 

shown that AVHs can be found in both non-clinical (Baumeister et al., 2017; Linszen et al., 

2022; Maijer et al., 2018) and clinical adult populations (Upthegrove et al., 2016).

In non-clinical populations, voices have been found to occur in individuals free from a 

psychiatric diagnosis and/or without current psychiatric treatment (Sommer et al., 2010).

Voices have been reported by spiritualists and psychic mediums, i.e., individuals contending 

 
2 “The words or phrases (…) seem to come from outside, and are perceived by the subject in absolutely the same 
way as if they were actually emitted by an interlocutor and they came to strike her/his ear”. [Free translation]
3 “Horrible troops of foul spirits (…) [with] twisted jaws, thick lips, strident voices [emphasis added], singed hair, 
fat cheeks, pigeon breasts…”. [Translated by Colgrave (Felix, 715 - 716/1985, pp. 101, 103)]
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that they can communicate with deceased people (Andrew et al., 2008; Taylor & Murray, 2012).

Members of Evangelical Christians groups (Davies et al., 2001), traditional health practitioners 

(van der Zeijst et al., 2021), and individuals grieving the loss of their loved ones (Sabucedo et 

al., 2020) have been found to experience AVHs too. Moreover, voices can be induced in non-

clinical populations by experimental procedures (Rogers et al., 2021; Wackermann et al., 2008)

and/or by the influence of recreational drug use (van der Weijden-Germann et al., 2023).

In clinical populations, AVHs can be present in a variety of psychiatric disorders, including, 

for instance, schizophrenia-spectrum disorders (SSD) (Hoffman, 1986; Lorente-Rovira et al., 

2020; Nayani & David, 1996) and borderline personality disorder (Beatson et al., 2019; 

Hayward et al., 2022; Slotema et al., 2019) (for a systematic review across diagnoses, see 

Waters & Fernyhough, 2017). Further, AVHs can manifest in neurodegenerative diseases as 

well (Eversfield & Orton, 2019). Even if classification systems for psychiatric disorders still 

consider AVHs as a core symptom for reaching a categorical diagnosis (Waters et al., 2018),

nowadays the sole occurrence of AVHs in clinical populations is no longer strictly associated 

with schizophrenia (Waters et al., 2018). Rather, it has been argued that AVHs can be 

considered to be either a dissociative experience (Moskowitz & Corstens, 2007) or a 

transdiagnostic, non-specific psychotic symptom (Waters et al., 2018; Waters & Fernyhough, 

2017).

Assuming that AVHs are a transdiagnostic psychotic symptom, epidemiological models of 

the dimensional (i.e., psychosis-continuum) occurrence of AVHs across clinical and non-

clinical populations have been proposed (Baumeister et al., 2017; van Os et al., 2009). Broadly, 

these models posit that an existing distribution of AVHs-proneness across the whole general 

population makes it possible that AVHs can present in both clinical and non-clinical 

populations alike (Baumeister et al., 2017; van Os et al., 2009). These models contend that the 

occurrence of the AVHs alone is not necessarily related to distress or need for care, with these 

latter rather resulting from an exposure to risk factors, from a higher frequency of AVHs 

experiences, and/or from the co-occurrence of AVHs and further psychological difficulties 

(Baumeister et al., 2017; van Os et al., 2009). Discontinuous (i.e., discrete or non-dimensional) 

models on AVHs have been proposed too (Baumeister et al., 2017; David, 2010; Linscott & 

van Os, 2010), and it is currently unclear whether both or just one type of model could better 

account for AVHs from an epidemiological perspective (Baumeister et al., 2017; Linscott & 

van Os, 2010).

Along with their epidemiology, accounting for the neural and cognitive mechanisms that 

might underlie the experience of AVHs is necessary to achieve a comprehensive theory of them 
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and to allow the development of efficient pharmacological and/or psychological treatments for 

AVHs. Recent meta-analytic evidence suggests that not a single, but a plurality of 

neurocognitive mechanisms underlying AVHs might exist (Rollins et al., 2019). Given different 

underlying mechanisms, it might be expected that AVHs’ phenomenological characteristics are 

heterogeneous (McCarthy-Jones et al., 2013). In fact, it has been consistently reported that 

AVHs phenomenology can largely vary within and across populations (Larøi, 2006; Melvin, 

Crossley, et al., 2021; Melvin, Rollins, et al., 2021; Nayani & David, 1996; Woods et al., 2015).

Thus, hypothetically, any correspondence between specific phenomenological characteristics 

and distinct underlying mechanisms would suggest the existence of AVHs subtypes (McCarthy-

Jones et al., 2013; McCarthy-Jones, Thomas, et al., 2014).

Considering their putative “verbal” nature, it is not surprising that previous studies that 

subtyped AVHs by phenomenological features considered some dependent linguistic variables 

as well for analysis (e.g., McCarthy-Jones, Trauer, et al., 2014; Stephane et al., 2003). The 

problem, though, is that this halts the possibility to know whether AVHs’ linguistic features 

alone might lead to the identification of linguistic subtypes of AVHs. Thus, it has been posited 

that AVHs’ phenomenology might comprise information associated with different AVHs’ 

underlying neurocognitive mechanisms (McCarthy-Jones et al., 2013; McCarthy-Jones, 

Thomas, et al., 2014) and that this might guide differential diagnosis and/or treatment for AVHs 

(Cancel et al., 2018; Larøi, 2006; Lowe, 1973; McCarthy-Jones, Thomas, et al., 2014). Yet, 

whether the case might be such for linguistic subtyping of AVHs remains largely unknown.

In addition to AVHs subtyping, linguistic analysis of AVHs might contribute to current 

debates over the role of specific AVHs’ characteristics and their relation to voice-hearing 

distress. For instance, distress related to voice-hearing has been posited to occur as a result of 

metacognitive processes (i.e., beliefs) that influence the experience of voice hearing (Chadwick 

et al., 2000; Chadwick & Birchwood, 1994), rather than arising from AVHs’ characteristics 

themselves, such as negative content (Baumeister et al., 2022; Larøi et al., 2019; Peters et al., 

2012; Silver et al., 2023; Waite et al., 2019). Of note, a controversy still exists between this 

account and the possibility that negative content in itself leads to AVHs-related distress (Larøi 

et al., 2019). Moreover, defining what “negative content” is remains problematic (Larøi et al., 

2019).

Disorganized speech

Different accounts about how speech can express atypical/anomalous connections between 

thoughts can be backtracked at least to the 19th century. During that time, a series of terms were 
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already used to (putatively) refer to different psychiatric symptoms (e.g., “incoherence des 

idées” in French, meaning “incoherence of ideas”, and “formale Abweichungen” in German, 

meaning “formal deviations”) (for more examples, see Jerónimo et al., 2018). In the early 20th

century, Eugen Bleuler (1911/1950) and Emil Kraepelin (1919) maintained too that there is a 

link between speech and disturbances of thought (Hart & Lewine, 2017; Jerónimo et al., 2018).

By the second half of the 20th century, Andreasen (1979) emphasized that, despite the 

contentious interchangeable use of the terms disorganized speech (DS) and formal thought 

disorder (FTD), the term DS might be preferred to the term FTD “since disorganized speech is 

a more accurate term for the behaviors they [i.e., clinicians] are observing”. By the end of the 

same century, the term DS was actually incorporated into the Diagnostic and Statistics Manual 

IV (American Psychiatric Association, 1994), but nowadays researchers and clinicians still find 

the distinction between DS and FTD a matter of debate (Cohen et al., 2017; Covington et al., 

2005; Hart & Lewine, 2017; Jerónimo et al., 2018; Kuperberg, 2010). Of note, yet, cognitive 

neurosciences and medical sciences have arguably favored the construct FTD over the construct 

of DS (Kircher et al., 2018), while computational and language sciences have embraced the 

later (Corcoran et al., 2020; Corcoran & Cecchi, 2020; Covington et al., 2005).

As a matter of fact, with the advent of natural language processing (NLP) and spoken 

language processing (SLP) tools and techniques, objectively measuring and analyzing DS has 

become a main aim in the field (Corcoran et al., 2020; Corcoran & Cecchi, 2020; de Boer et al., 

2020; Hitczenko et al., 2021). Interestingly, even though DS has been studied in both non-

clinical (Barrera et al., 2015; Hain et al., 1995) and clinical populations (Cohen et al., 2017; 

Corcoran et al., 2020; Corcoran & Cecchi, 2020; Covington et al., 2005; de Boer et al., 2020; 

Hitczenko et al., 2021), studies with a focus on clinical populations have particularly 

accumulated a large body of evidence about the linguistic characteristics of DS. Specifically, 

despite its recognition as a transdiagnostic psychiatric symptom (Cohen et al., 2017), DS has 

been mainly studied in either at-risk-of-psychosis populations or in individuals with a diagnosis 

of SSD (Corcoran et al., 2020; Corcoran & Cecchi, 2020; de Boer et al., 2020).

Using Andreasen’s categories (1979) as constructs for analysis, linguistic phenomena 

related to DS such as derailment/loose associations (i.e. “progressively moving off topic”), 

tangentiality (i.e., “oblique or irrelevant answers”), and incoherence (i.e., “incomprehensible 

speech”) have already been studied using multiple NLP techniques and tools (see reviews by 

Corcoran et al., 2020; Corcoran & Cecchi, 2020; Hitczenko et al., 2021). Of note, even if 

derailment/loose associations, tangentiality, and incoherence could arguably be analyzed across 

different linguistic levels (i.e., phonetics, morphology, syntax, semantics, and pragmatics), 
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most previous NLP studies on these phenomena have implemented computational “semantic” 

approaches (e.g., semantic space models4) to assess the extent to which the meaning of the 

speech produced by patients with either a SSD or first-episode psychosis can be used to 

distinguished them from control participants, from patients with different psychiatric disorders, 

or to predict illness transitions (Corcoran et al., 2020; Corcoran & Cecchi, 2020; Hitczenko et 

al., 2021). As yet, promising results have been obtained, and the assessment of DS and its 

subconstructs using NLP-based features along with AI algorithms to accomplish a series of 

prediction tasks is thought to become a viable digital marker for psychosis in the near future.

Along with encouraging findings, several challenges and limitations for the validity and 

reliability of computational semantic-based AI algorithms to assess DS have been noticed. For 

instance, computational shortcomings include sociodemographic biases in the developed AI 

algorithms and semantic space models, standardization and harmonization issues comprise 

inconsistencies in speech elicitation techniques and data preprocessing steps, and 

generalizability obstacles entail the poor cross-linguistic robustness of NLP-based semantic 

measures to assess DS (for details, see Corcoran et al., 2020; Corcoran & Cecchi, 2020; 

Hitczenko et al., 2021; Parola et al., 2022).

Surprisingly, the problem of interrelating a refined linguistic definition of DS or any of its 

subconstructs (e.g., incoherence) and its corresponding NLP operationalization has been largely 

overlooked. For instance, NLP-based assessments of semantic coherence have been indeed 

carried out using a variety of calculations, such as similarity mean (i.e., the “average semantic 

similarity of each word to the immediately preceding word”), the so-called first-order coherence 

(i.e., the “similarity of consecutive phrase vectors”), and the so-called second-order coherence 

(i.e., the “similarity between phrases separated by another intervening phrase”), among others 

(Parola et al., 2022). However, all these different options to operationalize semantic coherence 

both ignore and conflate two different linguistic components that semantic coherence relies 

upon, namely, thematic continuity (i.e., the shifting preservation of semantic content across 

speech or texts) and grammatical connectivity (i.e., the use of linguistic explicit markers to 

organize the sequence of semantic content) (Givón, 2020).

Arguably, no previous study has attempted to disentangle thematic continuity from 

grammatical connectivity in analyzing semantic coherence in speech from individuals with 

 
4 These computational models are thought to numerically represent semantic features and distributional properties 
of words or phrase, for instance. A core assumption of any NLP analysis based on these models is that, within a 
given semantic space model, it is possible to “locate” the representations of, let’s say, two different words, in turn 
allowing to calculate the cosine similarity (or “semantic proximity”) between them. For an introduction, see 
Jurafsky and Martin (Online draft 3rd edition).
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either SSD or first-episode psychosis. This is remarkably unexpected considering that 

Andreasen (1979) had already highlighted that connectives (i.e., explicit grammatical markers 

that hierarchical organize semantic content) are important elements to asses incoherence in 

SSD.

Incoherence is only one among several constructs for which NLP/SLP-based digital 

markers of psychosis and other psychiatric disorders are currently under extensive examination 

and development. To mention a few more, syntactic complexity, poverty of content,

referentiality, metaphors, prosody, and lexical abnormalities might also be used as digital 

markers in psychiatry (Corcoran et al., 2020; Hitczenko et al., 2021). A main goal related to the 

study of speech- and texts-derived NLP/SLP-based digital markers for psychiatric disorders is 

that, in the near future, their inclusion in daily clinical practice may improve the psychiatric 

care provided to patients. Making such an aim a reality comprises a huge complexity that 

intertwines clinical, cross-linguistic, cultural, economic, ethical, inter-disciplinary, legal, and 

technological challenges.

Outline of this thesis
AVHs/voices

Chapter 2 explores whether a data-driven clustering analysis on linguistic features alone can 

be used to distinguish putative linguistic subtypes of AVHs, and whether the resulting AVHs-

clusters might associate with AVHs’ phenomenology. Moreover, this chapter discusses how 

putative linguistic subtypes of AVHs might be accounted by different AVHs neurocognitive 

models, and what potential clinical use might arise from the characterization of those linguistic 

subtypes of AVHs.

Chapter 3 analyzes whether the linguistic computational approach called sentiment 

analysis (i.e., the determination of positive, neutral, and negative linguistic valence) can be used 

to reliably operationalize and quantify linguistic negative content based on transcripts of AVHs 

from clinical and non-clinical voice-hearers. Possible associations between those 

sentiment/valence computational linguistic measures and AVHs-related distress were 

examined. Results were further discussed in light of current debates about negative content of 

AVHs, highlighting how these findings can inform psychological interventions for AVHs.
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(Disorganized) speech

Chapter 4 proposes an approach to reliably assess (in)coherence based on semantic similarity 

measures calculated using linguistic connectives and their surrounding words in speech-derived 

transcriptions of individuals with SSD. Also, this chapter examines the proportion of use of 

different types of connectives and assesses whether connectives-derived measures and 

proportion of connectives can be used to accurately distinguish individuals with a diagnosis of 

SSD from control participants.

Going beyond (in)coherence alone and its assessment for (differential) diagnosis purposes, 

chapter 5 broadens the discussion of NLP/SLP-based digital markers of psychosis and other 

psychiatric disorders. This chapter defines ten clinical priorities for which NLP/SLP-based 

digital markers are currently under rigorous and intensive development, emphasizing, yet, that 

the endeavor of creating such digital markers faces multidimensional challenges that require 

inter-institutional and international collaboration in order to be solved.

General discussion

Chapter 6 starts by summarizing the main findings of the studies presented in chapters 2, 3, 4

and 5, which is followed by an interpretation of those findings in light of the strengths and 

limitations of the studies. In chapter 6, an exercise is made to delineate what is still “unknown” 

and worth investigating to understand what links and what sets apart AVHs and disorganized 

speech, how multidisciplinary studies could approach those gaps in our knowledge, and how 

the delivery of clinical care might be enhanced by filling those gaps.
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ABSTRACT

Background: Auditory verbal hallucinations (AVHs) are heterogeneous regarding 
phenomenology and etiology. This has led to the proposal of AVHs subtypes. Distinguishing 
AVHs subtypes can inform AVHs neurocognitive models and also have implications for 
clinical practice. A scarcely studied source of heterogeneity relates to the AVHs linguistic 
characteristics. Therefore, in this study we investigate whether linguistic features distinguish 
AVHs subtypes, and whether linguistic AVH-subtypes are associated with phenomenology and 
voice-hearers’ clinical status.
Methods: Twenty-one clinical and nineteen non-clinical voice-hearers participated in this 
study. Participants were instructed to repeat verbatim their AVHs just after experiencing them. 
AVH-repetitions were audio-recorded and transcribed. AVHs phenomenology was assessed 
using the Auditory Hallucinations Rating Scale of the Psychotic Symptom Rating Scales. 
Hierarchical clustering analyses without a priori group dichotomization were performed using 
quantitative measures of sixteen linguistic features to distinguish sets of AVHs.
Results: A two-AVHs-cluster solution best partitioned the data. AVHs-clusters significantly 
differed in linguistic features (p<.001); AVHs phenomenology (p<.001); and distribution of 
clinical voice-hearers (p<.001). The “expanded-AVHs” cluster was characterized by more 
determiners, more prepositions, longer utterances (all p<.01), and mainly contained non-clinical 
voice-hearers. The “compact-AVHs” cluster had fewer determiners and prepositions, shorter 
utterances (all p<.01), more negative content, higher degree of negativity (both p<.05), and 
predominantly came from clinical voice-hearers.
Discussion: Two voice-speech clusters were recognized, differing in syntactic-grammatical 
complexity and negative phenomenology. Our results suggest clinical voice-hearers often hear 
negative, “compact-voices”, understandable under Broca’s right hemisphere homologue and 
memory-based mechanisms. Conversely, non-clinical voice-hearers experience “expanded-
voices”, better accounted by inner speech AVHs models.

Keywords
Auditory Verbal Hallucinations; Clustering; Linguistics; Phenomenology; Schizophrenia; 
Voice-hearers
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1. Introduction

Auditory verbal hallucinations (AVHs) are understood as the experience of hearing voices in 

absence of corresponding stimuli. Nowadays, their presence across psychiatric disorders is well 

recognized, as is the fact that they also occur in non-clinical populations, with estimated lifetime 

frequencies in the 5-15% range (Beavan et al., 2011; Maijer et al., 2018). In recent years, the 

appreciation of heterogeneous features in AVHs has increased, both within and across different 

populations (Larøi et al., 2012; Waters and Fernyhough, 2017; Woods et al., 2015). For 

instance, while loudness and number of voices are similar between clinical and non-clinical 

voice-hearers, these two groups differ in frequency of and control over their AVHs (Daalman 

et al., 2011). It has been suggested that, to fully understand AVHs and their origin, this 

heterogeneity may require the study of potential underlying subtypes of AVHs (Jones, 2010; 

McCarthy-Jones et al., 2014a, 2014b; Sommer et al., 2018). In previous research, some support 

was found for five AVHs subtypes, namely hypervigilant subtype, autobiographical memory 

subtype, inner speech subtype, an epileptic subtype, and a deafferentation subtype (McCarthy-

Jones et al., 2014a). So far, data-driven support for this subdivision is lacking. In addition, 

negative emotional content and form (e.g., commands) were identified as dimensional 

constructs that vary across subtypes (McCarthy-Jones et al., 2014a). Altogether, distinguishing 

subtypes of AVHs can have important implications for both clinical practice and research, such 

as developing treatments for AVHs and informing neurocognitive models of AVHs (David, 

2010; McCarthy-Jones et al., 2014a; Sommer et al., 2018).

Until now, studies on AVHs subtypes have mostly relied on phenomenological and 

etiological features, scarcely including linguistic characteristics (Chang et al., 2015, 2009; 

McCarthy-Jones et al., 2014a, 2014b; Stephane et al., 2003). Moreover, most studies on AVHs 

subtypes have focused exclusively on clinical AVHs (Chang et al., 2009; McCarthy-Jones et 

al., 2014b; Stephane et al., 2003). Therefore, to arrive at a more comprehensive understanding 

of AVHs subtypes, a linguistic approach to AVH heterogeneity in both clinical and non-clinical 

voice-hearers is warranted.

The language of AVHs or “voice-speech” from clinical voice-hearers presumably has 

linguistic characteristics that distinguish it from other registers of speech (Tovar et al., 2019).

Specifically, it has been suggested that clinical voice-speech displays unpleasant and recurrent 

semantic content, short utterances lacking syntactical errors or grammatical connectivity, and a 

low use of the grammatical first person (Frank et al., 1980; Hoffman et al., 1994; Tovar et al., 

2019; Turkington et al., 2019). Importantly, when comparing voice-speech between clinical 

and non-clinical voice-hearers, both similarities and dissimilarities in linguistic features have 
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been found (de Boer et al., 2016). Dissimilarities include shorter mean length of utterance, 

lower verb complexity, and more verbal abuses and perseverations in the voice-speech of 

individuals with a clinical status (de Boer et al., 2016). This raises the question whether different 

linguistic subtypes of AVH can be identified, and whether these subtypes are present in both 

clinical and non-clinical voice-hearers. Therefore, the main aim of the present study was to 

investigate how linguistic features can be used to distinguish subtypes of AVHs. Specifically, 

we studied how AVHs linguistic subtypes might be characterized in terms of phenomenology, 

and whether they are associated with participants’ clinical status. To achieve this, we used a 

data-driven approach to overcome possible limitations of a priori dichotomization of clinical 

and non-clinical voice-hearers.

2. Methods

2.1. Participants

A total of 21 clinical and 19 non-clinical voice-hearers participated in this study. The majority 

of this sample was previously described in de Boer et al. (2016). Four clinical voice-hearers 

were added in the current study. Inclusion criteria for all participants were: (a) being a native 

Dutch speaker, (b) experiencing verbal hallucinations at least once per month, (c) at least three 

months free of alcohol or drugs abuse, and (d) absence of a chronic somatic disorder. Patients 

were recruited via the University Medical Center Utrecht. Non-clinical voice-hearers were 

recruited via a website (www.verkenuwgeest.nl), and were required to pass an online screening 

about hallucinations, a telephone interview about the inclusion criteria, and the face-to-face 

psychiatric screening. All participants were screened for a psychiatric disorder using the 

Comprehensive Assessment of Symptoms and History (CASH) (Andreasen et al., 1992) and 

the Structured Clinical Interview for Personality Disorder (SCID-II) (First et al., 1995).

Participants were classified as non-clinical voice-hearers when they did not meet the criteria for 

a psychiatric disorder, and as clinical voice-hearers when they did.

2.2. Procedures

Registrations of the AVHs were collected from all participants using the shadowing procedure. 

This consisted of instructing each participant to “shadow” (i.e., repeat verbatim) her/his AVHs 

just after experiencing them (de Boer et al., 2016). The verbatim repetitions were recorded on 

a voice recording device. This procedure was repeated three times, each recording lasting a 

minimum of one minute, resulting in a total of at least three minutes of “shadows” per 

participant. Similar to previous reports (de Boer et al., 2016; Tovar et al., 2019), the recording 
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time required for obtaining the sound recordings spanned between a couple of minutes and half 

an hour, depending on the frequency and duration of the hallucinations. All sound recordings 

of the “shadows” were orthographically transcribed by consensus rating of three Dutch native, 

linguistics graduate students. They successfully identified blurry sounds as either verbal or non-

verbal units, disentangled specific words, and differentiated “shadows” from self-talk (see also 

Linguistic data preprocessing in supplementary materials). The Auditory Hallucinations Rating 

Scale (AHRS) and the Psychotic Symptom Rating Scales (PSYRATS) (Haddock et al., 1999)

were used to assess eleven phenomenological features of the AVHs. Procedures were approved 

by the ethical committee of the University of Utrecht, and participants provided written 

informed consent before participation. Declaration of Helsinki’s principles were followed 

throughout all steps of the research.

2.3. Linguistic features

Sixteen features were analyzed: two types of pronouns (nominative first-person singular, and 

relatives), three verbal time expressions (simple past, present, and future tenses), three content-

and-structure measures (mean length of utterance or MLU, mean word length, and moving-

average type-token ratio), four function-word classes (definite and indefinite articles, 

prepositions, and subordinating conjunctions), and four content-word classes (attributive 

adjectives, locative adverbs, plural and singular nouns) (see definitions and examples in Table 

1). This choice was informed by work about spoken Dutch from Grieve et al. (2017). Based on 

it, and following Biber’s procedure (1988) to retain only salient linguistic variables for analysis, 

these 16 features were identified as the most suited to explore differentiating patterns in spoken 

Dutch.

Relative frequencies of the linguistic features were calculated by dividing each absolute 

frequency by the total number of words of the corresponding shadow file and then multiplying 

the quotient by 10,000. In order to prevent absolute frequencies of zero from remaining zero in 

relative frequencies, one unit was added to all relative frequencies. The Moving-Average Type–

Token Ratio (MATTR) was computed by means of the Quantitative Analysis of Textual Data 

tool version 2.0.1 (Benoit et al., 2018) implementing logarithm with base ten and a moving 

window with a size of ten words as parameters. MATTR (Covington and McFall, 2010) was 

chosen over Type-Token Ratio (TTR) (Richards, 1987) as it is more robust in dealing with the 

influence of text length on the ratio calculation (Brezina, 2018; Covington and McFall, 2010).
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Table 1. Linguistic features for analysis in the AVHs.

Linguistic feature Description
Attributive adjective Word conveying properties of or adding features to a given 

noun, e.g., “pretty”.
Definite article Determiner for identifiable entities, e.g., “the”.
Indefinite article Determiner for non-identifiable entities, e.g., “a” or “an”.
Locative adverb Word for details of place or position, e.g., “homeward”.
Mean length of utterance The average number of words forming an utterance.
Mean word length The average number of letters forming a word.
Moving-Average Type-Token Ratio A ratio that expresses the number of different word forms 

relative to the total number of words.
Nominative first-person singular pronoun Word standing for the grammatical first person functioning as 

singular subject, i.e., “I”.
Plural noun Word standing for concrete or abstract entities, e.g., “tables”.
Preposition Word usually placed before a noun phrase and typically 

indicating spatial or temporal relations, e.g., “at” and “in”.
Relative pronoun Word that depends on an antecedent and that both introduces 

and plays a role in a new sentence, e.g., “who”.
Simple future Grammatical value of a later time, e.g., “will”.
Simple past Grammatical value of a previous time, e.g., “did”.
Simple present Grammatical value of a current time, e.g., “have”.
Singular noun Word standing for a concrete or abstract entity, e.g., “table”.
Subordinating conjunction Word linking an independent clause to a dependent clause, 

e.g., “because”.

2.4. Statistical analysis

We used hierarchical clustering analyses to classify the participants into groups based on 

linguistic characteristics of their AVH. Specifically, different subgroups of AVHs were 

distinguished by grouping according to standardized linguistic features, using Canberra 

distance and Ward’s method. A two-step procedure was conducted to assess AVHs-cluster 

validity implementing both relative and internal criteria. First, the number of AVHs-clusters 

was estimated by means of the R ‘NbClust’ package (Charrad et al., 2014). Secondly, a 

Sequential Minimal Optimization algorithm (SMO) (Platt, 1999) was implemented along with 

polynomial kernel and ten-fold cross-validation in order to evaluate the AVHs-clusters’ 

partitions as labels for classification categories. The Waikato Environment for Knowledge 

Analysis software (Weka) (Witten et al., 2016) was used only for the classification task.

Chi-square tests of independence without continuity correction were carried out to test for 

differences in the distribution of clinical status and sex. Two-tailed independent t-tests were 

performed to test for differences in age and years hearing AVHs. One-way non-parametric 

multivariate analysis of variance (MANOVA) (Burchett et al., 2017) was done independently 

to test for the presence of significant differences on both the combined linguistic variables and 

the combined phenomenological features between AVHs-clusters. Non-parametric two-tailed 

independent Wilcoxon rank sum tests with continuity correction were carried out for analyzing 

possible differences in both individual linguistic quantitative measures and individual 

32

Chapter 2

171747 Corona Hernandez BNW.indd   32171747 Corona Hernandez BNW.indd   32 04-01-2024   08:0504-01-2024   08:05



phenomenological features between AVHs-clusters. Non-parametric two-tailed Spearman 

bivariate correlations were conducted in order to assess possible relations between individual 

linguistic features and individual phenomenological features. In both Wilcoxon and correlation 

tests, Holm correction for multiple comparisons was applied to control for false positive results. 

This method was used because it is suited for exploratory studies (Menyhart et al., 2021).

For all analyses, after correcting for multiple comparisons, statistical results with p-values 

<.05 were considered to be significant. All analyses were performed in RStudio version 

1.2.5019 (RStudio Team, 2019) running R version 4.0.2 (R Core Team, 2020).

3. Results

Clinical voice-hearers were diagnosed either with a schizophrenia-spectrum (95%) or a bipolar 

(5%) disorder. Clinical and non-clinical voice-hearers were similar in age (ranging from 21 to 

75) and sex (both p>.05), but differed in years hearing AVHs (p<.001) (Table 2). General 

characteristics of their AVHs are presented in Table 3.

Table 2. Demographic characteristics of participants.

Characteristic Clinical voice-hearers 
(n=21)

Non-clinical voice-hearers 
(n=19)

Statistic
value

P-value

Age in years, mean (SD) 43.2 (11.38) 50.7 (16.19) t (38) = 1.70 .09
Diagnosis, n (%)

Bipolar disorder 1 (5%)
Psychosis not 
otherwise specified

5 (24%)

Schizoaffective 
disorder

3 (14%)

Schizophrenia 12 (57%)
Females, n (%) 8 (38%) 8 (42%) χ2 (1) = .06 .79
Medication a, n (%)

None 2 (11%)
Only antipsychotic 9 (50%)
Both antipsychotic and 
antidepressant

7 (39%)

Years hearing AVHs b,
mean (SD)

19.3 (15.2) 40.4 (18.56) t (33) = 3.86 <.001

a Data available only for 18 clinical voice hearers.
b Data available only for 18 clinical and 17 non-clinical voice-hearers.
n = sample size, SD = standard deviation.

The data-driven hierarchical clustering procedure showed that a two-AVHs-cluster solution 

best partitioned the data. AVHs-clusters’ validation showed that the percentage of correctly 

predicted instances was 92.5% (Cohen's kappa coefficient=0.85). There were no significant 

differences between the two AVHs-clusters regarding age, sex, and years hearing AVHs. The 

AVHs-clusters differed significantly in terms of distribution of participants with and without a 
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psychiatric disorder (see Table 4), with one AVHs-cluster consisting mainly of non-clinical 

voice-hearers, and the other predominantly of clinical voice-hearers (p<.001).

Table 3. Details of the AVHs’ shadows per group of voice-hearers.

Feature Voice-hearers
Clinical (n=21) Non-clinical (n=19)

Frequency of AVHs, mean (SD) a 3.2 (0.89) 2.4 (1.28)

Description b Voices occur at 
least once an hour

Voices occur at least 
once a day

Number of different word forms (types)

Mean (SD) 77.4 (45.21) 97.1 (53.56)

Total 690 795

Number of running words (tokens)

Mean (SD) 176.2 (122.96) 199.6 (139.14)

Total 3701 3794

Recording time

Mean (SD) 5m 47s (2m 54s) 3m 19s (1m 38s)

Total 2hrs 1m 35s 1hr 3m 4s

a This information was available only for 35 out of 40 participants.
b According to the Psychotic Symptom Rating Scales (PSYRATS) (Haddock et al., 1999).

Multivariate analysis of variance indicated the presence of significant differences on the 

combined linguistic variables between AVHs-clusters, F(9.05,340.34)=7.42, p<.001. Follow-

up comparisons showed that the AVHs-clusters differed on four linguistic features. Compared 

to the other cluster, AVHs in the cluster with mainly clinical voice-hearers were characterized 

by fewer definite and indefinite articles, less prepositions and shorter utterances. Henceforth, 

the AVHs from this cluster will be called “compact-AVHs”. In contrast, the AVHs from the 

cluster made out of mainly non-clinical voice hearers, being richer in articles and prepositions 

and showing longer utterances, will henceforth be called “expanded-AVHs” (see Table 5).

Illustrative fragments of compact-AVHs and expanded-AVHs are given in Figure 1.

Furthermore, compact-AVHs and expanded-AVHs differed significantly in terms of 

phenomenology, F(4.28,141.19)=5.34, p<.001. Compact-AVHs showed a larger amount of 

negative content and a higher degree of negativity than expanded-AVHs (Table 6). There were 

no significant correlations between linguistic and phenomenological variables (all rho(ρ)<0.4, 

all p>.05).
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Table 4. Characteristics of the participants per cluster of AVHs.

Characteristic Cluster with n=18 Cluster with n=22 Statistic 
value

P-value Cramer’s V 
effect sizeMean (SD) or n (%) Mean (SD) or n (%)

Age in years 47.2 (14.70) 46.5 (14.14) t (38) = .14 .88
Clinical voice-
hearers

4 (22.22%) 17 (77.27%) χ2 (1) = 12.03 <.001 .54

Diagnosis
Bipolar 
disorder

1 (4.54%)

Psychosis not 
otherwise 
specified

1 (5.5%) 4 (18.18%)

Schizoaffective 
disorder

1 (5.5%) 2 (9.09%)

Schizophrenia 2 (11.11%) 10 (45.45%)
Medication a

None 1 (5.5%) 1 (4.54%)
Only 
antipsychotic

3 (16.6%) 6 (27.27%)

Both 
antipsychotic 
and 
antidepressant

7 (31.81%)

Sex (female) 6 (33.33%) 10 (45.45%) χ2 (1) = .60 .43
Years hearing 
AVHs b

33 (18.5) 26.3 (19.64) t (33) = 1.02 .31

a Data available only for 18 clinical voice hearers.
b Data available only for 18 clinical and 17 non-clinical voice-hearers.
n = sample size, SD = standard deviation.

As the possibility exists that AVHs in patients with schizophrenia-spectrum disorders are 

different from those in another psychiatric disorder, we duplicated our analyses with the 

exclusion of the patient who was diagnosed with bipolar disorder. Compared to the above-

mentioned results, this did not lead to substantial changes (see supplementary Tables S1-S3).
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Table 5. Linguistic variables across the two clusters of AVHs.

Linguistic variable Expanded-AVHs 
cluster (n=18),

mean (SD)

Compact-AVHs 
cluster (n=22),

mean (SD)

Statistic r effect 
sizeW Adj. p-value

Attributive adjectives 150.1 (141.56) 134 (168.32) 225.5 .98
Definite articles 545.3 (187.24) 224.7 (191.85) 356 <.001 .68
Indefinite articles 207.7 (140.26) 46.8 (64.63) 346 <.001 .64
Locative adverbs 190.3 (214.43) 109.3 (179.63) 273.5 .42
Mean length of utterance 8.6 (4.44) 5.3 (2.74) 323.5 .008 .53
Mean word length 4.4 (.49) 4.3 (.66) 249.5 .98
Moving-Average Type-
Token Ratio

.9 (.02) .9 (.09) 245 .98

Nominative first-person 
singular pronoun

254.3 (289.92) 333.7 (272.15) 158 .98

Plural nouns 229.6 (207.74) 139.3 (173.78) 278 .36
Prepositions 718 (304.43) 292.2 (236.70) 366 <.001 .72
Relative pronouns 38.1 (44.33) 12.2 (22.68) 266 .42
Simple future 49.4 (80.68) 13.8 (38.06) 249.5 .54
Simple past 99.6 (207.28) 143.6 (204.01) 150.5 .98
Simple present 1623.8 (447.25) 1770.6 (391.56) 128.5 .54
Singular nouns 1305.3 (601.49) 1027 (503.72) 253 .96
Subordinating 
conjunctions

397.5 (323.62) 290.5 (246.76) 239 .98

P-values were adjusted using Holm correction.
n = sample size, SD = standard deviation.

 
Figure 1. Examples of both compact-AVHs and expanded-AVHs. The excerpts belong to a single participant per 
cluster. IMP=imperfect aspect; INF=infinitive verb; NOM=nominative case; P=past tense; PAR=particle; 
PREP=prepositional; PREF=prefix; SG=singular; 1=first grammatical person; 2=second grammatical person; 3=third 
grammatical person.

 

Compact-AVHs excerpts

Example 1
•Dutch Ja het wordt toch niks.
•Gloss Yes it become.3SG still not.
•Feature of 
interest

simple
present

•Translation “Yes, it won’t work”.

Example 2
•Dutch Allemaal negatieve dingen.
•Gloss All negative things.
•Feature of 
interest

attributive
adjective

plural
noun

•Translation “All negative things”.

Expanded-AVHs excerpts

Example 3
•Dutch Ik mag niets zeggen maar dat kind van hun heeft toch wel een behoorlijke invloed op hun relatie.
•Gloss NOM.1SG to be 

allowed 
to.1SG

nothing say.INF but that child of them have.3SG still indeed a considerable influence on their relationship.

•Feature of 
interest

first-
person
pronoun

simple
present

singular
noun

preposition simple
present

indefinite
article

attributive
adjective

singular
noun

preposition singular
noun

•Translation “I should not say anything, but that child of theirs surely has a considerable influence on their relationship”.

Example 4
•Dutch Dan hoef je er niet meer uit te zien als die oude vrouw die toen in dat verpleeghuis lag.
•Gloss Then have.2SG you PARTITIVE not more PREP.PREF PAR look.INF like that old woman who at 

that 
time

in that nursing 
home

lay.3SG.IMP.P

•Feature of 
interest

simple
present

attributive
adjective

singular
noun

relative
pronoun

preposition singular
noun

Simple
past

•Translation “Then you no longer have to look like that old woman who laid in that nursing home at that time”.
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Table 6. Phenomenological features of the two clusters of AVHs.
PSYRATS

item
Phenomenological 

feature of the 
AVHs

Expanded-
AVHs 

cluster,
description 
of median 
[median]

Compact-
AVHs 

cluster,
description 
of median 
[median]

Expanded-
AVHs 
(n=18),
mean 
(SD)a

Compact-AVHs 
(n=22),

mean (SD)b

Statistic r
effect 
size

W Adj. 
p-

value

1 Frequency Voices 
occur at 

least once 
an hour [3]

Voices occur 
continuously 

or almost 
continuously 

[4]

2.5 (1.23) 3.1 (1.04) 111.5 .70

2 Duration Voices last 
for several 

minutes [2]

Voices last 
for at least 

one hour [3]

2.2 (1.03) 2.8 (1.20) 110 .70

3 Location Voices 
outside the 

head, but 
close to ears 

or head [2]

Voices 
outside the 

head, but 
close to ears 

or head [2]

1.9 (1.03) 2.1 (1.04) 134 .99

4 Loudness About same 
loudness as 
own voice 

[2]

About same 
loudness as 
own voice 

[2]

1.6 (0.70) 1.9 (0.87) 125 .97

5 Origin More than 
50% but 
less than 
100% of 

voices 
originate 

from 
external 

causes [3]

Less than 
50% of 
voices 

originate 
from 

external 
causes [2]

2.7 (1.25) 2.6 (1.29) 162.5 .99

6 Amount of negative 
content

No 
unpleasant 

content
[0]

More than 
50% of voice 

content is 
unpleasant or 

negative [3]

.8 (1.36) 2.5 (1.47) 62 .01 -.52

7 Degree of negative 
content

Not 
unpleasant 
or negative 

[0]

Personal 
verbal abuse 

relating to 
self-concept 

[3]

.8 (1.36) 2.6 (1.20) 55 .009 -.56

8 Amount of distress Voices not 
distressing 

at all [0]

More than 
50% but less 

than 100% 
of distressing 

voices [3]

1.1 (1.69) 2.8 (1.47) 73 .05

9 Intensity of distress Voices not 
distressing 

at all [0]

Voices are 
distressing to 

a moderate 
degree [2]

.9 (1.34) 2 (1.19) 80.5 .09

10 Disruption to life No 
disruption to 

life
[0]

Voices cause 
moderate 

amount of 
disruption to 

life [2]

.7 (1.25) 2 (1.28) 75.5 .05

11 Control Some 
control most 

of the time 
[1]

Only 
occasional 

control
[3]

1.7 (1.72) 2.8 (1.34) 96 .31

a This information was available only for 17 of 18 participants.
b This information was available only for 18 of 22 participants.
P-values were adjusted using Holm correction.
n = sample size, SD = standard deviation.
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4. Discussion

In this study we investigated whether linguistic features can be used to recognize different 

subtypes of AVHs, and whether this links to AVHs phenomenology and presence or absence 

of a clinical diagnosis. The cluster analysis revealed a two-cluster solution. The expanded-

AVHs cluster mainly contained non-clinical voice-hearers’ AVHs, while the compact-AVHs 

cluster mostly had clinical voice-hearers’ AVHs. In comparison with expanded-AVHs, 

compact-AVHs had fewer determiners and prepositions, as well as shorter MLU. Regarding 

phenomenology, compact-AVHs showed a larger amount of negative content and higher degree 

of negativity. Linguistic features and phenomenology were not correlated, emphasizing the 

importance of a role of language in characterizing our sample of AVHs.

4.1. Linguistic characterization of the AVHs

Compared to expanded-AVHs, compact-AVHs had fewer determiners overall. Determiners 

identify referents, either as concrete (e.g., the country you live in) or abstract entities (e.g., the

topic of this text) (Giacalone Ramat and Andorno, 2006; Juvonen, 2006). This smaller number 

of determiners was unlikely due to fewer noun phrases in compact-AVHs, since both singular 

and plural nouns did not differ significantly between AVHs-clusters. Post-hoc qualitative 

assessment of our results gave rise to a few possible explanations. First, compact-AVHs were 

found to have a larger proportion of singular proper nouns (see supplementary Table S4), which 

never require a determiner in Dutch (Hanks, 2006; Oosterhoff, 2015). Second, the Dutch 

indefinite article “een” can form adverbial constructions of degree (e.g., een beetje; “a bit”) 

(Klein, 1998), and the proportion of this type of constructions was smaller in compact-AVHs 

(see supplementary Table S5). Third, compact-AVHs had a larger proportion of countable 

indefinite plural nouns (e.g., Ø stemmen; “voices”), which always lack a determiner 

(Oosterhoff, 2015) (see supplementary Table S6).

Furthermore, our results suggest that prepositional constructions were more frequent in 

expanded-AVHs compared to compact-AVHs. Prepositions typically form 

locational/positional, temporal or directional/movement constructions (Kurzon, 2006; 

Svenonius, 2007). Importantly, prepositional constructions often specify information in 

connection with verbs (Svenonius, 2007; Talmy, 2000). For instance, someone can either “live” 

in a house, “eat” at lunchtime, or “walk” towards a door. Indeed, a post-hoc exploratory 

evaluation of our data showed that expanded-AVHs had a larger proportion of verbs of 

location/position, time, and direction/movement (see supplementary Table S7).
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MLU was also significantly different between the AVHs-clusters, with compact-AVHs 

consisting of shorter MLU than expanded-AVHs. It can be reasonably assumed that fewer 

determiners and prepositions underlie this shorter MLU of compact-AVHs. However, 

correlations between MLU and both determiners and prepositions did not remain significant 

after correction for multiple comparisons, leaving this hypothesis unconfirmed. 

Notwithstanding, our finding that compact-AVHs had shorter MLU and were more often 

experienced by individuals with a psychiatric disorder is in line with previous studies that found 

a shorter MLU in clinical AVHs (de Boer et al., 2016) and reduced grammatical connectivity 

in clinical voice-hearers’ AVHs (Tovar et al., 2019).

Interestingly, our results showed that the occurrence of the nominative first-person singular 

pronoun was not different between AVHs-clusters. This is intriguing, since this feature has been 

shown to be characteristic of clinical AVHs (McCarthy-Jones et al., 2014b). When including 

other linguistic functions and also counting its plural forms, the grammatical first person could 

still typify clinical AVHs (Tovar et al., 2019). The pronoun “ik” (i.e., “I”) represents only one 

of several forms and functions in which the grammatical first person can be indicated in Dutch. 

Therefore, our results would suggest that, rather than the nominative first-person singular 

pronoun, other forms and functions of the grammatical first person could be more important in 

distinguishing linguistic sets of AVHs across clinical and non-clinical voice hearers.

4.2. Phenomenological characterization of the AVHs

We found that compact-AVHs, which had a higher proportion of AVHs from clinical voice-

hearers, were associated with a larger amount and a higher degree of negative content. This is 

consistent with previous research showing that AVHs are experienced to be more negative by 

clinical voice-hearers, although non-clinical voice-hearers also report some negative AVHs 

(Baumeister et al., 2017; Daalman et al., 2011; Larøi et al., 2019; Nayani and David, 1996). It 

is noteworthy that we failed to find a relation between the amount and degree of negative 

content on the one hand, and linguistic features on the other hand, as both differed between the 

two AVHs-clusters. However, this absence of an association is not surprising, since emotional 

valence of words is mainly grounded in adjectives, nouns, and verbs, as shown by affective 

norms for words (e.g., Moors et al., 2013), rather than in determiners, prepositions, or MLU 

that emerged from our linguistic analysis.
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4.3. Neurocognitive models of AVHs

Inner speech/self-monitoring AVH models (Frith and Done, 1988; Jones and Fernyhough, 

2007; McGuire et al., 1995) suggest that AVHs arise from inner speech, which is substantiated 

by neuroimaging studies (Allen et al., 2008, 2007). In comparing characteristics of inner speech 

to our subtypes of AVHs, a few points are of note. Fernyhough (2004) describes two types of 

inner speech, namely expanded and condensed inner speech. Expanded inner speech represents 

an internalization of overt dialog (Fernyhough, 2004). As such, it might commonly display 

locational, temporal, and directional information (Yule, 1996), much like expanded-AVHs. In 

contrast, condensed inner speech retains few of these features (Fernyhough, 2004), similarly to 

compact-AVHs. However, compact-AVHs differ from condensed inner speech in their negative 

phenomenology. This is in line with previous research showing that clinical voice-speech 

contains more unpleasant and more controlling words than inner verbal thoughts (Turkington 

et al., 2019). While expanded-AVHs might instantiate what Fernyhough (2004) calls “expanded 

inner speech”, our results suggest that this is not the case for all AVHs. Specifically, the inner 

speech-model seems to accommodate some linguistic characteristics, but not the negative 

valence of compact-AVHs.

Meta-analytic evidence consistently relates activation of Broca’s area right homologue to 

experiencing AVHs (Zmigrod et al., 2016). Importantly, it is likely the source of AVHs with 

negative phenomenology and relatively simple linguistic features (de Boer et al., 2016; Larøi 

et al., 2019; Sommer and Diederen, 2009). Since compact-AVHs displayed features like these, 

it can be hypothesized that they are triggered by activation of Broca’s homologue in the right 

hemisphere.

Another possibility is that compact-AVHs are in fact memories of previously heard speech, 

which is no longer recognized as such (Waters et al., 2006). Deficits in biding contextual cues 

(Waters et al., 2006) might also underlie the scarce identification through determiners and the 

few locational, temporal, and directional information shown by compact-AVHs. Moreover, 

misattributed recalled memories might trigger negative affect (Waters et al., 2006), and this 

would be reflected in compact-AVHs’ negative phenomenology.

Alternatively, compact-AVHs’ linguistic features might arise from disruptions in generative 

circuits of language-related mechanisms (Brown and Kuperberg, 2015), which tallies with the 

observation that referential systems are disrupted in schizophrenia-spectrum disorders (van 

Schuppen et al., 2019; Zimmerer et al., 2017). Çokal et al. (2018) and Sevilla et al. (2018)

showed that speech of patients with schizophrenia-spectrum disorders and formal thought 

disorder is characterized by aberrant use of definite, but not of indefinite articles. This suggests 
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that referentiality deficits in formal thought disorder may be linked to linguistic definiteness 

(Çokal et al., 2018). Our results are surprising in this respect, as both definite and indefinite 

articles were less frequent in compact-AHVs than in expanded-AVHs. As mentioned earlier, 

this does not necessarily imply anomalous referentiality in compact-AVHs, since these had

more proper nouns, which by definition are referential words (Hanks, 2006). However, to date 

no direct comparison has been made between linguistic characterizations of spontaneous speech 

of voice-hearers, on the one hand, and the content of their voices, on the other. For this reason, 

it remains an open question to what extent our diverging findings may be explained by 

referentiality differences in spontaneous speech compared to AVHs.

4.4. Future directions

It has been pointed out that shared mechanisms may account for different subtypes of AVHs 

(Keshavan, 2013; McCarthy-Jones et al., 2014a). This possibility is partially supported by a 

recent study showing that, in non-clinical voice-hearers, different AVHs show both common 

and distinct brain activation (Lin et al., 2020). This is in line with the claim that multiple 

mechanisms could be at the root of AVHs subtypes (Cicchetti and Rogosch, 1996; McCarthy-

Jones et al., 2014a), which is related to meta-analytic evidence on plurality of mechanisms in 

AVHs (Rollins et al., 2019). It remains an open question whether expanded-AVHs and 

compact-AVHs can be explained within the same neurocognitive models, or whether different 

models underlie the emergence of these different linguistic subtypes of AVHs. Future research 

must address this controversy, taking into account that both linguistic features and 

phenomenology of AVHs subtypes should be consistently integrated with findings on other 

levels of explanation (Hugdahl and Sommer, 2018).

Our findings on expanded-AVHs and compact-AVHs can benefit personalized 

psychological therapies for AVHs. For example, expanded-AVHs displayed more identification 

through determiners, and richer locational, temporal, and directional information. These 

features are important for conversation (Yule, 1996). Thus, the Voice Dialogue method (Stone 

and Stone, 1989) and derivatives thereof (e.g., Corstens et al., 2012) may be indicated for voice-

hearers with expanded-AVH. Those features were less present in compact-AVHs, and these 

AVHs were also shorter. In treating compact-AVHs, dialogue therapies would then face 

obstacles similar to those of trying to talk to someone who violates communicative principles 

(Clark, 2004; Grice, 1975). Besides, compact-AVHs had overall negative phenomenology. 

Considering all this, a psychological treatment for compact-AVHs might rather take advantage 

of voice-hearers’ metalinguistic skills (Basturkmen et al., 2002; Bialystok and Ryan, 1985; 
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Gombert, 1993) in judging linguistic properties of their voice-speech. Just as people display 

attitudes toward speakers’ features of speech (Dragojevic et al., 2020), voice-hearers with 

compact-AVHs can be taught to do so with their voices. Research shows that perceived power 

and superiority of the AVHs plays a large role in the resulting distress (Chadwick and 

Birchwood, 1994). Hence, metalinguistic therapy reflecting on the “poor” linguistic quality of 

compact-AVHs could help voice-hearers to counter with the perceived status of the voices. This 

might also deviate their attention from the negative phenomenology, possibly alleviating

distress.

Finally, as some languages do not have determiners (e.g., Finnish) nor prepositions (e.g., 

Pilagá, spoken in Argentina) (Dryer, 2013a, 2013b), part of our results may not be replicable in 

those languages. In that case, the analysis will have to be focused on elements or mechanisms 

that may fulfill the corresponding typological linguistic functions of determiners, prepositions 

and/or referential units.

4.5. Limitations

A first limitation of the present study is that we constrained our analyses to 16 linguistic 

variables, while of course more aspects of language could have been assessed. A related matter 

is that our sample size was relatively small, and there was no homogeneity in clinical voice-

hearers’ diagnosis nor in non-clinical voice-hearers’ phenotype (Baumeister et al., 2017). This 

might have reduced statistical power and added variation to the data, increasing the difficulty 

of finding linguistic patterns in our relatively small sample. On the other hand, this 

heterogeneity does best reflect clinical practice and could therefore make the generalization of 

our results easier, since the differences we found between compact-AVHs and expanded-AVHs 

in both linguistic and phenomenological features had either a medium or a large effect size.

Secondly, there is no way of knowing whether the “shadows” of the participants’ AVHs are 

a perfect reflection of the AVHs they heard. For instance, due to embarrassment of the AVHs 

content, some participants might have been hesitant in fully repeating their AVHs. Moreover, 

personal (e.g., mood and cognitive abilities) and situational factors (e.g., distractions in the 

room) might have influenced participants’ performance in repeating their AVHs verbatim. In 

parallel, AVHs data from clinical voice-hearers might have been constrained by their verbal 

repetition skills, since results from a simulated shadow-task showed that patients with 

schizophrenia or schizoaffective disorder have poorer performance when compared to controls 

(Fuentes-Claramonte et al., 2019). Furthermore, we did not control for medication use. As 

antipsychotic medication can influence language production (de Boer et al., 2020; Salomé et 
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al., 2000), the possibility that medication effects underlie some characteristics of the clinical 

voice-hearers’ AVHs as repeated by them cannot be ruled out.

5. Conclusions

To conclude, using a data-driven approach with linguistic features, two clusters of voice-speech 

could be recognized. Linguistically, these AVHs-clusters, which we named “compact” and 

“expanded”, mainly differed in their use of referential information and syntactic complexity. 

Phenomenologically, the amount of negative content and degree of negativity were the most 

important differences between the AVHs-clusters. Our data show that, compared to expanded-

AVHs, compact-AVHs were mainly experienced by clinical voice-hearers. These findings can 

inform neurocognitive models of AVHs, and also be useful in developing treatments for people 

with a specific subtype of AVHs.
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Supplementary materials

Linguistic data preprocessing
Throughout the whole inter-rater agreement process, the graduate students were blinded to the clinical 

status of all participants. Neither of these students had been involved in the making of the preliminary 

orthographical transcripts. Furthermore, phonetic and grammatical patterns presumably due to spoken 

language characteristics were also assessed. An example of a phonetic phenomenon of sounds elision is 

“(ee)n” (corresponding to the indefinite article “a/an” in English), meaning that, although “(ee)n” was

written down in the transcript, just the sound [n] was actually produced by the participant. An instance 

of a grammatical contraction found in the transcripts is “tis”, standing for two different words (“het” 

and “is”, corresponding to the English words “it” and “is”, respectively) that were contracted and 

produced as just one articulatory unit. In cases such as these, the underlying (abstract) form of the words 

remained in the transcripts. This means that, considering the examples given above, “een” and “het is” 

were the words that actually remained in the individual plain-text transcripts. This decision was 

supported by two arguments. First, in cases of either sound elision or grammatical contraction, it was 

not possible to know whether the non-full form of the word had already been perceived as such in the 

AVHs or whether they were just instances of the participant’s actual speech production characteristics. 

Secondly, non-contracted word forms were sufficient for carrying out both lexical-semantic tagging and 

frequency extraction. For the protection of personal data, a pseudonymization procedure was also 

applied.
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Table S1. Participants’ characteristics by AVHs cluster after excluding the subject with bipolar disorder.

Characteristic Cluster with n=20 Cluster with n=19 Statistic 
value

P-value Cramer’s V 
effect sizeMean (SD) or n (%) Mean (SD) or n (%)

Age in years 48.5 (14.96) 44.63 (13.72) t (37) = .84 .40
Clinical voice-
hearers

4 (20%) 16 (84.21%) χ2 (1) = 16.08 <.001 .64

Diagnosis
Psychosis not 
otherwise 
specified

1 (5%) 4 (21.05%)

Schizoaffective 
disorder

1 (5%) 2 (10.53%)

Schizophrenia 2 (10%) 10 (52.63%)
Medication a

None 1 (5%) 1 (5.26%)
Only 
antipsychotic

3 (15%) 6 (31.58%)

Both 
antipsychotic 
and 
antidepressant

7 (36.84%)

Sex (female) 8 (40%) 7 (36.84%) χ2 (1) = .04 .83
Years hearing 
AVHs b

33.7 (18.20) 25.2 (19.61) t (33) = 1.32 .19

a Data available only for 18 clinical voice hearers.
b Data available only for 18 clinical and 17 non-clinical voice-hearers.
n = sample size, SD = standard deviation.

Table S2. Linguistic characteristics by AVHs cluster after excluding the subject with bipolar disorder.

Linguistic variable Expanded-AVHs 
cluster (n=20),

mean (SD)

Compact-AVHs 
cluster (n=19),

mean (SD)

Statistic r effect 
sizeW Adj. p-value

Attributive adjectives 144.4 (135.64) 145.3 (177.70) 209 .99
Definite articles 513.6 (202.40) 220.2 (206.22) 323 .002 .59
Indefinite articles 192.5 (141.78) 44.2 (66.86) 322 .002 .60
Locative adverbs 187.4 (203.75) 105.6 (192.36) 275.5 .13
Mean length of utterance 8.3 (4.31) 4.7 (1.51) 323.5 .002 .60
Mean word length 4.4 (0.47) 4.3 (0.70) 226 .99
Moving-Average Type-
Token Ratio

0.9 (0.02) 0.8 (0.09) 247 .78

Nominative first-person 
singular pronoun

289.3 (295.72) 285.3 (259.09) 186 .99

Plural nouns 221.2 (198.22) 144.5 (185.66) 263 .32
Prepositions 681.2 (309.51) 278.6 (252.28) 341 <.001 .67
Relative pronouns 38.1 (42.24) 8.7 (21.76) 278 .06
Simple future 50.5 (76.44) 9.6 (37.60) 263 .08
Simple past 107.6 (197.69) 143.4 (219.37) 170.5 .99
Simple present 1608.2 (426.23) 1830.0 (386.48) 95.5 .08
Singular nouns 1293.3 (570.22) 1035.0 (530.16) 242 .88
Subordinating 
conjunctions

389.9 (308.74) 274.3 (257.33) 236 .99

P-values were adjusted using Holm correction.
n = sample size, SD = standard deviation.
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Table S3. Phenomenological features by AVHs cluster after excluding the subject with bipolar disorder.
PSYRATS

item
Phenomenolo
gical feature 
of the AVHs

Expanded-AVHs 
cluster,

description of 
median [median]

Compact-AVHs 
cluster,

description of 
median [median]

Expanded-
AVHs 
(n=20),
mean 
(SD)a

Compact-
AVHs 
(n=19),
mean 
(SD)b

Statistic r
effect 
size

W Adj. p-
value

1 Frequency Voices occur at 
least once an hour 

[3]

Voices occur 
continuously or almost 

continuously [4]

2.6 (1.23) 3.1 (1.05) 121.5 .83

2 Duration Voices last for 
several minutes [2]

Voices last for at least 
one hour [3]

2.2 (1.00) 2.8 (1.21) 106 .53

3 Location Voices outside the 
head, but close to 

ears or head [2]

Voices outside the 
head, but close to ears 

or head [2]

2.0 (1.11) 2.0 (0.96) 150 .99

4 Loudness Quieter than own 
voice, whispers [1]

About same loudness 
as own voice [2]

1.6 (0.69) 2.0 (0.86) 114.5 .69

5 Origin More than 50% 
but less than 100% 
of voices originate 

from external 
causes [3]

Less than 50% of 
voices originate from 

external causes [2]

2.7 (1.21) 2.5 (1.32) 163.5 .99

6 Amount of 
negative 
content

No unpleasant 
content

[0]

More than 50% of 
voice content is 

unpleasant or negative 
[3]

0.8 (1.33) 2.6 (1.36) 51 .005 -.59

7 Degree of 
negative 
content

Not unpleasant or 
negative [0]

Personal verbal abuse 
relating to self-concept 

[3]

0.8 (1.33) 2.7 (1.03) 43.5 .002 -.63

8 Amount of 
distress

Voices not 
distressing at all 

[0]

Voices always 
distressing

[4]

1.0 (1.66) 3.0 (1.32) 61.5 .01 -.53

9 Intensity of 
distress

Voices not 
distressing at all 

[0]

Voices are distressing 
to a moderate degree 

[2]

0.8 (1.32) 2.1 (1.11) 69 .03 -.48

10 Disruption to 
life

No disruption to 
life
[0]

Voices cause moderate 
amount of disruption to 

life [2]

0.7 (1.22) 2.1 (1.21) 65.5 .01 -.51

11 Control Some control most 
of the time [1]

Only occasional 
control

[3]

1.6 (1.72) 3.0 (1.17) 82 .09

a This information was available only for 18 of 20 participants.
b This information was available only for 17 of 19 participants.
P-values were adjusted using Holm correction.
n = sample size, SD = standard deviation.
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Table S4. Proportion of common and proper singular nouns per cluster of AVHs.

Characteristic Expanded-AVHs (n=18) Compact-AVHs (n=22)
Raw frequency Percentage Raw frequency Percentage

Singular common nouns 276 84.66% 212 78.52%
Singular proper nouns 50 15.34% 58 21.48%
Total singular nouns 326 100% 270 100%

Table S5. Proportion of een functions per cluster of AVHs.

Characteristic Expanded-AVHs (n=18) Compact-AVHs (n=22)
Raw frequency Percentage Raw frequency Percentage

Adverbial constructions with een 24 36.36% 7 33.33%
Doubtful cases of een 3 4.55% 1 4.77%
Use of een as indefinite article 38 57.57% 13 61.90%
Use of een as hedge 1 1.52% 0
Total occurrences of een 66 100% 21 100%

Table S6. Proportion of indefinite plural nouns that are countable per cluster of AVHs.

Characteristic Expanded-AVHs (n=18) Compact-AVHs (n=22)
Raw frequency Percentage Raw frequency Percentage

Countable indefinite plural nouns 37 46.84% 17 58.62%
Other plural nouns 42 53.16 12 41.38%
Total plural nouns 79 100% 29 100%

Note: Nouns were first automatically annotated for countability; this was followed by manual inspection.

Table S7. Proportion of locational/positional, temporal, and movement verbs per cluster of AVHs.

Characteristic Expanded-AVHs (n=18) Compact-AVHs (n=22)
Raw frequency Percentage Raw frequency Percentage

Verbs of direction/movement 48 5.94% 38 4.68%
Verbs of location/position 45 5.57% 27 3.32%
Verbs of time 4 0.49% 1 0.12%
Other verbs 711 88% 747 91.88%
Total verbs 808 100% 813 100%

Note: Verbs were first automatically annotated for semantic category; this was followed by manual inspection.
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ABSTRACT

Introduction: Negative content of auditory verbal hallucinations (AVH) is a strong predictor 
of distress and impairment. This paper quantifies emotional voice-content in order to explore 
both subjective (i.e., perceived) and objectively (i.e., linguistic sentiment) measured negativity 
and investigates associations with distress.
Methods: Clinical and non-clinical participants with frequent AVH (n= 40) repeated and 
recorded their AVH verbatim directly upon hearing. The AVH were analyzed for emotional 
valence using Pattern, a rule-based sentiment analyzer for Dutch. The AVH of the clinical 
individuals were compared to those of non-clinical voice-hearers on emotional valence and
associated with experienced distress.
Results: The mean objective valence of AVH in patients was significantly more negative than 
those of non-clinical voice-hearers. In the clinical individuals a larger proportion of the voice-
utterances was negative (34.7% versus 18.4%) in objective valence. The linguistic valence of 
the AVH showed a significant, strong association with the perceived negativity, amount of
distress and disruption of life, but not with the intensity of distress.
Conclusions: Our results indicate that AVH of patients have a more negative linguistic content 
than those of non-clinical voice-hearers, which is associated with the experienced distress. Thus,
patients not only perceive their voices as more negative, objective analyses confirm this.

Keywords
Hallucinations; Language; Psychosis; Schizophrenia; Sentiment
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Introduction

Auditory verbal hallucinations (AVH) are a cardinal feature of psychosis and one of the most 

common positive symptoms in schizophrenia (Baethge et al., 2005). They also occur in 

individuals without a psychiatric or neurological disorder, with median reported prevalences 

around 9.6% (Maijer et al., 2018). A recent population study found that up to 29.4% of the 

general population reported the experience of AVH over the course of a month (Linszen et al.,

in press) when a sensitive questionnaire is used (Schutte et al., 2018). AVH in non-clinical and 

clinical individuals are similar in terms of loudness, personification and number of voices heard,

but the perceived emotional content differs with a tendency towards negative valence content 

in patients (Daalman et al., 2011). Negative voice-content appears to be one of the major 

differences between clinical and non-clinical voice-hearers (Larøi, 2012) and is a strong 

predictor of experienced distress and impairment in daily functioning (Larøi et al., 2019).

It is not yet clear how we should define “negative” voice-content. Linguistic voice-content 

assessments, based on emotional valence estimations for individual words, may not lead to valid 

estimations of the negative content, since words are best interpreted in their context. Personal 

memories or experiences can give a certain passage a negative meaning, although the meanings 

of its constituting words might appear neutral or even positive. For example, a patient much 

detested that AVH called him by his last name, as children who bullied him at school used to 

do this.

In a previous study on this topic (van der Gaag et al., 2003), voice-content was rated by two 

independent raters. Their results indicate that both positive and negative voice-content assessed 

by the raters is interpreted as such by voice-hearers. However, content assessed to be neutral 

by independent raters could still be interpreted as either positive or negative by the voice-

hearers. This finding indeed confirms that seemingly neutral voices can have a personal 

negative/positive valence, perhaps depending on adverse life experiences or affective 

processing alterations in clinical voice-hearers (Aleman & Kahn, 2005; Cohen & Minor, 2010; 

Reiffet al., 2012). This could lead to the hypothesis that clinical and non-clinical individuals 

with AVH have similar voices in terms of linguistic emotional valence, but differ in the 

processing or interpretation of the voice-content. The cause for more severe distress from AVH 

in clinical voice-hearers would then lie in affective processing, rather than in the objective 

valence of the AVH.

Little is known about the objective linguistic emotional valence of AVH. A recent 

preliminary study (n= 6) explored the emotional content of AVH compared to general inner

thoughts based on linguistic emotional valence, suggesting that AVH were more negative than 
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inner thoughts (Turkington et al., 2019). A previous study by our group (De Boer et al., 2016) 

showed that the AVH of individuals with a psychotic disorder contained more terms of abuse 

than AVH of non-clinical individuals.

Given the consistent association between negative emotional content and distress

engendered by AVH, reducing negative (interpretations of) voice-content is an often-applied 

approach for cognitive behavioral therapy (CBT) in patients with distressing hallucinations. To 

further inform such lines of treatment, detailed knowledge about the emotional content of AVH 

is essential.

The current study examines the emotional valence of voice-content using linguistic

sentiment analysis in clinical and non-clinical voice-hearers. Sentiment analysis is a method in 

natural language processing that aims to quantify the emotional polarity or valence of text, 

which can be negative, neutral or positive. Second, we assess the relation between linguistic 

sentiment and perceived negativity and distress in both clinical and non-clinical voice-hearers. 

By assessing linguistic emotional valence as well as self-rated perceived negativity we aim to 

establish whether negative voice-content is objectively more negative in clinical voice-hearers, 

or whether they process their voice-content in such a way that it leads to a more subjectively 

negative perception.

Based on previous work by our group (Daalman et al., 2011; De Boer et al., 2016), we

hypothesize that both objective and subjective voice-content in clinical voice-hearers is more 

negative than in non-clinical voice-hearers. We further expect objective voice-content to be 

predominantly negative in the clinical voice-hearers, and predominantly positive in the non-

clinical group. Finally, we expect objective voice-content to be strongly associated with 

subjective negativity, distress and disruption of life in both groups.

Methods

Participants

All participants experienced persistent AVHs (i.e., at least once a month for over a year). A

total of 40 participants were included: 21 patients with a psychotic disorder and 19 non-clinical 

participants who experience AVH. Participants were included if they heard voices at least daily. 

Non-clinical participants were recruited through a Dutch website; for full methodology see 

previous reports on this sample (Daalman et al., 2011; De Boer et al., 2016). The non-clinical 

voice-hearers were screened for the absence of a psychiatric disorder by psychiatrists using the 

Comprehensive Assessment of Symptoms and History (CASH) interview (Andreasen et al.,

1992) and the Structured Clinical Interview for Personality Disorder (SCID-II) (First et al.,
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1997). Non-clinical voice-hearers were excluded if (1) they had a diagnosis or treatment for 

psychiatric disorders other than depressive or anxiety disorders in complete remission; (2) they 

had a history of alcohol or drug abuse in the past 3 months. The Psychotic Symptom Rating

Scale (PSYRATS) for auditory hallucinations was applied for the phenomenological

characteristics of the hallucinations (Haddock et al., 1999). All procedures were approved by 

the Ethical Review Board of the University Medical Center Utrecht. All participants gave 

written informed consent.

Procedures

Shadowing procedure

The shadowing procedure was conducted at the University Medical Center Utrecht. Participants 

were instructed to repeat out loud their AVH verbatim directly upon hearing them for the 

duration of one minute. They were further instructed to repeat their AVH with the same 

intonation, loudness, and pronunciation as the voice(s) they perceived. Their verbatim 

repetitions were recorded using a voice-recording device. Voice recording started with the onset 

of the participants’ repetition of the AVH and was stopped after one minute. This procedure 

was repeated three times per participant in the same session, resulting in three minutes of 

recorded voice-speech. Some participants experience AVH almost continuously, whereas 

others had less frequent AVH on the day of the recording. The procedure lasted between10 and 

30 min, depending on the frequency of the AVH. Recordings were saved as .wav files.

Language analyses

The shadowing audio files were transcribed using CLAN software, according to the CHILDES 

manual (MacWhinney, 2000). All transcriptions were made by trained linguistics students who 

were native speakers of Dutch, and were blinded to the presence of a clinical disorder. The 

transcriptions were divided into utterances. Utterance boundaries were determined on the basis 

of prosodic and semantic coherence. Sentiment analyses were performed using Pattern 

(https://github.com/clips/pattern), an open-source Python package for natural language 

processing. The Dutch submodule contains a rule-based sentiment analyzer, which is based on 

a lexicon of about 4000 Dutch lemmas. The algorithm takes into account downtoners,

amplifiers and negations. Downtoners are adverbs that diminish the sentiment of an adjective 

(e.g., “nearly dark”), whereas amplifiers strengthen it (e.g., “very dark”), and negations assert 

that something is not the case (e.g., “not dark”). Following previous research (Nazareth et al.,

2019), this lexicon was expanded using Moors lexicon (Moors et al., 2013), which contains 
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valence scores for approximately 4300 Dutch words. These valence scores were rescaled to the

[−1; 1] range Pattern uses and were added to the lexicon, along with their corresponding part 

of speech (POS) tags. The final lexicon contained 8218 different Dutch nouns, verbs, adverbs 

and adjectives. Pattern’s “parse” and “split” functions were used to annotate words with their 

POS tags. This lexicon is a selection of the Dutch language vocabulary, which is estimated to 

consist of at least 1 million words. The “sentiment” function was used to calculate the sentiment 

of each utterance. Mean valence scores were calculated per participant by averaging over all 

utterances. The variance of valence was calculated as the standard deviation of the valence of 

all utterances per participant. The minimal and maximal valence scores were calculated as the 

utterance with respectively the lowest and highest valence per participant. Valence scores in 

the [−.03; .03] range were considered neutral, conforming to previous research (Nazareth et al.,

2019). On average, 31 utterances were obtained per participant, of which 17 received a valence

score that was used in the analyses. One clinical voice-hearer only heard English hallucinations 

during the shadowing procedure and was therefore excluded from the analyses.

Statistics

All statistical analyses were run in IBM SPSS Statistics version 25.0.0.2. Participant

characteristics were compared between groups using an analysis of variance (ANOVA) for 

continuous values, and χ2 tests for categorical values. ANOVAs were used to compare the 

linguistic emotional valence characteristics between groups. The grouping variable was the 

presence/absence of a psychotic disorder. Mann–Whitney U tests were used to assess 

differences in the phenomenological characteristics of AVHs between the two groups. The 

phenomenological outcome measures were derived from the PSYRATS. A χ2 test was used to 

test differences in distributions across groups. Bivariate Pearson’s correlations were used to 

assess the association between linguistic valence and the characteristics of AVHs. Alpha was 

set at .05 for all analyses.
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Results

Demographic characteristics of the clinical and the non-clinical voice-hearers are presented in

Table 1. Clinical and non-clinical voice-hearers did not differ in age or sex. The non-clinical 

voice-hearers had a younger age of onset of AVH than the clinical voice-hearers. None of the 

non-clinical voice-hearers had a history of depression or anxiety disorders or used psychotropic 

medication. One of the clinical voice-hearers had a comorbid borderline personality disorder. 

The proportion of voice-utterances that were scored using Pattern differed between groups (F

(1, 38) = 8.46, Partial η2 = .181, p = .006). Pattern recognized a greater proportion of the non-

clinical voice-utterances than of the clinical voice-utterances. The mean valence of the voice-

utterances significantly differed between the groups (see Table 1).

Table 1. Demographics and AVH valence characteristics.

Non-clinical voice-
hearers (n = 19)

Clinical voice-
hearers (n = 20)

Statistics Effect 
size 

p-value

Age, mean years (SD) 46.8 (12.80) 41.6 (10.18) F(1,37) = 2.01 Partial
η2 =
.051

.165

Age at onset of AVH, 
mean years (SD) [range]

10.8 (14.16) [2-43] 21.9 (10.14) [7-49] F(1,33) = 7.28 Partial
η2 =
.181

.011*

Time since onset of AVH, 
mean years (SD)

34.9 (15.14) 17.9 (15.07) F(1,33) = 11.1 Partial
η2 =
.252

.002**

Sex, M (%) 11 (57.9) 13 (61.9) χ2 (1, n = 39) 
= .067

φ=.041 .796

Diagnosis, n (%)

Schizophrenia 12 (57.1)

Schizoaffective disorder 3 (14.3)

Bipolar I disorder 1 (4.8)

Psychotic disorder NOS 5 (23.8)

Mean valence (SD) .16 (.124) .04 (.154) F(1,37) = 7.33 Partial
η2 =
.165

.010*

Variance of valence (SD) .25 (.065) .32 (.113) F(1,37) = 4.28 Partial
η2 =
.104

.046*

Minimal valence -.37(.228) -.53 (.280) F(1,37) = 3.76 Partial
η2 =
.092

.060

Maximal valence .56 (.243) .53 (.232) F(1,37) = .218 Partial
η2 =
.006

.643

Note: SD: standard deviation; n: sample size; NOS: not otherwise specified.
* p-value <.05.
** p-value <.01.
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Phenomenological characteristics, including perceived (negativity) of the voices, are

presented in Table 2. The voice-utterances (clinical n = 338, non-clinical n = 310) showed 

significantly different objective (i.e., linguistic sentiment) valence distributions in the clinical 

versus the non-clinical voice-hearers (χ2 (2, n = 648) = 23.76, φ = .192, p < .0001), see Figure 

1. In the clinical individuals, 34.7% of the voice-utterances were objectively negative, 6.8% 

were neutral and 58.5% were positive. In the non-clinical voice-hearers 18.4% of the voice-

utterances were objectively negative, 4.9% were neutral and 76.7% were positive. Post-hoc 

analyses revealed that the distribution of objectively positive versus negative voice-utterances 

differed between groups (χ2 (1, n = 606) = 23.26, φ= .196, p < .0001), whereas the distribution 

of objectively positive versus neutral or negative versus neutral voice-utterances was not 

significantly different between groups (p > .05).

Table 2. Comparison of AVHs in clinical and non-clinical voice-hearers.

PSYRATS items Non-clinical 
voice-hearers,
description of 
median

Clinical voice-
hearers, description 
of median

Median non-
clinical voice-
hearers 
[range]

Median 
clinical 
voice-
hearers 
[range]

Mann-
Whitney 
U

p-value

1. Frequency At least once 
daily

Continuously / 
nearly 
continuously

4 [2-6] 6 [4-6] 209.0 .067

2. Duration Several minutes Several hours on 
end

2 [1-4] 4 [1-4] 219.5 .027*

3. Location Inside head near 
ears

Inside head near 
ears

2 [1-4] 2 [1-4] 161.0 .807

4. Loudness Same loudness 
as own voice

Same loudness as 
own voice

2 [1-3] 2 [1-4] 166.5 .660

5. Explanation of 
origin

More than 50% 
external

50% external / 
More than 50% 
external

3 [1-4] 2 / 3a [1-4] 134.0 .546

6. Amount of 
negative content

No negative 
content

Most content is 
negative

0 [0-4] 3 [0-4] 279.0 <.001**

7. Degree of 
negative content

No negative 
content

Negative voices 
directed at self-
concept 

0 [0-3] 3 [1-4] 284.0 <.001**

8. Amount of 
distress

No distress Always distressing 0 [0-4] 4 [1-4] 292.0 <.001**

9. Intensity of 
distress

No distress Severely 
distressing

0 [0-4] 3 [1-4] 282.5 <.001**

10. Disruption of 
life

No disruption Moderate / severe 
disruption

0 [0-3] 2 / 3a [1-4] 292.5 <.001**

11. Controllability Mostly some 
control

No control 1 [0-4] 4 [1-4] 262.0 <.001**

Note: PSYRATS: Psychotic Symptom Rating Scale for auditory hallucinations.
a Two scores were tied as median.
* p-value <.05.
** p-value <.01.
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When looking at the linguistic sentiment distribution of voice-utterances over the 

participants, our results indicate that 65% of the clinical voice-hearers predominantly heard

positive voices, 25% predominantly heard negative voices and 10% heard an equal amount of 

positive and negative voices. Of the non-clinical voice-hearers, 90% heard predominantly 

positive voices, 5% heard negative voices and 5% heard an equal amount of positive and 

negative voices. An example of one of the clinical voice-utterances classified as positive was

“once your turn will come” (translated from the original Dutch “eens kom je aan de beurt”),

whereas a negative utterance was “that bitch must die” (translated from the original Dutch “dat 

wijf moet dood”).

The mean objective valence was strongly associated with the amount and intensity of

perceived (subjective) negativity (r = −.619, p = .001, r = −.474, p= .005 respectively), amount 

of distress (r = −.579, p = .004), and disruption of life (r = −.409, p = .016), whereas no

significant association was found between objective valence and the intensity of distress (r =

−.295, p = .090).

 

Figure 1. Distribution of sentiment of the AVH in clinical and non-clinical voice-hearers. Mean emotional valence 
of the AVH range from −1 to 1, where 1 indicates highly positive valence, and −1 highly negative valence.
Absolute frequencies are displayed. Valence scores of 0 are considered neutral.
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Discussion

In line with our expectations, we found that the AVH utterances of patients with a psychotic

disorder had a more negative linguistic emotional valence than those of non-clinical voice-

hearers. Our findings are in line with previous research that shows a preponderance towards 

negative self-rated voice-content in patients (Daalman et al., 2011; Larøi, 2012; Larøi et al.,

2019). We extend these findings by showing that this tendency remains when objectively 

quantified, in the absence of information on linguistic context. Moreover, in contrast to 

expectations, most clinical and non-clinical voice-hearers predominantly heard objectively 

positive voices, yet the proportion of positive versus negative and neutral voices was smaller in 

the patients. The perceived negativity, amount of distress from the voices and the disruption of 

life by the voices was strongly associated with the mean linguistic emotional valence of the 

voices, whereas the intensity of distress from the voices was not.

Our study has both scientific and therapeutic implications. First, we have shown that even 

in the absence of linguistic context, patients’ AVH contain more objectively negative content 

than AVH of non-clinical voice-hearers. This suggests that AVH language in patients is more 

often negative (objectively), independent of potential alterations in emotional processing, 

personal memories or negative associations that may additionally affect the perceived

negativity. A prominent pathophysiological model for explaining negative voice-content 

suggests that AVH result from activation of the right hemisphere Broca’s area homologue, 

which is associated with the production of swear words (Sommer et al., 2008; Sommer & 

Diederen, 2009). However, since we did not test swear words in this project, we were unable to 

assess whether our results are in line with this framework.

Second, CBT for AVH is currently focused on changing voice-hearers’ beliefs about their 

voices, based on the cognitive model of hallucinations (Chadwick & Birchwood, 1994) which 

suggests that “distress and behavioral repertoire in voice-hearers is most closely tied to beliefs 

about voices, irrespective of content” (Larøi et al., 2019; Peterset al., 2012, p. 1507). Whereas 

we do not deny the importance of a person’s beliefs in the generation of distress, our findings

show that distress is closely tied to content, even when beliefs are left out of the equation. Solely 

focusing on beliefs about the voices might therefore not be sufficient to alleviate the distress. 

Indeed, whereas CBT has proven effective for AVH, effect sizes are relatively small and there 

is no evidence that CBT changes the perceived malevolence of voices (Sommer et al., 2012; 

van der Gaaget al., 2014). Our findings may contribute to developing additional angles for CBT. 

For example, our results show that although patients hear more objectively negative voices than 

non-clinical voice-hearers, both groups also hear objectively positive voices. Therefore, an 
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additional aim in CBT could be to shift some of the attentional weight from the negative towards 

the positive voice-utterances, in an attempt to relieve some of the distress. This could be 

achieved by training a person’s metalinguistic skills (Bialystok & Ryan, 1985; Tunmer et al.,

1988), which can enhance their ability to focus on their positive or negative valence, rather than 

on the content itself. Other metalinguistic approaches to hallucinations include focusing on the 

grammatical structure of the voices (Corona Hernández et al., 2022), or reducing negative 

associations by replacing them with positive word associations (Moritz et al., 2007; Moritz & 

Jelinek, 2011; Moritz & Russu, 2013).

This study has some limitations. First, the sample size is small. Second, although we

extended the emotional valence tool with an additional set of words, only∼60% of all voice-

utterances were recognized by Pattern. A word category that is not included in Pattern is swear 

words. Previous work by our group (De Boer et al., 2016) indicates that the voices of patients 

contain more swear words, yet these were not rated by Pattern. This likely affected our results 

and may explain in part why also the clinical voice-hearers predominantly heard positive voices 

and why a smaller proportion of the utterances of the clinical voice-hearers were recognized by

Pattern. Third, all patients were collected through the “voices clinic” of the UMC Utrecht, 

which is an outpatient clinic for patients with chronic AVH. This may have led to a selection 

bias since only patients that regard their voices as distressing come to the clinic for treatment. 

Fourth, although we did not exclude lifetime diagnoses of depression or anxiety disorders in

the non-clinical voice-hearers, none of the non-clinical participants had a history of mental 

illness. This may have influenced the perceived distress or characteristics of the voices. Finally, 

the AVH were obtained using the shadowing procedure, which has several limitations. Shadow 

recordings started with the onset of AVH and stopped after one minute. Some participants 

experienced AVH for the full duration of the recording, whereas others did not. This may have 

influenced the amount of AVH captured on record. Further, the participant is trusted to repeat 

the contents of their hallucinations correctly, which makes the recordings subjective. Also, as 

a result of the use of this method, the participant focuses on the AVH which could result in a 

change in cognitive processing of the hallucination. This could result in a recording that is not 

representative of the AVH that are generally experienced by the participant. However, it has to 

be acknowledged that there is no more direct way to gain access to the content of AVH, as this 

is a strictly private experience. In future studies, this may be checked by asking participants to 

rate the resemblance of the recorded AVH and the AVH they generally hear on a Likert scale.

It is important to note that sentiment analysis, in general, has its limitations. It is, for

example, less capable of dealing with highly complex sentences and performs less accurately 
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in new domains (Astya, 2017). Replication studies are required to establish whether sentiment 

analyses are indeed accurate at capturing negative voice-content. Future research should also 

focus on more in-depth linguistic analyses of the differences between clinical and non-clinical 

voices since, for example, the use of power or politeness by the voices can shed a light on the 

relationship individuals have with their voices (Demjen et al., 2020), which could provide 

additional angles for CBT.

In conclusion, we have shown that both clinical and non-clinical voice-hearers 

predominantly hear positive voices, yet the proportion of objectively negative versus positive

voices is larger in patients. The linguistic emotional valence of voices is strongly associated 

with the perceived distress and disruption of life, irrespective of context or personal memories. 

This has important implications for additions to current CBT regimes since current models are 

based on the idea that distress in voice-hearers is caused by their beliefs about the voices, 

irrespective of their content. Instead, our findings suggest the opposite is also true, namely,

distress is closely tied to the content of the voices, irrespective of personal beliefs.
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ABSTRACT

Background: Incoherent speech is a core diagnostic symptom of schizophrenia-spectrum 
disorders (SSD) that can be studied using semantic space models. Since linguistic connectives 
signal relations between words, they and their surrounding words might represent linguistic loci 
to detect unusual coherence in speech. Therefore, we investigated whether connectives’ 
measures are useful to assess incoherent speech in SSD.
Methods: Connectives and their surrounding words were extracted from transcripts of 
spontaneous speech of 50 SSD-patients and 50 control participants. Using word2vec, two 
different cosine similarities were calculated: those of connectives and their surrounding words 
(connectives-related similarity), and those of free-of-connectives words-chunks (non-
connectives similarity). Differences between groups in proportion of five types of connectives 
were assessed using generalized logistic models, and connectives-related similarity was 
analyzed through non-parametric multivariate analysis of variance. These features were 
evaluated in classification tasks to differentiate between groups.
Results: SSD-patients used less contingency (e.g., because) (p = .008) and multiclass 
connectives (e.g., as) (p < .001) than control participants. SSD-patients had higher minimum 
similarity of multiclass (adj-p = .04) and temporality connectives (e.g., after) (adj-p < .001), 
narrower similarity-range of expansion (e.g., and) (adj-p = .002) and multiclass connectives 
(adj-p = .04), and lower maximum similarity of expansion connectives (adj-p = .005). Using 
connectives’ features alone, SSD-patients and controls could be distinguished with 85% 
accuracy.
Discussion: Our results show that SSD-speech can be distinguished from speech of control 
participants with high accuracy, based solely on connectives’ features. We conclude that 
including connectives could strengthen computational models to categorize SSD.

Keywords
Classification; Disorganized speech; Grammatical connectivity; Schizophrenia-Spectrum 
Disorders; Semantic cosine similarity; Word2vec
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1. Introduction

Disorganized speech is a core feature of schizophrenia-spectrum disorders (SSD) (American 

Psychiatric Association, 2013) that has been increasingly assessed using semantic space models 

(Corcoran et al., 2020; Corcoran and Cecchi, 2020; Hitczenko et al., 2020). Such computational 

models create n dimensions, each standing for an abstract feature of word meaning. The 

represented meaning (i.e., vector) of a given word can thus be located within the semantic space 

of n dimensions, and it is posited that words with similar meaning are found close to each other 

within a given semantic space (Landauer et al., 1998; Mikolov et al., 2013b). Using these 

models, it has been shown that patients with SSD can be distinguished from healthy controls 

with accuracies between 70% and 93% (Elvevåg et al., 2007; Iter et al., 2018; Just et al., 2020; 

Tang et al., 2021; Voppel et al., 2021), while predicting psychosis onset in at-high-risk 

individuals has accuracies ranging from 72% to 100% (Bedi et al., 2015; Corcoran et al., 2018; 

Rezaii et al., 2019).

Disorganization in speech is considered to signal a reduction in the underlying semantic 

coherence of a given message (Corcoran and Cecchi, 2020; Hitczenko et al., 2020). To be 

attained, coherence requires thematic continuity and grammatical connectivity (Givón, 2020).

While thematic continuity is reflected in the maintenance of semantic content, grammatical 

connectivity refers to the use of explicit markers to hierarchically organize the sequence of the 

content. Syntactically, grammatical connectivity is most clearly instantiated by linguistic 

connectives, which relate two or more words, clauses, or sentences to each other (Maat and 

Sanders, 2006; Sanders and Maat, 2006; van der Vliet and Redeker, 2014). Importantly, 

connectives establish different types of explicit coherence relations in discourse, such as 

comparative (e.g., this flower is red, while that other is white), contingent (e.g., I have to replace 

this piece because it is damaged), expansive (e.g., besides being mammals, gorillas are 

primates), and temporal (e.g., we will go outside after the rain stops) (Bourgonje et al., 2018; 

Stede et al., 2019). Thus, in fine-tuning semantic space models to better quantify disorganized 

speech, it could be valuable to separately assess thematic continuity and grammatical 

connectivity.

General semantic content has been the main focus of interest in previous studies using 

semantic space models to quantify coherence. Specifically, in speech of patients with SSD, 

unusual general semantic content has often been assessed across entire interviews or 

conversations. Typically, the measures for analysis are obtained by averaging series of semantic 

distances (i.e., cosine similarities) across all words or sentences uttered by patients, one after 

each other (Hitczenko et al., 2020). This form of assessment is reasonable considering that 
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semantic space models perform better if they are built upon sentences rather than upon speech 

samples from word-association or verbal-fluency tasks (de Boer et al., 2018). However, this 

procedure hampers the possibility to quantify the coherence that relates to syntactic markers of 

connectivity (i.e., connectives).

While the use of connectives has not been separately assessed in semantic space models yet, 

previous studies have examined their occurrence in speech. Patients with SSD have been found 

to use less connectives of differentiation in comparison to control participants, (Just et al., 

2020), and less causal, contrastive, and logical connectives when compared to adults with a 

diagnosis of HIV+ (Willits et al., 2018). In contrast, another study showed that untreated first 

episode psychosis patients with high scores in conceptual disorganization (PANSS Item P2) 

overall used more connectives than control participants (Mackinley et al., 2021).

These inconsistencies in results currently limit our knowledge about the frequency and 

coherence with which different types of connectives are used by patients with SSD compared 

to control participants. Moreover, even though semantic space models have been shown to be 

reliable tools to assess disorganized speech in patients with SSD, no previous research has 

specifically focused on grammatical connectivity. Considering this, in the present study we first 

evaluated whether patients with SSD and control participants use different types of connectives 

in similar proportions. Second, by calculating cosine similarity between connectives and their 

surrounding words (i.e., connectives-related similarity), we assessed whether connectives and 

their surrounding words can be used as linguistic loci to detect unusual coherence in speech of 

patients with SSD. Third, we tested how automatic classification driven by connectives-related 

similarity compares to another driven by non-connectives similarity, and how accurately 

connectives-related similarity and proportions per type of connective together could distinguish 

patients with SSD from control participants.

2. Methods

2.1. Participants

Fifty individuals with a schizophrenia-spectrum disorder and fifty healthy control participants, 

all native Dutch speakers, took part in this study. These participants had been previously 

investigated in Voppel et. al (2021). Their inclusion took place at the University Medical Center 

Utrecht. Patients’ diagnoses were established by a trained physician, and confirmed using either 

the Comprehensive Assessment of Symptoms and History (CASH) (Andreasen et al., 1992) or

the Mini-International Neuropsychiatric Interview (Sheehan et al., 1998). Patients’ severity of 

symptoms was assessed with the Positive and Negative Syndrome Scale (PANSS) (Kay et al., 
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1987). Control participants were included if they had neither current nor a history of psychiatric 

disorders. All participants gave written informed consent before obtaining the measurements.

2.2. Speech sampling

Speech was elicited using a semi-structured interview, comprising 60 open-ended questions, 

from which a subset was presented in a semi-randomized order across all participants. The 

questions were designed to elicit spontaneous speech but prevent excessive emotional arousal, 

with topics such as life experiences, current daily habits, hobbies, and hypothetical situations, 

avoiding health-related and psychopathology-related topics. To prevent participants from 

adjusting their own speech, they were informed about the research aim only after concluding 

the interview. All interviews were conducted by trained researchers. The elicited verbal samples 

were audio-recorded and later transcribed following the CHILDES protocol (MacWhinney, 

2000). Transcribers were blind to participants’ group. Procedures were approved by the ethical 

committee of the University Medical Center Utrecht.

2.3. Linguistic features

2.3.1. Data preprocessing

Using the CHILDES transcripts, individual plain text files were derived for each participant. 

Speech of the interviewers, punctuation marks, metadata, headers, special characters, and 

markers of events (e.g., &=laughs) were all excluded from these files. In the resulting files, all 

words were set to lowercase, and grammatical contractions (e.g., t’is, standing for het is, “it is”) 

were retained. Fillers (e.g., ehm) and repetitions have been shown to add noise to semantic 

similarity calculations (Iter et al., 2018). However, they were also retained in the transcripts 

used for analysis for three reasons. First, it is currently unknown whether fillers and repetitions 

might influence connectives-related similarity. Second, despite recent attempts to control for 

“inadequate repetitions” of speech (Just et al., 2020), there is no standard procedure for avoiding 

this bias. Third, fillers (Tang et al., 2021) and repetitions (Andreasen, 1979; Hong et al., 2015; 

Maher, 1972) have been shown to be important to distinguish patients with SSD from control 

participants.

2.3.2. Selection and occurrence of connectives

Based on Bourgonje et al. (2018), 188 different Dutch connectives were selected for this study. 

These connectives were originally divided in four broad categories, and we created a fifth 

category (i.e., multiclass) to be filled in with all connectives that were listed in more than one 
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category, excluding such connectives from their initial lists and being relocated to this new one. 

Connectives ultimately belonged to only one of the following categories: comparison (n = 37), 

contingency (n = 48), expansion (n = 44), multiclass (n = 23), and temporality (n = 36) (see 

supplementary materials: 1. List of connectives in Dutch).

For each preprocessed transcript, all occurrences of the 188 different Dutch connectives were 

automatically extracted using the R “quanteda” package (Benoit et al., 2018). Subsequently, all 

the extracted connectives were automatically given the label of the category they belonged to. 

For each occurrence, along with the connective, the previous and the following three words 

were retained, considering them as part of the surrounding context of the connective, resulting 

in a seven-words fixed window size. This length was chosen for two main reasons: shorter 

word-windows are less suited to reveal differences in cosine similarity between groups 

(Elvevåg et al., 2007), and larger word-windows were found to be poorer informative features 

for classification tasks (Voppel et al., 2021). All cases in which there were fewer words in the 

surrounding context of the connective were also preserved (i.e., connectives occurring at the 

end of an interview), leading a subset of instances to have less than seven words.

2.3.3. Semantic space model

A semantic space with 300 dimensions was modeled using the skip-gram method of the 

word2vec learning algorithm (Mikolov et al., 2013b). It was trained on more than five-million 

words from The Netherlands’ transcripts collection of the Corpus Gesproken Nederlands

(CGN) (van Eerten, 2007), using the R “word2vec” package (Wijffels, 2020). In this model, 

each dimension might be taken to represent an abstract feature of word meaning, and the 

meaning of each word (i.e., its word embedding) is the vector indicating the position of the 

word relative to the 300 semantic dimensions of the model. Using the skip-gram method, the 

word2vec algorithm computes each word embedding in a few steps. For each word, first a 

random embedding is created. Next, using all instances of the word and its surrounding words 

as constraint, the random embedding is iteratively changed to resemble the embeddings of its 

surrounding words more, and the embeddings of words which do not appear nearby less 

(Mikolov et al., 2013b, 2013a). Finally, each word is assigned a fixed and unique embedding, 

which can then be used to measure the semantic (i.e., cosine) similarity between embeddings 

(Mikolov et al., 2013b).
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2.3.4. Computation of connectives-related and non-connectives cosine similarities

For each seven-words chunk having a connective, the connectives-related cosine similarity was 

operationalized as the cosine similarity between the embedding of the connective and the as-a-

whole averaged embedding of the three previous and three following words. All segments of 

the transcripts no longer containing connectives (henceforth, free-of-connectives segments) 

were also split into chunks of seven words. For each free-of-connectives segment, the non-

connectives similarity was operationalized as the cosine similarity between the embedding of 

the fourth word and the as-a-whole averaged embedding of the three previous and three 

following words. Thus, the same procedure was used to obtain the two different types of cosine 

similarities.

Connectives-related and non-connectives similarities were first calculated separately for all 

the chunks of words per participant. Then, six different measures of the cosine similarities were 

independently obtained per participant: maximum, mean, median, minimum, range, and 

variance. Finally, these six different measures of cosine similarity were averaged per group for 

each type of cosine similarity (see Figure 1). In all cases, cosine similarities could range from -

1 to 1, with -1 standing for the lowest possible similarity, and 1 for the highest possible 

similarity.
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Figure 1. Steps (A-G) taken to calculate the connectives-related and the non-connectives cosine similarity. Note 
that the word “en” is a connective, while the word “twee” is not.
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2.4. Analysis

2.4.1. Statistics

Groups were compared with regard to demographic continuous variables through independent 

one-way analysis of variance (ANOVA), and nominal variables through Chi-square tests 

without continuity correction.

To assess differences between groups in the proportion of types of connectives relative to all 

words used, we carried out generalized linear mixed-effects logistic regression models using 

the glmer function from the R “lme4” package (Bates et al., 2015), with proportion as dependent 

variable. Following Baayen (2008) and Winter (2020), group (patients with SSD vs control 

participants) and type of connective (comparison vs contingency vs expansion vs multiclass vs

temporality) were considered as fixed-effects factors, and participants as random-effects factors 

(allowing by-participant varying intercepts and varying slopes). Implementing a forward-

testing approach, we carried out stepwise model comparison between a series of independent 

regression models in order to arrive at the model that best fitted the data. Likelihood ratio tests 

were performed to assess whether there were significant differences between each pair of 

models being compared (Baayen, 2008).

To assess group differences for the connectives-related similarity, we used non-parametric 

multivariate analysis of variance (MANOVA), followed by post-hoc Wilcoxon rank sum tests 

with Holm correction.

For all correlations, we used the Spearman’s rank non-parametric test, correcting for 

multiple comparisons when necessary. Statistical results with (adjusted) p-values < .05 were 

considered to be significant. All analyses were done in RStudio version 1.4.1103 (RStudio 

Team, 2019) running R version 4.1.0 (R Core Team, 2020).

2.4.2. Classification tasks

For reliable results, in all classification tasks the models were trained using 10-fold cross-

validation, repeated ten times. This means that, for each iteration, the learning algorithm used 

nine-tenths partitions of the data for training, and one-tenth for testing. Accuracy, sensitivity, 

specificity, and area under the curve (AUC) for receiver operating characteristic (ROC) were 

obtained in order to assess the performance of each classifier. All tasks were conducted using 

the R “caret” package (Kuhn, 2021).
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2.4.2.1. Connectives’ vs non-connectives’ features.

To assess whether connectives-related and non-connectives similarities might yield similar 

classification results, we first obtained and evaluated the performance of a control-classifier. 

Afterwards, we assessed how much improvement in performance this control-classifier could 

gain by independently adding either connectives’ features or non-connectives similarity to it.

The control-classifier was built by training a random forest algorithm, using the mean, 

minimum and variance of general semantic similarity from sliding-windows between 5 and 10 

words. This algorithm has been proven to be one of the best in performing binary classification 

(Fernández-Delgado et al., 2014). Mean, minimum, variance, and the 5-10 range of windows 

were chosen as parameters based on previous results showing that they were highly informative 

for classification (Voppel et al., 2021).

For the comparison between the connectives’ features and the non-connectives similarity, 

number of features was controlled for (see Table 1). To rule out that amount of data influenced 

the results, a set of connectives-related similarity controlling for this was also calculated (see 

Table 1). These procedures to control for amount of data and number of features were 

exclusively done for this series of classification tasks.

2.4.2.2. Performance of connectives’ features alone

Using connectives-related similarity per type of connective either alone or along with 

proportions of use per type of connective, random forest and support vector machine with 

polynomial kernel algorithms were trained to perform a binary classification between patients 

with SSD and control participants. For these classification tasks, the six measures of 

connectives-related similarity were calculated independently for each of the five types of 

connectives (see Table 1).

80

Chapter 4

171747 Corona Hernandez BNW.indd   80171747 Corona Hernandez BNW.indd   80 04-01-2024   08:0604-01-2024   08:06



Table 1. Details of the different features used for the classification tasks.
Name of 

features used 
for 

classification

Use in classification task Number of 
features

Description

Connectives’ 
features vs

non-
connectives 
similarity

Performance 
of 

connectives’ 
features alone

Proportions per 
type of 
connective

✓ ✓ 5 Proportions of use of the comparison, contingency, 
expansion, multiclass, and temporality connectives.

Non-connectives 
similarity

✓ 6 Maximum, mean, median, minimum, range and variance of 
all the free-of-connectives chunks.

General 
connectives-
related similarity 
(random sub-
sampling)

✓ 6 Maximum, mean, median, minimum, range and variance of 
all connectives taken together (i.e., regardless of type of 
connective). These measures were calculated based on a 
random subsampling of connectives-chunks, which were 
matched to the number of free-of-connectives chunks per 
participant1.

General 
connectives-
related similarity 
(all chunks)

✓ 6 Maximum, mean, median, minimum, range and variance of 
all connectives taken together (i.e., regardless of type of 
connective) calculated based on all connectives-chunks.

Per-type-
connectives-
related similarity 
with smallest 
adj. p-values 

✓ 6 Connectives-related similarity measures that, across the types 
of connectives, have the smallest adj. p-values as found 
through post-hoc analyses (see Table 7).

Proportions and 
per-type-
connectives-
related similarity 
significantly 
different between 
groups

✓ 7 Connectives-related similarity measures and proportions per 
type of connective that were found to be significantly different 
between groups (see Table 5 and Table 7).

Sliding-window 
similarity

✓ 18 Mean, minimum and variance of similarity from sliding-
windows between 5 and 10 words. Partial set of the cosine 
similarities used in Voppel et al. (2021).

Connectives-
related 
similarities per 
type of 
connective

✓ 30 Maximum, mean, median, minimum, range and variance 
calculated for each of the 5 different types of connectives.

1 Across all participants, there were more connectives-chunks than free-of-connectives chunks. This was due to 
partial overlap of some connectives-chunks when two connectives were used too close to each other. Accordingly, 
for each participant, a random subsampling of the connectives-chunks was carried out.
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3. Results

3.1. Demographics and speech sample

The majority of patients in our sample had a diagnosis of psychosis not otherwise specified 

(46%), followed by schizophrenia (38%), schizoaffective (14%) and schizophreniform disorder 

(2%). There were no significant differences between groups in age (p = .98) and sex (p = .23). 

Years of education were significantly less for patients with SSD than for control participants (p

= .001). In patients with SSD, the mean dose of antipsychotic medication as measured in 

chlorpromazine equivalence was 226.1 milligrams. Thirty-two patients used tight-binding 

antipsychotics, sixteen patients used loose-binding medication, and two patients were not 

receiving antipsychotic medication (see Table 2).

General characteristics of the participants’ speech sample and use of connectives are 

presented in Table 3. Since patients with SSD had significantly less years of education than 

control participants, possible correlations between years of education and basic features of the 

speech sample were assessed (i.e., tokens and types). Neither number of running words (tokens) 

nor number of different word forms (types) correlated to years of education, (both rho(ρ) < 

0.10, both p > .05).

Table 2. Demographic characteristics of participants.
Characteristic Patients

(n=50)
Controls
(n=50)

Statistic
value

p-value

Age in years, mean (SD) 31.6 (12.46) 31.5 (12.69) F (1,98) = 0.001 .98
Females, n (%) 14 (28%) 9 (18%) χ2 (1) = 1.41 .23
Years of education, mean (SD) a 12.8 (2.22) 14.3 (2.39) F (1,97) = 10.49 .001
Antipsychotic medication

Chlorpromazine equivalence (mg), 
mean (SD) b 226.1 (142.81)
Loose binding, n (%) 16 (32%)
None 2 (4%)
Tight binding 32 (64%)

Diagnosis, n (%)
Psychosis not otherwise specified 23 (46%)
Schizophrenia 19 (38%)
Schizoaffective 7 (14%)
Schizophreniform 1 (2%)

PANSS, mean (SD)
Negative 13.4 (5.19)
Positive 11.1 (4.41)
General 26.5 (7.74)
Total 51.2 (13.85)

a Data available for all control participants, but only for 49 patients.
b Data available for 44 patients alone: two patients were not taken antipsychotic medication, and, for four patients, 
there was no information about dose equivalence.
n = sample size, SD = standard deviation.
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Table 3. Characteristics of the speech produced by the participants per group.

Feature Patients
(n=50)

Controls
(n=50)

Basic description of words
Number of running words (tokens)

Mean (SD) 1161.8 (753.27) 1819.4 (458.07)
Total 58,090 90,971

Number of different word forms (types)
Mean (SD) 342.5 (152.46) 498.6 (89.02)
Total 17,125 24,930

Connectives
Number of connectives of comparison

Mean (SD) 39.6 (29.43) 62.4 (25.53)
Total 1982 3122

Number of connectives of contingency
Mean (SD) 21.6 (19.40) 39.9 (18)
Total 1080 1997

Number of connectives of expansion
Mean (SD) 46.9 (37.39) 79.9 (28.28)
Total 2348 3996

Number of connectives of multiclass
Mean (SD) 28.6 (29.05) 58.4 (24.78)
Total 1430 2924

Number of connectives of temporality
Mean (SD) 14.1 (11.51) 23.6 (10.40)
Total 709 1181

n = sample size, SD = standard deviation.

3.2. Proportion of connectives

Following stepwise model comparison with a forward-testing approach, the model that best 

fitted the data included an interaction between group and type of connective, as well as by-

participant varying intercepts and varying slopes for type of connective per participant (see 

Table 4). Relative to connectives of comparison, patients with SSD had a lower probability of 

using connectives of contingency (p < .001), multiclass (p < .001), and temporality (p < .001), 

and a higher probability of using connectives of expansion (p < .001). Similarly, control 

participants had a lower probability of using connectives of contingency (p < .001) and 

temporality (p < .001), and a higher probability of using connectives of expansion (p < .001). 

When comparing the groups, patients with SSD had a lower probability of using connectives 

of contingency (p = .008) and multiclass (p < .001) than control participants (see Table 5 and 

Figure 2). The structure of the random-effects factors is shown in Table 6.
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Considering patients with SSD had significantly less years of education, it was assessed 

whether this could have confounded the above-mentioned results. Independent two-tailed 

bivariate correlations were conducted, and false positive results were controlled using Holm 

correction. Results showed no significant correlations (all rho(ρ) < 0.21, all adj-p > .05).

Table 4. Stepwise procedure followed to obtain the logistic model that best fitted the data.

Factors in the model Likelihood ratio test
Log-lik. increase Statistic value p-value

Participants as varying intercepts
+Group 7 χ2 (1) = 13.53 < .001
+Type of connective 3556062 χ2 (4) = 7112125 < .001
+Varying slopes for type of connective per 
participant

1010919 χ2 (14) = 2021838 < .001

+Interaction (Group*Type of connective) 9 χ2 (4) = 17.19 0.0017

Note: the first row stands for the initial random model. Each subsequent row shows how the goodness of fit 
increased when the factor in the row was added to the model that included all preceding factors.

Table 5. Fixed-effects factors in the model that best fitted the data on proportions of connectives.
Model Estimate Standard Error z-value p-value

Control 
participants and 
connectives of 
comparison as 
baseline levels

(Intercept) -3.24 0.04 -72.16 < .001
Group
Patients 0.009 0.06 0.14 .88
Type of connective
Contingency -0.43 0.07 -6.11 < .001
Expansion 0.34 0.05 6.03 < .001
Multiclass -0.07 0.06 -1.17 .23
Temporality -0.97 0.07 -12.57 < .001
Interactions
Patients*Contingency -0.26 0.10 -2.61 .008
Patients*Expansion -0.08 0.08 -0.98 .32
Patients*Multiclass -0.35 0.08 -4.16 < .001
Patients*Temporality -0.10 0.10 -0.99 .31

Patients and 
connectives of 
comparison as 
baseline levels

(Intercept) -3.23 0.04 -71.94 < .001
Group
Controls -0.009 0.06 -0.14 .88
Type of connective
Contingency -0.70 0.07 -9.80 < .001
Expansion 0.26 0.05 4.64 < .001
Multiclass -0.42 0.06 -7.06 < .001
Temporality -1.08 0.07 -13.98 < .001
Interactions
Controls*Contingency 0.26 0.10 2.61 .008
Controls*Expansion 0.08 0.08 0.98 .32
Controls*Multiclass 0.35 0.08 4.16 < .001
Controls*Temporality 0.10 0.10 0.99 .31

Note: estimates are “log odds” (i.e., logits). Positive estimates reflect an increase in probability and negative ones reflect a decrease. For a 
general guide to mixed-effects models in linguistics and their interpretation, see Baayen (2008) and Winter (2020).
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Table 6. Random-effects parameters in the best model fitted to proportion of connectives.

Groups Name Variance Standard 
deviation

Participant (Intercept) 0.1012 0.3181
Contingency 0.2587 0.5086
Expansion 0.1672 0.4089
Multiclass 0.1844 0.4294
Temporality 0.3004 0.5481

 
Figure 2. Mean proportion of use for each type of connective per group.

3.3. Connectives-related similarity

Multivariate analysis of variance showed that there were significant differences between groups 

in connectives-related similarity, F (10.3, 1018.3) = 5.2, p < .001. Post-hoc analyses showed 

that patients with SSD had higher minimum similarity of temporality connectives (adj-p <

.001), as well as narrower range (adj-p = .002) and lower maximum similarity of expansion 

connectives (adj-p = .005) than control participants. Additionally, compared to controls, 

patients had narrower range (adj-p = .04) and higher minimum similarity of multiclass 

connectives (adj-p = .04) (see Table 7). Maximum similarity of expansion connectives 

positively correlated to years of education (rho(ρ) = 0.30, adj-p = .01), while the other four 

connectives-related similarities did not (all rho(ρ) ≤ 0.16, all adj-p > .05). In performing these 

analyses, a missing value in the variance of contingency connectives in one patient, and a 

missing value in the variance of temporality connectives in another patient, were substituted 
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with zeros. Running the same analyses with the exclusion of these two patients did not change 

the results of these variables. For a full overview of the results with the exclusion of these two 

patients, see supplementary materials: 2. Additional analyses on connectives-related similarity.

Table 7. Differences in connectives-related similarity measures between groups.
Type of 

connective
Coherence 
measure

Patients
(n=50),

average (SD)

Controls
(n=50),

average (SD)

Statistic r effect size
W Adj. p-value

Comparison Mean 0.51 (0.01) 0.50 (0.01) 881 .23
Median 0.51 (0.01) 0.51 (0.01) 920 .41
Maximum 0.62 (0.04) 0.63 (0.04) 1328 ≈.99
Minimum 0.38 (0.04) 0.37 (0.02) 987 .91
Range 0.23 (0.05) 0.25 (0.05) 1421 ≈.99
Variance 0.003 (0.001) 0.003 (0.001) 964 .68

Contingency Mean 0.48 (0.03) 0.47 (0.01) 827 .08
Median 0.49 (0.03) 0.48 (0.01) 814 .06
Maximum 0.59 (0.06) 0.59 (0.03) 1307 ≈.99
Minimum 0.36 (0.06) 0.33 (0.03) 832 .09
Range 0.23 (0.09) 0.26 (0.06) 1565 .48
Variance 0.004 (0.003) 0.004 (0.001) 1129 ≈.99

Expansion Mean 0.46 (0.01) 0.46 (0.01) 1190 ≈.99
Median 0.45 (0.01) 0.45 (0.01) 1205 ≈.99
Maximum 0.61 (0.05) 0.66 (0.06) 1792 .005 .37
Minimum 0.33 (0.03) 0.31 (0.03) 937 .48
Range 0.28 (0.07) 0.34 (0.06) 1814 .002 .38
Variance 0.005 (0.002) 0.005 (0.002) 1307 ≈.99

Multiclass Mean 0.50 (0.02) 0.50 (0.01) 1235 ≈.99
Median 0.49 (0.02) 0.49 (0.01) 1133 ≈.99
Maximum 0.62 (0.06) 0.64 (0.03) 1592 .35
Minimum 0.38 (0.04) 0.35 (0.04) 797 .04 -.31
Range 0.23 (0.08) 0.28 (0.05) 1704 .04 .31
Variance 0.004 (0.002) 0.004 (0.001) 1239 ≈.99

Temporality Mean 0.43 (0.02) 0.42 (0.01) 882 .23
Median 0.43 (0.03) 0.42 (0.01) 929 .46
Maximum 0.52 (0.06) 0.52 (0.05) 1342 ≈.99
Minimum 0.35 (0.03) 0.31 (0.03) 603 .0002 -.44
Range 0.16 (0.07) 0.20 (0.06) 1638 .16
Variance 0.003 (0.002) 0.003 (0.001) 1328 ≈.99

n = sample size, SD = standard deviation.
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3.4. Classification tasks

3.4.1. Connectives’ vs non-connectives’ features

The control classifier (RF-c) yielded 83.5% accuracy. By adding non-connectives similarity to 

the classification (RF-non-conn), accuracy resulted in 84.9%. Matched in number of features 

and amount of data, the classifier that rather included connectives-related similarity (RF-conn-

I) yielded 85% accuracy. The combination of the sliding-window measures and the 

connectives-related similarity matched in features and data (RF-conn-I) yielded the highest 

sensitivity (81.2%). The combination of the sliding-window measures and the connectives’ 

features that were significantly different between groups (RF-conn-V) yielded the highest 

specificity (93.6%) (see Table 8).

3.4.2. Performance of connectives’ features alone

Using connectives-related similarity per type of connective alone, the best classifier (RF-I) 

yielded 79.4% accuracy, 75% sensitivity and 83.8% specificity. Combining these features with 

the proportions of use per type of connective, the best classifier (SVM-II) yielded 85% 

accuracy, 83.8% sensitivity and 86.2% specificity (see Table 9).
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4. Discussion

In this study, we analyzed linguistic coherence by comparing the relative use of different types 

of connectives and connectives-related similarity between patients with SSD and control 

participants. In parallel, we assessed how much connectives’ features might improve a control-

classifier, followed by an evaluation of the usefulness of connectives’ features to achieve 

accurate results in automatically distinguishing patients with SSD from control participants.

Patients with SSD used significantly less contingency and multiclass connectives, while their 

use of the other types of connectives was not different from that of control participants. 

Although years of education differed between groups, it did not seem to affect these results. 

Regarding connectives-related similarity, patients with SSD had higher minimum similarity in 

both multiclass and temporality connectives, narrower range in both expansion and multiclass 

connectives, and lower maximum similarity in expansion connectives.

In the classification tasks comparing connectives’ features and non-connectives similarity, 

both types of measures yielded similar overall performance in distinguishing patients with SSD 

from control participants. In the second series of classification tasks, combining connectives-

related similarity per connective type with proportions of use per type of connective, the best 

classifier yielded 85% accuracy.

4.1. Proportion of connectives

We found significant differences between groups in their use of contingency connectives 

(subsuming cause, condition, and purpose connectives). This is partially in line with previous 

studies showing that connectives of cause are used relatively less by patients with SSD (Willits 

et al., 2018), but opposite results have also been found (Just et al., 2020). Aligning with previous 

research, we found no significant differences between patients with SSD and control 

participants in their use of expansion (also referred as additive connectives) and temporality 

connectives (Willits et al., 2018). Our results also showed no significant differences between 

groups in their use of comparison connectives (including concession, contrast, and similarity 

connectives). This is partially inconsistent with previous studies reporting that patients with 

SSD use less contrastive and differentiation connectives than control participants (Just et al., 

2020; Willits et al., 2018).

No previous studies have paid specific attention to polysemic connectives, as the ones 

included in our multiclass category. In our study, the proportion of use of multiclass connectives 

was significantly smaller for patients with SSD than for control participants. Polysemic words 

are processed faster than unambiguous words (Eddington and Tokowicz, 2015; Klepousniotou 
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and Baum, 2007). It is possible that this fast cognitive processing of polysemic connectives was 

different between patients with SSD and control participants in our sample, reflecting itself in 

the smaller proportion of polysemic connectives used by the patients. Yet, some variables that 

were not controlled for might have influenced our results. For instance, semantic activation of 

polysemic words is influenced by word frequency and context (Rice et al., 2019), and pragmatic 

inferences play a role in this as well (Carston, 2021). In parallel, it has been argued that 

connections between the word-forms and meaning of words in the mental lexicon are weaker 

in patients with SSD than in control participants (Kuperberg et al., 2019). Whether any of these 

factors relate to our results of the use of these polysemic connectives remains an open question.

Overall, our results suggest that speech of patients with SSD is characterized by a relative 

reduction in the use of contingency connectives (i.e., markers of cause, condition, and purpose) 

and multiclass connectives (i.e., markers that can establish more than one explicit type of 

semantic relation between clauses and/or sentences).

4.2. Connectives-related similarity

Previous research has shown that, compared to control participants, patients with SSD reach 

lower scores in semantic similarity (Elvevåg et al., 2007; Iter et al., 2018; Just et al., 2019).

There is consistency between those findings and our results showing that patients with SSD had 

lower scores in three out of the five connectives-related similarity measures that significantly 

differed between groups.

In detail, our results showed that patients with SSD had narrower range in similarity of 

expansion connectives. Expansion connectives establish additive relations with either positive 

(e.g., books and notebooks) or negative polarity (e.g., books or notebooks) (Evers-Vermeul and 

Sanders, 2009; Sanders et al., 1992). The narrower range in similarity of expansion connectives 

might indicate that there is less semantic variation in the words, clauses and sentences added 

together by patients with SSD. Patients also had a lower maximum similarity of expansion 

connectives. This might mean that, compared to control participants, patients with SSD added 

together words, clauses and/or sentences that shared less semantic features. Of notice, 

maximum similarity of expansion connectives positively correlated to years of education. The 

results of maximum similarity of expansion connectives could therefore be a reflection of 

education level, rather than a difference between patients with SSD and control participants.

Intriguingly, in our study, patients with SSD showed higher minimum similarity of 

temporality connectives. With few exceptions (Panicheva and Litvinova, 2019), this is opposite 

to the majority of previous reports showing that patients with SSD often have lower semantic 
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similarity scores than control participants (Elvevåg et al., 2007; Iter et al., 2018; Just et al., 

2019). Temporality connectives establish ordered relations between series of events (Evers-

Vermeul and Sanders, 2009; Sanders et al., 1992). Patients with SSD use temporality 

connectives as core linguistic devices to achieve coherence in narrative discourse (Saavedra, 

2010). Interestingly, cognitively well-functioning patients with SSD can achieve temporal 

coherence similar to that of control participants (Holm et al., 2016). In our sample of patients 

with SSD, their total PANSS score (see Table 2) indicates that, cognitively, they were well-

functioning (Leucht et al., 2005). Thus, our results show that patients with SSD can use 

temporality connectives as coherently as control participants during semi-structured interviews, 

suggesting that their use of temporality connectives might be related to cognitive well-

functioning.

As well, patients with SSD had narrower range and higher minimum similarity of multiclass 

connectives. The narrower range might mean that patients had less semantic variation in the 

words conforming the previous and following context of multiclass connectives. Accordingly, 

the higher minimum similarity of multiclass connectives would reflect the low-end of such 

narrower range of semantic variation.

4.3. Classification tasks

4.3.1. Connectives’ vs non-connectives’ features

Among all classifiers, connectives’ features and non-connectives cosine similarity yielded 

similar accuracies in distinguishing patients with SSD from control participants. When 

controlling for amount of data and number of predictors, general connectives-related similarity 

(RF-conn-I) seemed to increase sensitivity to classify patients with SSD. However, it is likely 

that this was due to the random sub-sampling procedure, because general connectives-related 

similarity (RF-conn-II) no longer increased sensitivity when the similarity was calculated based 

on all connectives-chunks. In contrast, the classifier using the connectives’ features that were 

significantly different between groups (RF-conn-V) yielded 6% more specificity than the 

control classifier (RF-c), suggesting that connectives’ features that were significantly different 

between groups are useful to correctly classify true negatives. Overall, our results suggest that 

connectives’ features and non-connectives similarity can reach similar results in distinguishing 

patients with SSD from control participants.
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4.3.2. Performance of connectives’ features alone

SVM-II yielded 85% accuracy, 83.8% sensitivity and 86.2% specificity. These percentages are 

within the accuracy range reported in previous studies (for reviews, see Corcoran et al., 2020; 

Corcoran and Cecchi, 2020; Hitczenko et al., 2020). Accuracy of 85% had been previously 

obtained by our group using a full sliding-window general-semantic-similarity classifier 

(Voppel et al., 2021). SVM-II included connectives’ features alone, and it was trained based on 

less speech input (i.e., only connectives and their surrounding words). This suggests that 

connectives and their surrounding words are linguistic loci that might concentrate important

patterns to detect atypical coherence related to SSD.

4.4. Limitations and future directions

We acknowledge our study has limitations. Our proportion-of-connectives’ results could not be 

straightforwardly compared to previous findings due to differences in the control group (healthy 

participants in our study and HIV+ in Willits et al., 2018) and in the analysis technique that was 

employed (mixed-effects logistic regression models in our study and principal component 

analysis in Mackinley et al., 2021). Also, the number of categories of connectives varied across 

studies (ranging from two to five), as well as the number of connectives per category and the 

number of types of connectives inside each main category. Similarly, there were inconsistencies 

in annotation schemes for connectives. For instance, in contrast to previous studies (Just et al., 

2020; Mackinley et al., 2021; Willits et al., 2018), the annotation scheme that we used 

(Bourgonje et al., 2018; Stede et al., 2019) did not include a separate category for logical 

connectives, following the line of reasoning that there are no logical connectives, but rather 

abstract logical operators that then can have linguistic correlates in different types of 

connectives (Sanders et al., 1992). Furthermore, fillers and repetitions were not removed from 

the transcripts used for our analyses, even though they are known to influence cosine similarity 

calculations (Iter et al., 2018).

In replicating or expanding our results, future studies on the use of connectives in speech of 

patients with SSD should take into account a series of methodological challenges. The first is a 

consistent use of connectives categories across studies, which would aid knowledge 

accumulation. Secondly, our theory-based decision of using a seven-words window alone for 

our analyses decreased the Type I error rate of our findings. However, it remains to be 

determined whether this is the most appropriate window for the assessment of cosine similarity 

between connectives and their surrounding words. This was beyond the scope of the current 

study, but future research may specifically address the role of window size by directly 
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comparing a range of different window sizes. In relation to this, it would be necessary to analyze 

what procedure to calculate the connectives-related similarity is the most reliable, valid and 

theoretically sounded. More recent computational semantic representations could be used to 

obtain the word embeddings for analyses, such as Bidirectional Encoder Representations from 

Transformers (BERT) (Devlin et al., 2019), possibly in combination with time-series analyses 

of semantic coherence (Xu et al., 2022). Also, mixed designs (e.g., Holm et al., 2016; Saavedra, 

2010) might provide valuable details overlooked by quantitative approaches alone, increasing 

our comprehension of how thematic continuity and syntactic connectivity (in)dependently build 

up (in)coherence in patients with SSD.

Additionally, we need to understand how the use of connectives might be influenced by 

speech elicitation techniques and cognitive factors. For instance, speech elicitation techniques 

(e.g., re-telling a story or reading a text out loud) have been shown to influence linguistic 

outcomes (Kapantzoglou et al., 2017; Niebuhr and Michaud, 2015), and some types of 

connectives are more cognitively demanding to use than others (Evers-Vermeul and Sanders, 

2009; Zufferey and Gygax, 2020). For these reasons, in future studies it would be informative 

to assess whether the use of connectives differs among speech elicitation techniques, and 

whether this might also depend on the varying cognitive demands of different connectives. This 

emphasizes the importance of exploring possible relations between patterns of connectives’ use 

and cognitive outcomes in patients with SSD.

Also, future research should examine the generalizability of our findings on the use of 

connectives to other languages and across generations of speakers. There is evidence that 

patterns of word use are consistent across different linguistic families (Calude and Pagel, 2011).

However, word order related to grammatical connectivity varies across languages (Lehmann, 

2011), and word order changes throughout the history of languages (Gell-Mann and Ruhlen, 

2011; Maurits and Griffiths, 2014). For instance, these days Subject-Object-Verb (SOV) is the 

canonical word order of a subordinated sentence introduced by a connective in Dutch (Jordens, 

1988; Koster, 1975), while English has a fixed SVO structure (Comrie, 1981) and Spanish can 

have either of these (López Meirama, 2006). These syntactic structures might be different for 

future generations of Dutch, English or Spanish speakers. Thus, both cross-linguistic and 

historical-grammar factors await an exploration to further our understanding of the use of 

connectives as signifying patterns of speech (dis)organization in patients with SSD.
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5. Conclusions

Connectives’ features are informative and explainable variables that can be used to reliably 

assess disorganized speech in patients with SSD. The combination of this method with other 

linguistic components is a promising venue to further improve accuracy in categorizing 

individuals with SDD and control participants. Such fine-tuned automatic analyses of speech 

samples will help to reach the ultimate aim of advancing clinical practice.
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Supplementary materials

List of connectives in Dutch

The original full list has 208 connectives (http://connective-

lex.info/#{%22s%22:[%22discodict%22]}). After excluding one duplicated connective (i.e., 

“teneinde”), the list was reduced to 207, as reported in Bourgonje et al. (2018). Other 

connectives were also excluded: four complex connectives that allow interposition of lexical 

elements (e.g., “in de {n} plaats”), and fifteen connectives whose broad category was not clearly 

labeled in the web source. This resulted in this list of 188 connectives, which were used for our 

analyses.
Type of connective

Comparison Contingency Expansion Multiclass Temporality

1. Aan de ene kant ... aan 

de andere kant

2. Al

3. Alhoewel

4. Alsof

5. Daarentegen

6. Daartegenover staat 

dat

7. Desalniettemin

8. Desondanks

9. Doch

10. Echter

11. Enerzijds ... 

anderzijds

12. Evenals

13. Eveneens

14. Evenmin

15. Evenwel

16. Evenzeer

17. Evenzo

18. Hierentegen

19. Hoewel

20. Hoezeer

21. In tegenstelling tot

22. Integendeel

23. Maar

24. Net zomin

25. Niettegenstaande

26. Niettemin

27. Nochtans

28. Ofschoon

29. Ondanks

30. Ondanks dat

31. Ongeacht

32. Ongeacht of

38. Aangezien

39. Als gevolg hiervan

40. Als gevolg van

41. Bijgevolg

42. Daar

43. Daardoor

44. Daarmee

45. Daarom

46. Daartoe

47. Dankzij

48. Derhalve

49. Dienovereenkomstig

50. Dientengevolge

51. Door

52. Doordat

53. Dus

54. Gelet op

55. Gezien

56. Hiertoe

57. Immers

58. In het kader van

59. In verband met

60. Krachtens

61. Met als gevolg dat

62. Naar aanleiding 

daarvan

63. Naar aanleiding van

64. Omdat

65. Omwille van

66. Op basis van

67. Op die manier

68. Op grond daarvan

69. Op grond van

70. Opdat

71. Overeenkomstig

86. Afgezien van

87. Alleen

88. Alsmede

89. Alsook

90. Althans

91. Anders gezegd

92. Behalve

93. Behalve dat

94. Bijvoorbeeld

95. Bovendien

96. Buiten

97. Buiten dat

98. Daarbij

99. Daarbovenop

100. Daarbuiten

101. Daarenboven

102. Daarnaast

103. Dat wil zeggen

104. Eerst

105. En

106. Hetzij

107. In plaats daarvan

108. In plaats van

109. Kort gezegd

110. Kortom

111. Met andere woorden

112. Naast

113. Naast dat

114. Noch

115. Of

116. Oftewel

117. Ofwel ... of(wel)

118. Onder andere

119. Onder meer

120. Samenvattend

130. Aanvankelijk

131. Als

132. Dan

133. Dan ook

134. Hierdoor

135. Hiervoor

136. Laat staan

137. Laat staan dat

138. Los daarvan

139. Naarmate

140. Namelijk

141. Om

142. Om te beginnen

143. Ook

144. Ook al

145. Tegelijk

146. Tegelijkertijd

147. Tenslotte

148. Terwijl

149. Tot slot

150. Vervolgens

151. Waarmee

152. Zoals

153. Aansluitend

154. Achteraf

155. Allereerst

156. Alvorens

157. Daarna

158. Daarop

159. Daarvoor

160. Eer

161. Eerder

162. Ervoor

163. Hierop

164. Later

165. Naargelang

166. Nadat

167. Naderhand

168. Nadien

169. Ondertussen

170. Sedert

171. Sedertdien

172. Sinds

173. Sindsdien

174. Straks

175. Tijdens

176. Toen

177. Totdat

178. Vanaf

179. Vanaf dat

180. Voor

181. Vooraf

182. Vooraleer

183. Voordat

184. Waarna

185. Waarop

186. Wanneer

187. Zodra
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33. Toch

34. Wel

35. Weliswaar … maar

36. Zonder

37. Zonder dat

72. Per slot van rekening

73. Ten behoeve van

74. Ten gevolge van

75. Teneinde

76. Vandaar

77. Vandaar dat

78. Vanwege

79. Vastgesteld dat

80. Waardoor

81. Waarom

82. Want

83. Wegens

84. Zodat

85. Zodoende

121. Sterker nog

122. Te weten

123. Tevens

124. Uitgezonderd

125. Verder

126. Voorts

127. Zij het

128. Zo

129. Zowel … als

188. Zolang

Additional analyses on connectives-related similarity

One patient with SSD had a missing value in variance of contingency connectives, and a 

different patient had a missing value in variance of temporality connectives. Multivariate 

analysis of variance with the exclusion of these two participants (i.e., based on 48 patients with 

SSD and 50 control participants) again showed significant differences between groups in 

connectives-related similarity, F (10.4, 1002.5) = 4.99, p < .001. Results from these additional 

post-hoc analyses (see Table S1 below) largely corresponded with the results of the analyses 

on the sample at large (see Table 7). Two effects that were significant in the sample at large 

now failed to reach significance, namely minimum and range of multiclass connectives (both 

adj-p = .04 in the larger sample, and adj-p = .10 in this subsample). However, given the fact 

that the means and SDs did not change (minimum) or only marginally changed (range), this is 

likely the result of diminished power in the subsample. Importantly, the results of the analyses 

on the variables for which the excluded participants had missing values did not change (i.e., 

variance of contingency and temporality connectives). Independent non-parametric two-tailed 

Spearman bivariate correlations showed no significant correlations between the three 

significant variables and years of education (all rho(ρ) < |0.24|, all adj-p > .05).
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Table S1. Differences in connectives-related similarity between groups, excluding the two patients whose cosine 
similarities had missing values.

Type of 
connective

Coherence 
measure

Patients
(n=48),

average (SD)

Controls
(n=50),

average (SD)

Statistic r effect 
sizeW Adj. p-value

Comparison Mean 0.51 (0.01) 0.50 (0.01) 808 .12
Median 0.51 (0.01) 0.51 (0.01) 846 .25
Maximum 0.63 (0.04) 0.63 (0.04) 1250 ≈.99
Minimum 0.38 (0.04) 0.37 (0.02) 952 ≈.99
Range 0.24 (0.05) 0.25 (0.05) 1344 ≈.99
Variance 0.003 (0.001) 0.003 (0.001) 934 .88

Contingency Mean 0.48 (0.02) 0.47 (0.01) 777 .06
Median 0.49 (0.02) 0.48 (0.01) 764 .05
Maximum 0.59 (0.05) 0.59 (0.03) 1230 ≈.99
Minimum 0.36 (0.06) 0.33 (0.03) 821 .15
Range 0.23 (0.09) 0.26 (0.06) 1466 .88
Variance 0.005 (0.003) 0.004 (0.001) 1030 ≈.99

Expansion Mean 0.46 (0.01) 0.46 (0.01) 1178 ≈.99
Median 0.45 (0.01) 0.45 (0.01) 1184 ≈.99
Maximum 0.61 (0.05) 0.66 (0.06) 1755 .002 .39
Minimum 0.33 (0.03) 0.31 (0.03) 927 .84
Range 0.28 (0.07) 0.34 (0.06) 1760 .002 .40
Variance 0.005 (0.002) 0.005 (0.002) 1293 ≈.99

Multiclass Mean 0.50 (0.02) 0.50 (0.01) 1179 ≈.99
Median 0.49 (0.02) 0.49 (0.01) 1089 ≈.99
Maximum 0.62 (0.06) 0.64 (0.03) 1492 .66
Minimum 0.38 (0.04) 0.35 (0.04) 796 .10
Range 0.24 (0.08) 0.28 (0.05) 1604 .10
Variance 0.004 (0.002) 0.004 (0.001) 1139 ≈.99

Temporality Mean 0.43 (0.02) 0.42 (0.01) 874 .39
Median 0.43 (0.02) 0.42 (0.01) 906 .66
Maximum 0.52 (0.06) 0.52 (0.05) 1271 ≈.99
Minimum 0.34 (0.03) 0.31 (0.03) 597 .0005 -.43
Range 0.17 (0.06) 0.20 (0.06) 1543 .29
Variance 0.003 (0.002) 0.003 (0.001) 1253 ≈.99

n = sample size, SD = standard deviation.
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CHAPTER 5
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and other psychiatric disorders: emerging themes 
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Introduction

A multidisciplinary workshop entitled “Crosslinguistic speech patterns: biosocial markers of 

psychiatric disorders” was held with the support of a Distinguished Lorentz Fellowship granted 

to Iris Sommer, in conjunction with the DISCOURSE in Psychosis Consortium (October 31st-

November 4th 2022, Leiden University, the Netherlands). We (the attendees) included clinical 

practitioners and experts in diverse scientific disciplines, such as artificial intelligence (AI), 

clinical psychology, cognitive neurosciences, computational sciences, ethics, law, linguistics, 

psychiatry, and technology industry. A main aim of the workshop was to deliberate on potential 

challenges with respect to the discovery, characterization, validation, and potential utilization 

of natural language processing (NLP) markers for psychosis and other psychiatric disorders 

using computational technologies, with the ultimate goal of implementing them ethically in 

clinical settings. Related to this, we discussed who the main stakeholders key to this enterprise 

are, including individuals with lived experience, their families, the clinicians who serve them, 

research scientists with diverse areas of expertise, and ethicists. Ethical issues were discussed 

in detail, emphasizing their relationship to regulatory concerns that may differ by country and 

by stakeholder status.

NLP markers for psychiatric disorders

Definition and potential roles

Aligning with a broad characterization of markers in digital medicine (Vasudevan et al., 2022),

we agreed that an NLP marker is a digitally acquired, computationally derived, quantifiable 

measure or set of measures of human language production reflecting the state of biological, 

neurocognitive, and social processes that contribute to it. While acknowledging the breadth of 

oral and sign language-related processes (i.e., production and comprehension of 

spoken/sign/written language), we mostly focused on speech production for a few key reasons. 

In psychiatric practice, spoken language is considered to be indicative of mental states, which 

are reflected in its meaning (i.e., semantic content), form (i.e., grammar), and acoustic features. 

Metrics of spoken language can easily be derived from audio recordings obtained during routine 

clinical practice in psychiatry, as well as in naturalistic, ecologically valid contexts (e.g., at 

home). While many developing markers are obtained using NLP techniques (e.g., cosine 

semantic similarity metrics), markers derived using other computational approaches focused on 

human communication processes (e.g., acoustics of speech signal and non-verbal behaviors 

such as facial expression) are also included in the broad definition of NLP markers.

104

Chapter 5

171747 Corona Hernandez BNW.indd   104171747 Corona Hernandez BNW.indd   104 04-01-2024   08:0604-01-2024   08:06



We recognized that NLP markers might have a descriptive role useful for screening, 

stratification in trials, and as a marker of outcome (e.g., prediction of relapse). In parallel, NLP 

markers might also have a mechanistic role, making them indicative of underlying pathological 

mechanisms at cellular, physiological and/or circuit-based levels, which could lead to target 

engagement for the development of new therapeutics, and plausibly improve prediction 

accuracy, stratification and monitoring of treatment response.

NLP markers for clinical actions

A set of potential clinical actions and goals were nominated for the use of NLP markers in 

psychiatry (see Table 1), based on discussions of examples and existing avenues of research. 

These comprise mostly descriptive NLP markers that as yet are limited in accuracy, carrying 

the risk of both false positives and false negatives. It was agreed that much work needs to be 

done before any of these use cases could be implemented in the clinic, and that ethical issues, 

commensurate with other fields of neurotechnology that prioritize people’s neurorights 

(Goering et al., 2021; Yuste et al., 2017), are paramount in developing NLP markers for 

psychiatric disorders.

The group agreed that the field as yet lacks comprehensive large-scale “candidate-selection” 

studies for several clinical decisions (e.g., treatment response monitoring and prediction of 

aggression/violence). We reviewed the promising proof-of-concept studies that support the 

construct validity of candidate NLP markers that correlate with standard clinical ratings (e.g., 

associations between cosine similarity metrics and tangentiality (Bilgrami et al., 2022) in 

individuals at clinical risk for psychosis) and that are predictive of some outcomes of interest, 

such as transition to psychosis from risk states (Corcoran et al., 2018). Robust external 

replications (Corcoran et al., 2018), prospective validations, cross-linguistic comparisons, and 

reliability estimates on assay performance are also needed, and clinical trials on integrating 

NLP markers with routine practice are yet to begin.

The measurement and evaluation of NLP markers for specific clinical actions (Holmlund et 

al., 2022) can be guided by a principled approach with three steps (Foltz et al., 2022). First, 

current clinical knowledge, prior research results, and data-driven approaches should guide the 

selection of promising features to validate NLP markers for specific clinical actions. Second, 

optimal procedures for measuring those features should be defined. Third, arguments both in 

favor and against making changes in current clinical practice related to the employment of NLP 

markers should be thoroughly examined, addressing issues of validity, reliability, utility, 

acceptability, and costs.
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Understanding the constraints of NLP markers on generalization (e.g., heterogeneity and 

inherent volunteer bias in training data) is crucial, requiring debiasing strategies during 

acquisition, training and validation stages and safeguards during implementation. There was 

general agreement on the need to collect large diverse samples to determine how NLP markers 

generalize over populations varying in age, sex, ethnicity, and education, for instance. 

Constraints on implementation of NLP markers must be considered right from the start in 

developing predictive models for clinical use. Data-sharing obstacles should be tackled 

(Palaniyappan et al., 2022) so that interested parties can collaborate inter-institutionally 

(Kairouz et al., 2021) to advance the field.
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NLP markers and mechanistic research

Significant progress has been made in understanding the neural basis of language processing 

(Hagoort & Beckmann, 2019) and its interaction with neurocognitive processes such as 

attention (Goller et al., 2020) or memory (Shain et al., 2022). Spoken language conveys 

information about impairments in thought and cognition in psychiatric disorders (de Boer et al., 

2020). Thus, the mechanisms that underlie NLP markers might be in close proximity to the 

etiology of psychosis and other psychiatric disorders (Uher & Zwicker, 2017). To test this, there 

is a need for carefully designed hypothesis-driven experiments in clinical samples. By 

developing causal-mechanistic explanations for promising NLP markers (R. Fusaroli et al., 
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2022; Parola et al., 2020) (i.e., delineating the neural mechanisms that account for their 

characteristics), in the near future NLP markers could be used as proxy outcomes reflecting 

whether clinical interventions exert an effect on the underlying mechanisms of a given disorder.

Attendees highlighted that language production is the result of genetic (Mekki et al., 2022)

and developmental (Rudolph & Leonard, 2016) processes. Further, while an individual’s 

anatomical (Dediu et al., 2019) and cognitive (Shafto & Tyler, 2014) characteristics constrain 

its features, language production is influenced by pharmacological (M. Fusaroli et al., 2022),

contextual (Nölle et al., 2020), and socio-demographic (Palaniyappan, 2021) factors. Therefore, 

we considered that, with respect to mechanistic investigations of candidate NLP markers, we 

must improve the consistency of how we acquire, preprocess, and analyze speech data, how we 

parse effect(s) of potential confounders on the characteristics of candidate NLP markers, and 

how we interpret candidate NLP markers to ensure robust replications. We acknowledged that 

candidate NLP markers could map onto multilevel biosocial causal frameworks, and group-

aggregated results of NLP markers might be used as priors to inform any personalized care 

(Barron et al., 2021). Rigorous and large-scale clinical studies evaluating predictive models 

alongside experimental mechanistic studies should allow us to identify explainable candidate 

NLP markers.

Imagining a clinical decision support system incorporating NLP markers

Discussions of a putative clinical decision support system (CDSS) incorporating NLP markers 

highlighted that candidate markers must be validated with “ground truth” clinical rating scales, 

and evidence that they have real-life functional correlates should be provided. We also agreed

that NLP markers must be integrated with other sources of clinical information (Barron et al., 

2021), and that training related to their acquisition and interpretation should have minimal 

burden on clinicians. Further, along with accessibility to and acceptance of candidate markers 

by clinicians and patients (Brederoo et al., 2021), any CDSS incorporating NLP markers should 

achieve expected standards of transparency, trust, and efficient and safe functioning (Sutton et 

al., 2020) for regulatory approvals before widespread clinical use (Koutsouleris et al., 2022). In 

the absence of a formal CDSS, clinical settings can implement NLP markers in pilot testing 

using human-in-the-loop iterative methodologies (Chandler et al., 2022) to begin to flesh out 

these issues.
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Ethical challenges

We anticipate the implementation of any CDSS incorporating NLP markers to face a series of 

ethical challenges (many of which have been debated for decades). Spoken language reflects 

psychological states and is considered to be personal data, raising nuanced concerns about data 

protection and privacy legislation (United Nations Conference on Trade and Development, 

2021). The use of audio and video recordings require us to adhere to a set of ethical principles 

to “preserve people’s privacy, identity, agency and equality” (Yuste et al., 2017). Likewise, 

(inter)national AI-laws (Hauglid, 2022) should regulate the process of scaling up any putative 

CDSS incorporating NLP markers for routine use. Moreover, broader concerns over AI 

explainability, clinical reasoning, and patients’ autonomy also persist (Keeling & Nyrup, 2021).

Specifically, unease about misuse (e.g., discrimination) or potential harms (e.g., missing a 

relapse event) arising from mistakes in utilizing NLP markers is widespread. In this context, 

NLP markers must also be first validated and assessed for accuracy, reliability, acceptability, 

scalability, utility and cost before any consideration can be made for making them an integral 

part of clinical care. All these ethical issues must be addressed in an explicit and transparent 

manner. Importantly, previous efforts have suggested that these challenges are surmountable 

(e.g., the European MONARCA project (Puiatti et al., 2011)), but call for an interdisciplinary 

action plan.

Conclusions and future directions

Psychiatric practice is deeply rooted in human language and the communicative interchanges it 

allows. With unprecedented developments in digital health technology and NLP, we are now at 

the cusp of systematically building on language-related data to derive clinical benefits. Our 

consortium will work to build an alliance of lived-experience experts, clinicians, and caregivers 

in further collaborative work. Constructing benchmark transdiagnostic datasets requires 

sustained global multicenter collaborations. Researchers in the language sciences could inform 

the development of cross-linguistic NLP markers that incorporate phenomena of linguistic 

variation, thus increasing generalizability and avoiding the bias of underrepresenting certain 

languages or communities of speakers. Empirical cognitive neuroscience and psycholinguistic 

studies investigating the mechanistic basis of NLP markers can enhance their use in 

experimental medicine and treatment discoveries. The results could inspire novel linguistic 

remediations and speech and language therapy approach in psychiatry. A partnership of 

computational and data scientists with end-users (i.e., clinicians and patients) will enable the 

implementation of informed modelling pipelines fitting the needs of clinical use. Along with 
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stakeholders in the health technology industry, we will work to improve the accessibility to and 

acceptability of acquisition and analytics procedures. The success of a safe and responsible use 

of any CDSS incorporating NLP markers requires support and guidance from ethicists, policy 

and legal experts, and regulatory bodies. With a commitment to act on these points, a diverse, 

inclusive, interdisciplinary and global collective for mental-health NLP markers can create the 

conditions to optimize health care with readily accessible and widely acceptable technology.
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In this thesis, transcripts of auditory verbal hallucinations (AVHs) and speech were analyzed 

by means of natural language processing (NLP) techniques and artificial intelligence (AI) 

algorithms. The overarching aim was to assess the usefulness of linguistic features and 

computationally-derived measures in reliably, validly, and semi-automatically performing 

psychiatric clinical-like tasks, i.e., computational procedures mimicking clinicians’ medical 

work (e.g., distinguishing speech from individuals with SSD from that of controls). More 

broadly, the potential descriptive and mechanistic roles of NLP-based markers in studying and 

providing care to patients with psychosis and/or other psychiatric disorders were outlined too. 

It was also emphasized that both long-ago recognized and new, emerging multidimensional 

challenges must be faced and overcome before implementing NLP-based markers in clinical 

decision support systems (CDSS) for routine clinical practice in psychiatry (e.g., helping with 

early detection of warning signs and/or differential diagnosis, selecting optimal treatment, 

and/or predicting relapse after remission).

Summary of main findings

In chapter 2, the main aim was to explore whether putative linguistic subtypes of AVHs could 

be identified by means of a cluster analysis (i.e., a computationally unsupervised learning 

technique) when applied to transcripts of AVHs without a priori grouping of the AVHs. The

main finding of this study was the identification of two data-driven linguistic subtypes of AVHs 

in Dutch: compact-AVHs and expanded-AVHs. Compared to expanded-AVHs, compact-

AVHs had fewer determiners and prepositions, and were shorter too, having a rounded averaged 

length of 5 words. Phenomenologically, compact-AVHs were characterized by a larger amount 

of negative content and a higher degree of negativity. Of note, compact-AVHs were mainly 

experienced by clinical voice-hearers. It was noted that the linguistic characteristics of these 

two data-driven subtypes of AVHs showed both consistencies and inconsistencies with 

previous findings in which an a priori group dichotomization of the AVHs was done. Further, 

it was discussed that distinct neurocognitive mechanisms might underlie these linguistic 

subtypes of AVHs, and that choosing a psychological treatment for AVHs might be informed 

by this linguistic subtyping procedure.

Chapter 3 showed how sentiment analysis, i.e., a computational technique allowing to 

automatically label and score words on negative, neutral, and/or positive valence, can address 

the problem of reliably quantifying the negative content of voices. This chapter further explored 

whether the averaged general valence (i.e., the “mean objective sentiment”) of the voices related 

to the perceived (i.e., phenomenological) negativity of the voices. The results showed that, 
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proportionally, clinical voice-hearers heard more negative-valence voices, and that this 

linguistic negative-valence of the voices associates with the perceived negativity, the amount 

of distress and the disruption of life related to the voices. Importantly, it was stressed that, while 

current psychological treatments for voices with negative content often focus on changing the 

beliefs about the voices, these treatments should also intend to modify and/or handle the 

negative content itself.

In chapter 4, an exploratory study tested whether explicit linguistic markers (i.e., 

connectives) that establish different relations of coherence in discourse (e.g., a comparison 

between entities or a temporal sequence of events) can be the operational anchor of the 

assessment of disorganized speech (DS) in patients with schizophrenia-spectrum disorders 

(SSD). It was found that, in proportion, connectives with a contingent meaning (e.g., “because”) 

and those with polysemic meaning (e.g., “as”) were less used by patients with SSD than by 

control participants. Also, results showed that, compared to control participants, patients with 

SSD had instances of both higher and lower coherent use of three different connective types. A 

full set of 35 connectives-related features was further shown to lead a support vector machine 

learning algorithm to achieve a cross-validated accuracy of 85% in distinguishing between 

groups.

Chapter 5 broadened the overview of what type of NLP-based digital markers for psychosis 

and other psychiatric disorders are currently under scientific and clinical scrutiny, highlighting 

that those markers could mainly fulfill descriptive (e.g., a mark for stratification in trials) and/or 

mechanistic (e.g., a mark indicating a disruption in neurocognitive mechanisms) roles. Further, 

this chapter outlined ten clinical actions that these NLP-based digital markers can be used for, 

while acknowledging a series of open questions for each of them. As a core message, this 

chapter stressed that ethical issues permeate deeply into multifaceted challenges that currently 

prevent any NLP-based digital marker to be implemented in CDSS for actual delivery of care. 

Yet, it also remarked that, through long-lasting and strictly-regulated international 

multidisciplinary collaboration, it will be possible to attain enough valid and reliable scientific 

knowledge, societal, legal, and clinical trust, and acceptable and accessible technology to start 

incorporating NLP-based digital markers in routine clinical psychiatric care.

Interpretation of main findings

Even if decades ago studies on voices/AVHs and psychiatric disorders already used linguistic 

labels while exemplifying (e.g., Campbell, 1930) or characterizing the voices (e.g., Mott et al., 

1965), theory-based linguistic approaches date from less than 30 years ago (de Boer et al., 2016; 
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Hoffman et al., 1994; Leudar et al., 1997; Tovar et al., 2019). Even more, NLP-based 

approaches applied on actual transcripts of what the voices say to the voice-hearers started to 

emerged just recently (e.g., Turkington et al., 2019), and they remain scarce.

Subtyping voices/AVHs uniquely by their linguistic characteristics (chapter 2) and 

analyzing their negative-valence content by means of computational sentiment analysis 

(chapter 3) present themselves then as still-unconventional but promising approaches in the 

study of voices/AVHs. For the studies described in chapters 2 and 3, it was assumed that the 

hallucinated “voice-speech”, i.e., the speech-like words, phrases, sentences and/or dialogues 

that were heard by the voice-hearers, presumably instantiated linguistic characteristics 

resembling those of actual human speech. Thus, by implementing linguistic theory, AI 

algorithms, and NLP techniques for preprocessing, quantification, analysis, and interpretation 

of the voices/AVHs data, the findings offered in this thesis extend our understanding about the 

linguistic variation of the voices/AVHs (chapter 2) and the distribution of their affect-related 

negative content (chapter 3) among clinical and non-clinical voice-hearers.

The need for questioning whether different neurocognitive models of voices/AVHs might 

account for these linguistic subtypes of voices/AVHs and for the negative-valence content that 

those voices might contain can be seen as an original contribution of this thesis. Several of these 

models exist (Brown & Kuperberg, 2015; Frith & Done, 1988; Grandchamp et al., 2019; Jones 

& Fernyhough, 2007; McGuire et al., 1995; Rollins et al., 2019; Sommer & Diederen, 2009; 

Waters et al., 2006). Yet, none of them offers a unifying framework that outlines the necessary 

and sufficient components and processes to parallelly posit hypotheses about how different 

subtypes of linguistic voices/AVHs can originate, and how it might be that negative-valence 

content can vary in presence across each linguistic subtype of voices/AVHs. For instance, the 

hierarchical-generative model (Brown & Kuperberg, 2015) and recent versions of inner-speech 

and self-monitoring models (Grandchamp et al., 2019; Jones & Fernyhough, 2007) offer 

detailed descriptions of the involvement of language-related processes in the generation of 

voices/AVHs. Hypotheses could be made about the generation of either compact-AVHs or 

expanded-AVHs based on those descriptions. Yet, none of these “language-focused” models 

addresses how negative-valence content might become part of the voices/AVHs. As another 

example, the non-dominant hemisphere model (Sommer & Diederen, 2009) posits that the right 

homologue of Broca’s area might be responsible for the negative-valence content often found 

in relatively short-length voices/AVHs (Sommer & Diederen, 2009). However, this model 

leaves unexamined how it might be that different subtypes of voices/AVHs can originate, and 
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how it might be that negative-valence content is found across linguistic subtypes of 

voices/AVHs.

Beyond research settings, subtyping voices/AVHs based on linguistic features, quantifying 

their negative-valence content, and elaborating neurocognitive mechanistic models to test their 

origin and characteristics gain further relevance in light of the possibility of using this 

knowledge to alleviate suffering linked to voice-hearing (Cancel et al., 2018; McCarthy-Jones 

et al., 2014). For instance, even though they might be effective, pharmacological interventions 

for voices/AVHs are often discontinued by patients due to common aversive effects resulting 

from antipsychotic medication use (Horowitz et al., 2022). Likewise, brain-stimulation 

treatments have been shown to be non-efficient to treat medication-resistant voices/AVHs 

(Guttesen et al., 2021). Since subtyping voices/AVHs based on linguistic characteristics has not 

been systematically done in previous research on treatments for voices/AVHs, it might be 

speculated that the presence of different linguistic subtypes of voices/AVHs built part of the

heterogeneity in the intervention-groups. This in turn might have played a confounding role in 

those studies, partly accounting for the found inefficiency of the pharmacological or brain-

stimulation interventions for the voices/AVHs.

Considering the plurality of brain regions involved in the origin of voices/AVHs across 

disorders (Rollins et al., 2019), it might be that different underlying mechanisms correspond to 

different linguistic subtypes of voices/AVHs. Thus, by successfully identifying the linguistic 

subtype(s) of voices/AVHs affecting a voice-hearer, pharmacological, psychological, and/or 

brain-stimulation interventions might become more effective, assuming those linguistic 

subtypes of voices/AVHs would respond better to interventions targeting those mechanisms. 

Furthermore, in the case of voices/AVHs that are even resistant to those treatments or for those 

voice-hearers who prefer to benefit from psychological interventions only, management of the 

negative-valence content would be then required (see hypothetical examples offered in chapter 

2 and 3).

Overall, the points made so far about the NLP-based approach towards voices/AVHs can 

be interpreted under the view that NLP digital markers’ roles can be either descriptive or 

mechanistic, as argued in chapter 5. For instance, the idea of subtyping the voices/AVHs of a 

given individual for the purpose of determining their group in a research study on treatment 

response would instantiate a descriptive role. In contrast, in actual clinical practice, taking a 

given linguistic subtype of voices/AVHs as a mark of a (set of) disruption(s) in specific 

underlying mechanisms that can be targeted by means of a given treatment would represent a 

mechanistic role. It is relevant to insist, however, that either with a descriptive or a mechanistic 
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role, NLP digital markers can be used for other clinical actions too (see chapter 5), and the 

study presented in chapter 4 shows in fact how in a diagnosis-like binary classification task an 

NLP connectives-related semantic marker could be used to assess DS in patients with SSD.

In chapter 4, it was shown that, both in their proportion of use and in their contextual 

utilization, some types of connectives (e.g., polysemic connectives) are particularly susceptible 

to reflect patterns that associate with SSD. Thus, in a fictitious scenario, a patient could receive 

a diagnosis of SSD relying on evidence that the proportion and incoherent use of certain 

connectives (i.e., behavior) reflects altered language processes (cognition) as a result of an SSD 

(i.e., biology). A contentious thought is that, for the medical decision taken in this fictitious 

scenario, attaining linguistic explainability would then be more crucial than addressing 

mathematical or computational accounts of the algorithm, considering that current psychiatric 

diagnostic classifications heavily rely on behavioral, cognitive, and biological constructs 

(Owen, 2014). Explainability remains an advocated and warranted characteristic of AI in 

medicine (Reddy, 2022), even though it has been argued that there is “a false hope for 

explainable AI” (Ghassemi et al., 2021). To a small but an illustrative extent, it can be argued 

that the findings presented in chapter 4 highlight that linguistic explainability might become a 

cornerstone of digital markers for psychiatric disorders, leading clinicians to hold positive 

attitudes towards the possible future use of these AI-based technologies in actual care-delivery 

settings (Doraiswamy et al., 2020; Terra et al., 2023; Young et al., 2021).

Methodological considerations

In the empirical studies presented in chapters 2-4, the samples of the targeted populations were 

clearly specified and chosen to address the aim(s) of each study, and, to the largest possible 

extent, sociodemographic and clinical factors that are known to influence the outcomes that 

were of interest were controlled for. The instruments, procedures, and statistical, NLP, and AI 

techniques used to carry out the analyses were chosen both largely on the ground of previous 

research and according to the needs of the innovative approach taken to carry out each study. 

When necessary, supplementary analyses were carried out as well to test the consistency and/or 

interpretability of the results. The experts-based article presented in chapter 5 was written as a 

report of a multidisciplinary workshop that took place largely following a nominal group 

technique (i.e., a consensus development method). Thus, overall, the studies presented in 

chapters 2-5 followed rigorous methodological standards.

Yet, a series of methodological considerations constrain the extent of the reliability, 

validity, and generalizability of the results presented in chapters 2-4. One limitation is that, in 
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these three studies, the sample sizes were relatively small (N = 40 in chapters 2 and 3

independently, and N = 100 in chapter 4). It is widely known that a small sample size can make 

the replicability of studies’ results harder to achieve, and it increases the chance of obtaining 

false negative results too (Althubaiti, 2023). Evidently, this might have affected the studies in 

chapters 2 and 3 to a larger extent, although the findings of chapter 4 are not exempted from 

these possibilities.

A second limitation relates to the elicitation methods. As acknowledge in chapters 2 and 

3, either because of emotional (e.g., shame), cognitive (e.g., verbal repetition skills) or 

situational factors (e.g., distractors), the shadow procedure used to obtain the verbatim 

repetitions of the voices/AVHs might not have allowed to precisely reflect what the voice-

hearers experienced as voices/AVHs. Similarly, considering that speech task might change the 

outcomes related to DS (Parola et al., 2022), it might be that the elicitation technique used to 

collect the speech samples for the study presented in chapter 4 (i.e., open-ended questions) was 

not the best suited to assess DS based on connectives-related features. For instance, rather than 

open-ended questions, a task could have been developed to lead participants to give a verbal 

response with a type of discourse (e.g., explanations vs narrations) along with specific 

grammatical complexity (e.g., syntactic coordination vs syntactic subordination), allowing to 

refine the analysis and understanding of how these factors influence the (in)coherent use of 

connectives. 

A third limitation is that antipsychotic medication might have an impact on speech 

characteristics (de Boer et al., 2020; Sinha et al., 2015). Thus, for all the patients who 

participated in these studies, either their verbatim repetitions of the voices/AVHs or their speech 

produced during the PRAAT interview could have been further influenced by the antipsychotic 

medication they were taking. Specifically, whether the shadowing procedure is equally reliable 

between periods with or without antipsychotic medication to obtain verbatim repetitions of 

voices/AVHs is unknown, and a similar question can be asked for the use of open-ended 

questions to elicit speech samples.

The set of features used for each independent analysis carried out in chapters 2-4 places 

constraints on the findings reported there too. Even if for actual speech the set and number of 

features needed to account for linguistic variation has been extensively studied based on a 

multidimensional approach (Biber, 1995, 2012; Biber & Conrad, 2009), the same cannot be 

said for voices/AVHs. Thus, even if the set and number of linguistic features used for the 

analyses presented in chapters 2 and 3 were determined relying on previous research, our 

results can only represent an exploration of what linguistic variation of voices/AVHs might be. 
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Likewise, a specific set and number of connective types were used to carry out the analyses 

presented in chapter 4, but evidence still needs to accumulate to determine what set and number 

of connectives allows to most reliably and validly assess DS in individuals with SSD.

Another limitation derives from the particular type and number of AI algorithms and/or 

NLP techniques that were used to carry out the analyses in each study. For instance, in chapter 

2, the clustering analysis was done using Canberra distance and Ward’s method alone, despite 

the existence of multiple distances and methods for the clustering (Moisl, 2015) and no current 

guidance to determine the most optimal combination of these to analyze voices/AVHs. In 

chapter 3, it was acknowledged that swear words were not considered for analysis due to her 

absence in the Pattern sentiment-analysis tool (De Smedt & Daelemans, 2012), despite the fact 

that swear words are an exemplar case of linguistic units that can largely convey negative 

valence (Stapleton et al., 2022). In chapter 4, only Word2vec (Mikolov et al., 2013) was used 

for creating the word embeddings that were used for the cosine similarity analysis, even though 

it has been repeatedly pointed out that it cannot account for contextualized embeddings (Foltz 

et al., 2022), which would have improved the analysis of the polysemic connectives, for 

instance. On a daily basis, AI and NLP advances expand rapidly (Sawicki et al., 2023; Zhang 

& Lu, 2021), making very difficult to determine what the “state-of-the-art” in AI and NLP 

techniques is. Parallelly, scientific mastery of AI and NLP (i.e., AI literacy) is a laborious, time-

consuming task that comprises the acquisition of computational, mathematical, and linguistic 

knowledge and skills, among others (Ng et al., 2021). Thus, regarding the use of AI algorithms 

and NLP techniques, the results presented in chapters 2-4 should only be seen, inevitably, as 

“state-out-of-the-art”.

Finally, as extensively addressed in chapter 5 and largely discussed by other researchers, 

NLP measures and computational language-based models suffer from “human-like”, 

“stereotyped” biases, such as unfair socio-demographic representativeness and gender 

inequality (Bailey et al., 2022; Caliskan et al., 2017; Hovy & Prabhumoye, 2021; Straw & 

Callison-Burch, 2020), raising widespread ethical, legal, cultural-societal, and clinical concerns 

(Hauglid, 2022; Hauglid & Mahler, 2023). Acknowledgedly, the studies presented in chapters 

2-4 were unable to avoid these “human-like” biases. For instance, the corpus used to create the 

computational semantic model of the word embeddings in chapter 4, i.e., Het Corpus 

Gesproken Nederlands (van Eerten, 2007), arguably represents only a proportion of the larger 

socio- and ethnolinguistic variation of the Dutch language that is spoken in the Netherlands. In 

parallel with this, only native Dutch speakers took part of the studies presented in this thesis, 

despite the fact that positive psychotic symptoms are experienced by adult immigrants living in 

124

Chapter 6

171747 Corona Hernandez BNW.indd   124171747 Corona Hernandez BNW.indd   124 04-01-2024   08:0604-01-2024   08:06



the Netherlands too (Stouten et al., 2019; Vanheusden et al., 2008). Also, individuals belonging 

to sexual minority groups who live in the Netherlands have a higher cumulative incidence of 

psychotic symptoms as compared to heterosexual individuals (Gevonden et al., 2014), but none 

of the studies presented in chapters 2-4 focused on these populations. In sum, these constraints, 

even if thoughtfully chosen on the basis of practical methodological considerations or 

limitations, should not be overlooked in interpreting the findings of the chapters 2-4.

Future directions

Towards a linguistic theory of and methodology for voices/AVHs

In the studies presented in chapters 2 and 3, linguistic theory and methods born from studies 

on spoken language were used to analyze linguistic characteristics in verbatim repetitions of 

voices/AVHs. As yet, however, it can only be speculated that any theoretical “speech-based” 

linguistic framework actually accommodates the “speech-like” characteristics of voices/AVHs. 

In other words, it is still unknown to what extent voices/AVHs’ linguistic characteristics might 

be accounted for by linguistic theory and methods that were developed to study actual 

articulated speech.

Currently, a large corpus of voices/AVHs is missing, which hampers drawing estimations 

about distributional and frequency properties that are present in the linguistic features of 

voices/AVHs at a large scale. For instance, in written and spoken language, determiners and 

prepositions have a relatively large frequency of use (Bentz et al., 2017; van Heuven et al., 

2014), but whether this is the case in voices/AVHs is undetermined. The compact-AVHs had 

fewer determiners and prepositions than the expanded-AVHs, but, in the absence of knowledge 

on distributional and frequency properties of these word categories in voices/AVHs at a large 

scale, it is impossible to know which of these subtypes of voices/AVHs might instantiate a more 

common pattern of “voices/AVHs-based” linguistic variation.

To expand the current knowledge on linguistic variation in voices/AVHs, verbatim 

repetitions of voices/AVHs should be collected across clinical and non-clinical populations of 

voice-hearers in multiple languages. If these data were collected longitudinally, the extent to 

which the linguistic characteristics of voices/AVHs (including their negative-valence content) 

vary over time could be examined, and whether only one or several subtypes of voices/AVHs 

are experienced by each voice-hearer could be assessed. The (cross-linguistic) construct validity 

of the compact-AVHs and the expanded-AVHs could be tested, and the opportunity to identify 

other linguistic subtypes of voices/AVHs would arise. Of note, it should be examined whether 

existing methods used to study linguistic variation in actual speech, e.g., multidimensional 
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analysis (Biber, 2012; Biber & Conrad, 2009; Eckert, 2012), have similar reliability in 

analyzing voices/AVHs. Parallelly, it should be considered whether new methodologies are 

needed, e.g., one combining NLP with micro-phenomenology (Petitmengin, 2006), maybe 

allowing to integrate the linguistic and the experiential dimension of voice-hearing equally in 

detail.

Understanding linguistic organization in voices/AVHs and actual speech

Both experiencing voices/AVHs (Ćurčić-Blake et al., 2017; Rollins et al., 2019) and producing 

actual speech (Giglio et al., 2022; Rolls et al., 2022) rely on neurocognitive mechanisms related 

to human language processing. In the case of actual speech production, these mechanisms 

underpin psycholinguistic and neurolinguistic processes that, based on elementary linguistic 

units (e.g., lexical items) and operations (e.g., grammatical construction of sentences) (Hagoort, 

2019), allow linguistic organization to arise. When a given strand of actual spoken language 

entails linguistic organization attaining hierarchical continuity and connectivity across 

multiples levels (e.g., syntax, semantics, and pragmatics), it is considered to be coherent (Givón, 

2020). While how actual speech can become disorganized has been largely described 

(Andreasen, 1979; Covington et al., 2005; Hinzen & Rosselló, 2015), little is still known about 

the extent to which voices/AVHs show “disorganized-like” linguistic characteristics, although 

grammatical violations have been reported in verbatim instances of voices/AVHs (de Boer et 

al., 2016; Tovar et al., 2019). It has been posited that abnormalities in language processes 

underly both disorganized speech and voices/AVHs (Brown & Kuperberg, 2015). Supporting 

this, there is evidence of shared brain mechanisms related to voices/AVHs and DS (Chang et 

al., 2022). Yet, a comparison of linguistic disorganization between voices/AVHs and actual 

speech of the voice-hearer is currently non-existent. Exploring this is paramount for at least two 

reasons. On the one hand, it would show whether linguistic disorganization affects 

voices/AVHs and actual speech similarly or not, suggesting shared underlying mechanisms. On 

the other hand, on top of the possibility to predict whether voices/AVHs or DS or both would 

emerge (Brown & Kuperberg, 2015), hypotheses could be drawn about the specific type of 

language-related processes abnormalities that either allow or prevent linguistic disorganization 

to occur in both voices/AVHs and actual speech.

Linguistic concerns related to NLP-based digital markers for psychiatric disorders

Besides the multidisciplinary challenges raised in chapter 5, linguistic limitations remain 

related to the development and validation of NLP-based digital markers for psychiatric 
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disorders. To exemplify, consider the approach followed in chapter 4 to assess DS in SSD. In 

carrying out this study, the fact that syntax, semantics and pragmatics interact (Belloro, 2019)

was not taken into account. Assessing connectives related to DS should comprise and try to 

account for all these levels of information, not only for the semantic one. To attempt this, 

different self-contained meaningful units (e.g., phrases, [in]dependent sentences, full answers, 

etc.) should be used to assess the use of the connectives at different scales, which was 

completely overlooked in this study too. It is evident then that the NLP connectives-related 

semantic marker used in chapter 4 to mimic a binary diagnosis task holds an undermined 

linguistic interpretability, further questioning what its descriptive role really depends on. In a 

broader sense, thus, guaranteeing the “linguistic design” to test and validate any NLP-based 

digital marker must be a priority, not only for its theoretical accountability, but for clinical ease 

of interpretability too.

General conclusions

This thesis showed that identifying linguistic subtypes of voices/AVHs and objectively 

quantifying negative-valence content in voices/AVHs’ samples obtained from both clinical and 

non-clinical voice-hearers can be attained combining linguistics, artificial intelligence 

algorithms, and natural language processing techniques. Similarly, the assessment of 

disorganized speech in patients with schizophrenia-spectrum disorders on the basis of their use 

of linguistic connectives was possible by exploiting a combination of these theories and 

methods. More broadly, characteristics, roles, uses, and limitations of existing NLP-based 

digital markers for psychiatric disorders were summarized, and some venues to overcome the 

challenges that currently prevent their implementation in clinical practice were suggested too. 

Overall, despite their susceptibility to socio-cultural, contextual, and neurocognitive factors, 

hallucinated and spoken linguistic patterns hold potential to become clinically relevant markers 

of psychiatric disorders. These disorders pervade all human groups, so these linguistic markers 

of psychiatric disorders should be studied in all human groups. Since human groups, languages,

brains and minds change, I wonder whether all linguistic markers of psychiatric disorders 

change too. Or maybe some. Or maybe none. Hallucinated and spoken linguistic patterns relate 

to processes, so whether NLP-based digital markers for psychiatric disorders retain (part of) 

this dynamic nature is a key pending problem that must be disentangled to refine our 

understanding both of these markers and these disorders. I truly hope that, by combining our 

current knowledge with upcoming findings about NLP-based digital markers, many individuals

affected by psychiatric disorders might experience the alleviation of their suffering.
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Nederlandse samenvatting
In dit proefschrift werden auditieve verbale hallucinaties (AVH's) en ongeorganiseerde spraak 

onderzocht.

In Hoofdstuk 2 presenteren we een datagestuurde en natuurlijke taalverwerking (NLP in 

Engels) aanpak voor het bestuderen van transcripties van woordelijk verzamelde AVH's. De 

transcripties van de AVH's, verkregen van zowel klinische als niet-klinische stemhoorders, 

werden onderworpen aan automatische taalkundige classificatie en aan automatische 

berekening van kwantitatieve taalkundige maten van complexiteit, resulterend in een reeks van 

16 kenmerken. Niet uitgaande van een a priori verschil op groepsniveau, werd een niet-

gesuperviseerde clusteranalyse uitgevoerd met behulp van deze kenmerken om clusters van 

AVH's te onderscheiden. Er werden twee verschillende AVH-clusters gevonden, die verband 

hielden met de klinische status. We interpreteren de AVH-clusters volgens verschillende 

neurocognitieve modellen, en veronderstellen dat hun taalkundige kenmerken artsen kunnen 

helpen beslissingen te nemen met betrekking tot psychologische interventies voor AVH’s.

Hoofdstuk 3 laat zien hoe sentimentanalyse (d.w.z. de bepaling van positieve, neutrale en 

negatieve taalkundige valentie) op basis van NLP-technieken kan worden gebruikt om het 

gemiddelde van deze ‘sentimenten’ tussen transcripties van AVH’s van klinische en niet-

klinische stemhoorders te vergelijken. Vergelijkingen tussen automatisch gelabelde 

‘sentimenten’ van de AVH-uitingen tussen de twee groepen lieten zien dat AVH’s uit de 

klinische groep een groter aandeel negatieve stemmen bevatten dan de AVH’s van de groep 

niet-klinische stemmenhoorders. Het gemiddelde sentiment (d.w.z. de valentie) van de uitingen 

bleek statistisch significant gecorreleerd te zijn met de ervaren negativiteit, hoeveelheid leed en 

ontwrichting van het leven. We bespreken deze resultaten in het licht van de huidige discussies 

over de negatieve inhoud van AVH's, en we benadrukken het belang van hoe deze bevindingen 

psychologische interventies voor AVH's kunnen verbeteren.

Hoofdstuk 4 gaat in op de uitdaging met computermodellen de (in)coherentie in spraak van 

individuen met schizofrenie-spectrumstoornissen (SSD) en controledeelnemers te beoordelen 

door connectieve (in)coherentie te ontwarren van (in)coherentie zonder connecties. Het aandeel 

van verschillende soorten verbindingen en hun gebruikswijze werden tussen groepen 

beoordeeld. Er werden verschillen gevonden in de verhouding tussen het gebruik van twee 
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soorten verbindingen tussen de groepen, en vijf van NLP afgeleide maatstaven met betrekking 

tot de wijze van gebruik van de soorten verbindingen verschilden ook aanzienlijk tussen de 

groepen. Verder werd een algemene nauwkeurigheid van 85% verkregen bij het maken van 

onderscheid tussen patiënten met SSD en controledeelnemers op basis van slechts 35 

connectiviteitsgerelateerde kenmerken. We betogen dat connectiviteitsgerelateerde kenmerken 

kunnen worden gebruikt om de (in)coherentie in SSD betrouwbaar te beoordelen, terwijl we 

erkennen dat er nog verschillende methodologische obstakels moeten worden overwonnen.

Hoofdstuk 5 gaat verder dan alleen (in)coherentie en de beoordeling ervan voor (differentiële) 

diagnosedoeleinden en verbreedt de discussie over op NLP of gesproken taalverwerking (SLP 

in Engels) gebaseerde digitale markers van psychose en andere psychiatrische stoornissen. Dit 

hoofdstuk definieert tien klinische prioriteiten waarvoor NLP/SLP-gebaseerde digitale markers 

momenteel rigoureus en intensief worden ontwikkeld, waarbij tegelijkertijd wordt benadrukt 

dat bij het streven om dergelijke digitale markers te creëren multidimensionale uitdagingen 

komen kijken die interinstitutionele en internationale samenwerking vereisen om te worden 

opgelost.

Hoofdstuk 6 begint met het samenvatten van de belangrijkste bevindingen van de onderzoeken 

gepresenteerd in de hoofdstukken 2, 3, 4 en 5, gevolgd door een identificatie van de sterke 

punten en beperkingen die de onderzoeken gemeen hebben. In het laatste deel van hoofdstuk 6 

gaan we verder dan de gemeenschappelijke basis die door de gepresenteerde onderzoeken wordt 

gedeeld, en doen we een poging om aspecten die elk onderzoeksonderwerp kenmerken samen 

te smelten of met elkaar te verweven, d.w.z. een poging om delen van schijnbaar op zichzelf 

staande onderwerpen samen te brengen. Mijn hoop is dat dit het mogelijk zal maken om af te 

bakenen of te onthullen wat nog steeds “onbekend” is en de moeite waard is om te onderzoeken 

met het doel te begrijpen wat AVH’s en spraak met elkaar verbindt en van elkaar onderscheidt 

bij patiënten met psychose.
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