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A B S T R A C T

Physicians and patients often come from different backgrounds and have varying levels of education, which
can result in communication difficulties in the healthcare process. To address this expertise gap, we present
a ‘‘Text Style Transfer’’ system. Our system uses Semantic Textual Similarity techniques based on Sentence
Transformers models to create pseudo-parallel datasets from a large, non-parallel corpus of lay and expert
texts. This approach allowed us to train a denoising autoencoder model (BART), overcoming the limitations
of previous systems. Our extensive analysis, which includes both automatic metrics and human evaluations
from both lay (patients) and expert (physicians) individuals, shows that our system outperforms state-of-the-art
models and is comparable to human-provided gold references in some cases.
1. Introduction

To communicate, humans use natural language in the form of
speech or text. However, the information conveyed is not only rep-
resented by the content but also by the linguistic form in which it
is presented, such as formal/informal attributes. These attributes, also
known as style, can reflect the writer’s intent (e.g., politeness) or reveal
their characteristics (e.g., gender). For example, to be perceived as
more professional, we might use a more formal vocabulary than what
we use in our daily lives. On the other hand, if we are trying to explain
a complex concept to someone unfamiliar with the subject, we might
use simpler vocabulary and sentence structures.

The medical field faces a persistent challenge known as the curse
of knowledge between doctors and patients (Camerer, Loewenstein,
& Weber, 1989). This cognitive gap can result in misunderstandings
and mistakes in treatment (Tan & Goonawardene, 2017; Tong et al.,
2020). The language barrier given by differences in their background
can lead doctors struggle to diagnose using a patient’s language, and
patients struggle to understand medical information, exacerbating this
issue. Addressing the lack of health literacy (Apfel & Tsouros, 2013),
which refers to the ability to effectively process and use health in-
formation, is crucial for improving communication and overall health
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outcomes (King, 2010; Tian, Xu, Mo, Dong, & Wong, 2020). This can
also lower hospitalization rates and healthcare costs (Baker et al., 2002;
Baker, Parker, Williams, & Clark, 1998; Mäenpää, Suominen, Asikainen,
Maass, & Rostila, 2009). Reducing the knowledge gap between doctors
and patients can enhance health equity and empower patients to take
an active role in their care (Batterham, Hawkins, Collins, Buchbinder,
& Osborne, 2016). This would also help decrease confusion and anx-
iety that results from misunderstandings of medical jargon, which
importance is underscored by the growing use of health-related online
resources such as mobile apps and social networks (Benigeri & Pluye,
2003; Tan & Goonawardene, 2017; White & Horvitz, 2009; Zielstorff,
2003). Among others, the World Health Organization acknowledges the
need to address health literacy as part of its 2030 Agenda for promoting
health.1

In this context, Natural Language Processing (NLP) presents the po-
tential to play a crucial role. NLP has already demonstrated its ability
to enhance patient care, by serving as support for physician diagnosis,
training Computer-Aided Diagnosis (CAD) systems (Bacco et al., 2022;
Long, Yang, & Liu, 2022; Wang et al., 2017), and identifying and
improving flaws in the procedures and services offered by compa-
nies (Bacco, Cimino, Paulon, Merone, & Dell’Orletta, 2020; Zhang &
vailable online 24 June 2023
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Jankowski, 2022). Both NLP and clinical informatics communities are
actively working on a variety of tasks involving the automatic analysis
of health-related texts (Gao et al., 2022). Text Style Transfer (TST)
is one of them. TST is the process of changing the style of a text
while preserving its content. By simplifying medical jargon, TST (also
referred as Text Simplification in this case) can help patients better un-
derstand their health information and bridge the gap between doctors
and patients. To help the community get over such issues, Cao et al.
(2020) recently introduced the Expertise Style Transfer task for medical
experts and lay people. The authors proposed a large non-parallel
dataset for training models and a small parallel dataset annotated by
experts for evaluation purposes. In this paper we present our work to
handle such task. To improve the training of the models, we explored
methods to collect parallel datasets from a large, non-parallel corpus.
We used the Bidirectional and Auto-Regressive Transformers (BART)
model (Lewis et al., 2020), which has been shown to be effective for
style transfer tasks (Lai, Toral, & Nissim, 2021a, 2021b). We collected
parallel datasets using the Sentence Transformers (Reimers & Gurevych,
2019) models, which are well-suited for the task of similarity search,
and datasets from existing literature on (clinical) Semantic Textual
Similarity. The collected parallel datasets and the style-transferred texts
were evaluated using both automatic metrics and manual annotations
from both lay and expert individuals, focusing on content preservation
and the degree of style change.

Within this frame, our study advances the field by introducing a
novel approach to reduce the expertise gap in communication between
physicians and patients through a Text Style Transfer system. Despite
being built upon previous works, our approach offers a fresh and
innovative perspective on the Expertise Style Transfer task. In summary,

• this paper presents a novel approach to reduce the expertise gap
in communication between physicians and patients by proposing
a Text Style Transfer system;

• the system was developed by analyzing several Semantic Textual
Similarity methods to collect parallel datasets

• and was extensively evaluated through human evaluations involv-
ing both lay people and experts in the field;

• the results showed that the system outperformed the state-of-the-
art models based on both automatic and human evaluations.

he present study also highlights the feasibility of collecting pseudo-
arallel data through Semantic Textual Similarity techniques, which

leads to improved performance in a cost-effective manner. The combi-
nation of automated and human evaluations, coupled with the parallel
data collection analysis, makes our study a valuable contribution to the
current state-of-the-art, holding important theoretical implications and
providing valuable insights into TST research in the medical field.

Our in-depth analysis of parallel data collection provides unique
insights into the relationship between the quality of the collected
datasets and the accuracy of the TST system. In particular, our human
expert evaluations offer a rare perspective on the performance and
quality of our methodology. Moreover, the expert annotations collected
can be utilized in future studies to further improve and evaluate TST
systems in the medical domain.

The present manuscript is structured as follows. First, we report
the investigated literature and background information on Text Style
Transfer and the expertise variants of TST (Section 2). In Section 3 we
provide an overview on the datasets we exploited for both Semantic
Textual Similarity and Expertise Style Transfer. In particular, we report
some considerations about the MSD dataset proposed by Cao et al.
(2020). After that, we present a detailed explanation of the methods
used to address the Expertise Style Transfer task and the collection of
pseudo-parallel datasets (Section 4), and the evaluation protocols to
assess their quality (Section 5). Finally, in Section 6 we present a com-
prehensive discussion of the results from both automatic and human
evaluations (and their correlations), focusing on content preservation,
style strength, and fluency of the models’ outputs and the collected
2

parallel training sets, and including a qualitative analysis. i
2. Related works

Style Transfer (Neural ST, in particular) is the task of reproducing
some input content in a different style. Researchers investigated it for
several media, from images and videos (Gatys, Ecker, & Bethge, 2015;
Huang et al., 2017; Jing et al., 2020; Kim, Nam, Hong, & Park, 2022)
to music (Cífka, Şimşekli, & Richard, 2020; Mukherjee & Mulimani,
2022). Some of the developed systems have already seen their ap-
plication in industrial solutions.2 Text Style Transfer (TST) shares the
ame principle as the other media: rewriting some textual input with a
ifferent attribute while minimizing the information loss. Researchers
ave investigated TST for various attributes such as formality (Lai et al.,
021b; Rao & Tetreault, 2018), politeness (Madaan et al., 2020; Niu &
ansal, 2018), and sentiment (Shen, Lei, Barzilay, & Jaakkola, 2017).
ast works in TST have focused on these attributes as the related
esources are easier to obtain. The sentiment Style Transfer, commonly
nown as polarity swap, has been questioned as a TST task (Lai, Toral,
Nissim, 2021a) as it does not preserve the original meaning of the

ource text, i.e., a positive sentence is changed to negative and vice-
ersa. However, in order to get a more comprehensive overview of TST
asks, we refer the reader to a few, recent reviews from Jin, Jin, Hu,
echtomova, and Mihalcea (2021) and Toshevska and Gievska (2022).

Existing TST approaches can be grouped into three main categories,
.e., disentanglement, manipulation, and translation:

• Disentanglement methods attempt to learn separate representa-
tions for content and style (Fu, Tan, Peng, Zhao, & Yan, 2018;
Hu, Yang, Liang, Salakhutdinov, & Xing, 2017; Shen et al., 2017),
so that one can be manipulated without affecting the other.
However, the success of disentanglement is difficult to assess, and
some studies have shown that the latent representations may not
actually be disentangled, being possible to recover information
of style from the other (Elazar & Goldberg, 2018; Lample et al.,
2019).

• Manipulation methods work by identifying specific words in the
text that contribute to its style, such as professional language
or clinical abbreviations (e.g., qd), and replacing them with syn-
onyms or explanations (e.g., once per day) that are more appropri-
ate for lay people (Li, Jia, He, & Liang, 2018; Shardlow & Nawaz,
2019). In the biomedical and clinical domain (Weng, Chung,
& Szolovits, 2019; Zeng-Treitler, Goryachev, Kim, Keselman, &
Rosendale, 2007), these methods often use Consumer Health Vo-
cabularies (Manzini, Garrido-Aguirre, Fonollosa, & Perera-Lluna,
2022; Vydiswaran, Mei, Hanauer, & Zheng, 2014; Zielstorff, 2003,
CHVs). Weng et al. (2019), in particular, used CHVs as a prelimi-
nary step to align embedding spaces and then used a translation-
based technique to generate simplified sentences.

• Translationmethods often use unsupervised training to learn style-
specific translations (Lample et al., 2019) with back-translation or
cycle reconstruction strategies. Back-translation (Sennrich, Had-
dow, & Birch, 2015) involves translating the source text to an-
other language and back again. Prabhumoye, Tsvetkov, Salakhut-
dinov, and Black (2018) proposed it on the basis of the evidence
shown by Rabinovich, Mirkin, Patel, Specia, and Wintner (2016)
to reduce the style properties of the source text. Such strategy has
already shown its efficiency (Lai, Toral, & Nissim, 2021a) Cycle
reconstruction, instead, involves training a model to reconstruct
the source text from the transferred output (Dai, Liang, Qiu,
& Huang, 2019; Zhou et al., 2020). Parallel corpora can also
be used for supervised training, but they can be expensive and
time-consuming to collect.

2 https://prisma-ai.com/; https://www.pikazoapp.com/; https://deepart.
o/; https://groove2groove.telecom-paris.fr/

https://prisma-ai.com/
https://www.pikazoapp.com/
https://deepart.io/
https://deepart.io/
https://groove2groove.telecom-paris.fr/
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For the Expertise Style Transfer task at hand, Cao et al. (2020) eval-
ated models belonging to the three macro-categories of TST dis-
ussed earlier (see also Section 5 for an overview), while our approach
alls into the latter category. In particular, we exploited the collec-
ion of pseudo-parallel corpora, built on the basis of a definition of
imilarity criterion between sentences, which has shown advantages
ver unsupervised training (Jin, Jin, Mueller, Matthews, & Santus,
019), while being cost-effective if compared with the collection of
uman-annotated corpora.

In one related work, Luo et al. (2020) collected gold corpora from
IMIC-III database (Johnson et al., 2016), which was a time-intensive

process requiring a certain degree of expertise. To overcome this issue,
like us, Xu, Saxon, Sra, and Wang (2021) collected a large, pseudo-
parallel corpus from the MSD training set. While sharing the same
intent to collect pseudo-parallel corpora, there are some crucial dif-
ferences. They used a language- and topic-agnostic LASER (Artetxe &
Schwenk, 2019) framework to extract the embeddings and collected
the largest number of training pairs above a fixed threshold on their
similarity criterion. Our approach differs in the use of general and
domain-specific monolingual Transformer-based models and in the in-
vestigation of the impact of different threshold ranges on the final TST
system.

Disposing of parallel corpora can be an effective solution for these
ssues (Jin et al., 2019). When such data is not available, the auto-
atic collection of pseudo-parallel data has proven to be effective,

ncluding in neural machine translation tasks (Imankulova, Sato, &
omachi, 2017, 2019). Style transfer, similarly to machine translation,

s a rewriting task and shares similar modeling approaches. While
achine translation deals with cross-language content, style transfer

s typically within the same language. In some cases, it is approached
rom a multilingual perspective (Lai, Toral, & Nissim, 2022).

However, the collection of high-quality parallel datasets is a chal-
enging task, especially in a specialized domain like healthcare, where
uman efforts and costs are significant. To address this issue, van den
ercken, Sips, and Lofi (2019) proposed using the BLEU score (Pa-
ineni, Roukos, Ward, & Zhu, 2002) to automatically collect a par-
llel dataset for a medical simplification task by utilizing texts from
ikipedia and Simple Wikipedia. However, this approach was found

o be unsuitable for our use case due to the presence of many texts in
oth the expert and lay training corpora, and the significant differences
etween the expert and lay test samples. Another common technique
or collecting parallel datasets is to train a classifier that can distinguish
entence pairs from two different corpora (Marie & Fujita, 2017; Zhu,
ang, & Xu, 2020). However, using a classifier for large corpora is
ften infeasible, especially when using Transformer architectures. Our
pproach addresses these limitations by employing bi-encoders. To the
est of our knowledge, the use of bi-encoders in style transfer tasks,
articularly in the technical domain of medicine, has not been explored
reviously.

Furthermore, Xu et al. (2021) focused mainly on human evaluation
nd compared their outputs only with inputs using (self-)BLEU, ignor-
ng reference sentences in their analysis (ref-BLEU). The interpretation
f high self-BLEU scores is not trivial: a score close to 100% between in-
ut and output only means that the model has learned to reproduce the
nput without making any changes to the style. Moreover, it has been
stablished that surface-based metrics like BLEU are not ideal for TST
asks, as they exhibit low correlation with human judgments (Briakou,
grawal, Tetreault, & Carpuat, 2021; Lai, Mao, Toral, & Nissim, 2022).
or these reasons, we evaluated our outputs and those of the models
resented by Cao et al. (2020) using several other metrics, referred to
oth input and target sentences. Computing these metrics for the gold
ource and target texts allowed us to highlight the degree of content
hanges in the test set, as suggested in previous works (Basu, Vasu,
asunaga, Kim, & Yang, 2021; Cao et al., 2020; Vásquez-Rodríguez,
hardlow, Przybyła, & Ananiadou, 2021), and confirmed through our
3

uman evaluations. This issue may stem from the loss of contextual e
information when working at a sentence level. As a result, a few studies
have taken a paragraph-level approach to the medical-style transfer
task from the perspective of Plain Language Summarization (Devaraj,
Marshall, Wallace, & Li, 2021; Guo, Qiu, Wang, & Cohen, 2021, PLS),
also in languages other than English (Grabar & Cardon, 2018).

Our study makes a unique and significant contribution to the field
of Text Style Transfer by presenting an extensive examination of the
collection of parallel data and offering unique insights specific to its
application. Furthermore, our human expert evaluations set our work
apart from previous studies, providing a valuable and rare perspective
on the performance and quality of our system. Despite building upon
previous works, our approach offers a fresh and innovative perspective
on the task of Text Style Transfer. The combination of automated and
human evaluations, coupled with the in-depth analysis of parallel data
collection, makes our study a valuable addition to the current state-
of-the-art. Table 1 provides a summary of previous studies on TST
in the medical and clinical domain. The table highlights the main
characteristics of each study, including the differences with the current
study being discussed.

3. Datasets

In our work, we utilized and combined three datasets for both
similarity and style transfer tasks.

3.1. ClinicalSTS2019 (CSTS)

Wang, Fu et al. (2020) collected a total of 2054 sentence pairs
annotated by two clinical experts for the Clinical Semantic Textual
Similarity track in the n2c2/OHNLP challenge of 2019. The training
set is an extension of the dataset presented in the previous year’s
challenge (Wang et al., 2018). Authors asked experts to independently
annotate each pair based on their semantic equivalence on a scale
from 0 to 5, where 0 indicates completely dissimilar sentences and
5 indicates a perfect semantic match. For more information and data
examples, see Table 4 and Wang, Afzal et al. (2020).

3.2. Medical question pairs (MQP)

McCreery, Katariya, Kannan, Chablani, and Amatriain (2020) col-
lected a dataset of COVID-19 related questions.3 It contains 1524 pairs
of questions, where each pair consists of one positive and one negative
example. The positive examples are rephrased by doctors to maintain
the content while restructuring the original question as much as possi-
ble. The negative examples are rephrased in a manner that the answer
of that question would be incorrect or irrelevant while maintaining
the same structure and keywords. The pairs are labeled as similar or
dissimilar (1 or 0) based on their semantic equivalence.

3.3. MSD

The MSD dataset contains a large collection of medical sentences in
both expert and layman styles (∼130k and ∼115k sentences, respec-
tively), and a smaller annotated set of parallel texts (675 pairs) for
evaluation purposes. Cao et al. (2020) collected such a dataset from
the Merck Manuals (also known as the MSD Manuals) website,4 which
s one of most world-widely trusted reference in health. The authors
lso provided medical entities and concepts from the Unified Medical
anguage System (UMLS, Bodenreider, 2004) for each sample using the
uickUMLS (Soldaini & Goharian, 2016) tool.

The empirical analysis we conducted on the parallel test set revealed
arious problematic patterns. Table 2 reports an overview of some

xamples. These problematic patterns can compromise the evaluation
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Table 1
Summary table of TST papers in medical and clinical domain, i.e., Expertise ST, Medical ST, and Plain Language Summarization (PLS). The former may be seen as an instance of the
second one. The latter see the TST task along with the summarization of some paragraphs (abstracts from the medical literature).

Authors Task Level Data Dataset Language Metrics Characteristics

Cao et al. (2020) Expertise ST sentence non-parallel MSD English Style Acc.,
self-/ref-BLEU,
perplexity,
human (lay)

(i) collection of a new dataset; (ii) use of
non-parallel corpus; (iii) only human-lay
evaluation; (iv) missing analysis of
automatic and human metrics correlation

Xu et al. (2021) Expertise ST sentence pseudo-parallel MSD English Style Acc.,
self-BLEU,
perplexity,
human (lay)

(i) language- and topic-agnostic
framework (LASER); (ii) empirical choice
of similarity threshold; (iii) no ref-metrics
for content preservation assessment; (iv)
only human-lay evaluation; (v) missing
analysis of automatic and human metrics
correlation

Zeng-Treitler et al. (2007) Medical ST word non-parallel Unknown English Readability,
human (exp)

(i) synonym replacement; (ii) explanation
insertion; (iii) human evaluation with only
one individual; (iv) missing analysis of
automatic and human metrics correlation

Weng et al. (2019) Medical ST word/sentence non-parallel MIMIC III English Precision at 𝑘,
human

(i) use of non-parallel corpus; (ii) human
evaluation with both experts and lay
people; (iii) missing analysis of automatic
and human metrics correlation; (iv)
two-steps word/sentence translation
method using CHVs

van den Bercken et al. (2019) Medical ST sentence pseudo-parallel Wikipedia English ref-BLEU, SARI,
human (lay)

(i) collection of a new dataset; (ii)
BLEU-based pseudo-parallel data
collection; (iii) only human-lay evaluation;
(iv) missing analysis of automatic and
human metrics correlation

Luo et al. (2020) Medical ST sentence parallel MedLane English several (i) collection of a new dataset; (ii) costly
human annotation; (iii) no human
evaluation

Grabar and Cardon (2018) PLS paragraph parallel CLEAR French / (i) collection of a new, multi-source
dataset

Devaraj et al. (2021) PLS paragraph parallel CDSR English Readability,
ROUGE, BLEU,
SARI

(i) only qualitative human evaluation; (ii)
missing analysis of automatic and human
metrics correlation

Guo et al. (2021) PLS paragraph parallel CDSR English Readability,
ROUGE, human
(lay)

(i) only human-lay evaluation; (ii) missing
analysis of automatic and human metrics
correlation
Table 2
The analysis of the MSD test dataset has revealed some problematic pairs. Most of them belong to one of the following patterns: (i) duplicate
texts for both styles, (ii) poor fluency, (iii) missing information, (iv) different gold target references for the same source text, (v) acronyms,
and (vi) different meanings between source and target texts. The truncated texts are indicated with ‘‘[...]’’ to accommodate them in the table.

Expert Layman

(i) The change in LDL levels may partly explain why
atherosclerosis and thus coronary artery disease become
more common among women after menopause. [...]

The change in LDL levels may partly explain why
atherosclerosis and thus coronary artery disease become
more common among women after menopause. [...]

(ii) Treatment of underlying disorder Treatment of cause

(iii) The most common causative organisms of occult
bacteremia are Streptococcus pneumoniae and
Haemophilus influenzae. [...]

Children under 3 years old who develop a fever
(particularly if their temperature is 102.2◦ F [39 ◦C]
or higher) sometimes have bacteria in their bloodstream
(bacteremia). [...]

Clinical evaluation Physical examination
(iv) Clinical evaluation A doctor’s evaluation

Clinical evaluation. A doctor’s examination.

(v) IV fluids. Fluids given by vein

(vi) [...] It occurs predominantly in men practicing
receptive anal intercourse and can occur in women who
participate in anal sex.

It occurs mainly in women. Anal sex with an infected
partner may result in gonorrhea of the rectum.
4
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of the models, and a more thorough evaluation is needed to better
understand the difficulties of the medical style transfer task.

Regarding the training dataset, we discovered that there were over-
lapping texts in both styles, particularly in instances of fixed word
patterns. We regarded these instances as irrelevant and filtered them
out by removing sentences that were short (less than 10 tokens) or
displayed specific patterns using simple regular expressions. This pre-
processing stage reduced the number of samples to approximately 110k
for the expert style and 97k for the layman style.

4. Text style transfer system

From a mathematical standpoint, the aim of a TST system is to
model the probability 𝑝(𝑦|𝑥) where 𝑥(𝑐, 𝑎) is the source sentence and
𝑦(𝑐, 𝑏) is the target sentence, with the same content 𝑐 but different
attributes (styles) 𝑎 and 𝑏. If the system can also model the reverse
direction 𝑝(𝑥|𝑦), it is referred to as bidirectional (Jin et al., 2021). If
the transformation is from a more complex source text to a simpler
one, such as from expert to layman style, it is also referred to as Text
Simplification.

For our system, we exploited the collected pseudo-parallel training
sets (Section 4.1) to fine-tune a Bidirectional and Auto-Regressive
Transformers (BART) model (Lewis et al., 2020). BART is a denois-
ing autoencoder for pre-training sequence-to-sequence model. Given a
source sentence 𝒙 = {𝑥1,… , 𝑥𝑛} and a target sentence 𝒚 = {𝑦1,… , 𝑦𝑚},
its loss function is the cross-entropy between the decoder’s output and
the target sentence:

𝐿(𝜙) = −𝛴𝑖log(𝑝(𝑦𝑖|𝑦1∶𝑖−1,𝒙;𝜙)) (1)

The entire system pipeline is depicted in Fig. 1 and consists of four
steps.

i Initializing the Sentence Transformers with the pre-trained BERT -
based models’ weights.

ii Fine-tuning the Sentence Transformers with the datasets de-
scribed in Section 3.

iii Using the bi-encoders to perform a similarity search on the
expert and layman corpora from the MSD training data.

iv Fine-tuning the BART model for the Text Style Transfer task us-
ing pseudo-parallel data collected by setting a similarity thresh-
old.

The resulting model can then be used during inference to simplify
medical texts for a lay audience.

4.1. Pseudo-parallel data collection

Our supervised approach starts with collecting pseudo-parallel data
from the expert and layman corpora. To do this, we used the Sentence-
Transformers (Reimers & Gurevych, 2019) architecture. This archi-
tecture consists of a bi-encoder, a siamese network that trains one
Transformer encoder to produce semantically meaningful embeddings.
This results in outputs of semantically similar sentences being closer to
each other in the vector space compared to dissimilar sentences.

The bi-encoder architecture also makes it computationally efficient
to conduct large-scale semantic search, which is what our task required.
The bi-encoder reduces the complexity of retrieving representations for
each paired combination in the dataset to obtaining one embedding for
each sentence and computing the (cosine) similarity between paired
embeddings through the FAISS (Johnson, Douze, & Jégou, 2019) li-
brary, which is optimized for GPU usage. This allowed us to efficiently
find the nearest layman equivalent for each expert sample.

3 https://huggingface.co/datasets/medical_questions_pairs
4 https://www.msdmanuals.com/
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4.1.1. Pre-trained models
We evaluated several Transformers encoders to obtain sentence

embeddings for the training dataset. We first compared two general-
topic and domain-specific encoders, i.e., BERT (Devlin, Chang, Lee, &
Toutanova, 2019) and (Bio-)ClinicalBert (Alsentzer et al., 2019). Both
encoders have the same architecture, which eliminates the influence of
different architectural models. (Bio-)ClinicalBert was initialized using
BERT and then pre-trained on large medical and clinical domain data.
As expected, this led to better similarity performance, as shown in
Table 3. Therefore, we used (Bio-)ClinicalBert for our training strategy.

4.1.2. Training strategies
We implemented the Multiple Negatives Ranking (MNR) loss (Hen-

derson et al., 2017) as the loss for the contrastive (representation)
learning (Hadsell, Chopra, & LeCun, 2006). It pushes the model to
create closer representations in the vector space for similar sentences
and more distant for dissimilar ones, based on some distance/similarity
metric. At each step, the training process aims to minimize the follow-
ing equation:

𝐿𝑀𝑁𝑅 = − 1
𝐾

𝐾
∑

𝑖=1
[𝑠(𝑥𝑖, 𝑦𝑖) − 𝑙𝑜𝑔

𝐾
∑

𝑗=1
𝑒𝑠(𝑥𝑖 ,𝑦𝑗 )] (2)

in which (𝑥𝑖, 𝑦𝑖) indicates any 𝑖th anchor-positive (premise and hypoth-
esis) pair and (𝑥𝑖, 𝑦𝑗) indicates any anchor-negative pair in the batch of
size 𝐾; 𝑠(., .), instead, indicates the score based on the defined metric
(cosine similarity in our case).

We trained our models on MQP and ClinicalSTS training datasets.
In some cases, we used only positive (pos) pairs (for ClinicalSTS, we
considered a semantic equivalence score of 4 or higher). For the MSD
training dataset, which did not have any content equivalence labels,
we followed the unsupervised SimCSE (Similarity Contrastive Sentence
Embedding) framework as proposed in Gao, Yao, and Chen (2021).
In this framework, we used the Transformer encoder and anchor-
positive pairs consisting of the same input sentence. The randomness
of the dropout (Hinton, Srivastava, Krizhevsky, Sutskever, & Salakhutdi-
nov, 2012; Srivastava, Hinton, Krizhevsky, Sutskever, & Salakhutdinov,
2014) masks in the encoder’s layers generated two different noisy
representations of the same sentence, and the model learned to gener-
ate closer embeddings from the noisy representations while distancing
anchor-negative pairs in the batch.

4.1.3. STS evaluation
To be consistent with past literature, we evaluated the models

using two common metrics for semantic textual similarity, Pearson and
Spearman correlations between the similarity scores 𝒙 = {𝑥1,… , 𝑥𝑛}
produced by the sentence embeddings and the CSTS official test set
labels 𝒚 = {𝑦1,… , 𝑦𝑛}. Eq. (3) reports the formulas of these metrics,

𝑝𝑒𝑎𝑟𝑠𝑜𝑛 =
∑𝑛

𝑖=1(𝑥𝑖 − 𝑥)(𝑦𝑖 − 𝑦)
√

∑𝑛
𝑖=1(𝑥𝑖 − 𝑥)2(𝑦𝑖 − 𝑦)2

; 𝑠𝑝𝑒𝑎𝑟𝑚𝑎𝑛 = 1 −
6
∑

𝑑2𝑖
𝑛(𝑛2 − 1)

(3)

here 𝑥 and 𝑦 indicate the mean of vectors 𝒙 and 𝒚, respectively, 𝑛 is
the number of elements, and 𝑑𝑖 the pairwise distance of the ranks of the
𝑖th elements (𝑥𝑖 and 𝑦𝑖). In particular, we defined the score 𝑥𝑖 between
wo sentences 𝒂𝒊 and 𝒃𝒊 as the cosine similarity of their embeddings, as
eported in Eq. (4).

𝑜𝑠(𝒂𝒊, 𝒃𝒊) =
𝒂𝒊 ⋅ 𝒃𝒊

‖𝒂𝒊‖ ⋅ ‖𝒃𝒊‖
(4)

In addition, we also assessed the models’ performance by calculating
the average cosine similarity between expert-layman pairs (𝒂𝒊 and 𝒃𝒊)
in the MSD test set as

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = 1
𝑁

𝑁
∑

𝑖
𝑐𝑜𝑠(𝒂𝒊, 𝒃𝒊) (5)

where 𝑁 is the number of pairs. Table 3 reports the results of these
evaluations.

https://huggingface.co/datasets/medical_questions_pairs
https://www.msdmanuals.com/
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Fig. 1. Our approach consists of the following pipeline: (i) retrieving pre-trained Transformers as a bi-encoder and (ii) fine-tuning them with Semantic Textual Similarity datasets
or MSD training set; then, (iii) using the fine-tuned bi-encoder to perform a similarity search on the expert and layman corpora derived from the MSD training set. By setting
a similarity threshold to collect pseudo-parallel data, (iv) fine-tuning the style transfer model using the collected pseudo-parallel data. In the end, the fine-tuned model is used
during inference time to simplify medical texts from physicians to patients.
Table 3
The table reports the performance of the Semantic Textual Similarity models, each of which is identified by the first
column. The models were fine-tuned starting from a pre-trained model on a specific training set, i.e., mqp (medical
question pairs), csts (clinicalSTS2019), and msd. The superscript (𝑝𝑜𝑠) indicates that only the positive pairs were
included in the training process. The first two rows report basic pre-trained models without further training. The
performance of the models was evaluated in terms of Pearson and Spearman correlation coefficients computed on
the clinicalSTS2019 dataset, and on the average cosine similarity computed on the parallel samples of the msd test
set.

Id Model Training set Pearson (%) Spearman (%) Similarity (%)

bert Bert-base-uncased / 21.64 25.03 87.70
cb Bio-ClinicalBert / 30.07 31.84 93.99

cb_mqp1 Bio-ClinicalBert mqp(𝑝𝑜𝑠) 68.26 71.29 69.72
cb_mqp Bio-ClinicalBert mqp 80.27 77.41 67.12
cb_csts1 Bio-ClinicalBert csts(𝑝𝑜𝑠) 43.91 47.44 79.28
cb_csts Bio-ClinicalBert csts 61.61 56.08 66.33
cb_mqp_csts1 cb_mqp csts(𝑝𝑜𝑠) 81.12 78.29 69.93
cb_mqp_csts cb_mqp csts 66.51 62.33 65.17

cb_msd Bio-ClinicalBert msd 53.22 53.67 47.93
As previously mentioned, (Bio-)ClinicalBert outperformed the other
pre-trained model, Bert (cb and bert in the table), for all the metrics.
This was expected since the former passed through a pre-training
(domain adaptation) phase in the biomedical and clinical domains.
The cb_mqp_csts1 model achieved the highest correlation scores. It is
a (Bio-)ClinicalBert we first fine-tuned on the MQP dataset and then
on the positive samples of the CSTS dataset. Interestingly, the second
fine-tuning step only slightly improved the performance (see cb_mqp).
Apart from the pre-trained models, for what concerns the evaluation
on the MSD test set, the model fine-tuned only on the CSTS positive
samples (cb_csts1) achieved the highest averaged cosine similarity. The
model fine-tuned using only the MSD data, instead, performed poorly
on the averaged cosine similarity. Such a result may indicate that the
training strategy employed for this model was not suitable for the test
set at hand, which presents a high degree of aggressiveness in the
changes between source and related target texts.

4.1.4. Datasets creation
As the last step, we collected the pseudo-parallel datasets. We

conducted the next analyses with a selected set of the implemented
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models. Based on their performances, we retrieved the pairs collected
using cb_mqp_csts1 and cb_csts1 models. To analyze the impact of the
fine-tuning strategies, as well as the pre-training domain adaptation
step, we included the cb_msd, cb and bert models, too. Furthermore,
we also computed the similarity search between the lay corpus and a
‘‘corrected’’ expert one, for which we switched expert terms with their
lay-related terms. To do so, following a similar approach of Xu et al.
(2021), we first collect all the Concept Unique Identifier (CUI) codes
in the MSD training set, as well as the number of occurrences of the
terms appearing in the texts for each style. Then, we switched each
expert term with the most represented one in the lay texts that share
the same CUI(s). From now on in the paper, we refer to this dataset as
cb_msd_swap.

To analyze the impact collected training sets may have on the final
task at different similarity thresholds, we retrieved several datasets at
different threshold ranges based on the quantiles they separate in the
entire training set. We thus selected the following ranges between the
following quantiles: {99%, 95%, 90%, 85%, 80%, 75%, 70%, 50%}. To
minimize the impact of the training set size, we used the same number
of samples for each interval (with the exception of the ones above
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Fig. 2. Average overlaps between collected datasets.

99% and between 99% and 95%, which contained a smaller number of
samples). We then evaluated the overlap between the datasets collected
by the several models by averaging their overlap at each quantile. As
shown in Fig. 2, datasets were more or less dissimilar, on average. The
pre-trained models are more similar to each other than to the fine-
tuned ones. Also, the two datasets collected with the cb_msd model
look mostly overlap.

5. Automatic and human evaluation

We used both automatic and human evaluation methods to com-
prehensively assess the quality of the style transfer systems and to
understand the strengths and limitations of the models. Each metric
refers to one of the text’s aspects, i.e., the style strength (degree of style
transfer) of the target text, the content preservation between source and
target texts, and the fluency of the generated text. In particular, we
compared our results with some baseline models, i.e., an unsupervised
BART model (having the same architecture as in our system) and all
the models provided by Cao et al. (2020), which include two text
simplification models and three style transfer models. We fine-tuned the
unsupervised BART model without parallel data by employing an itera-
tive back-translation approach (Hoang, Koehn, Haffari, & Cohn, 2018).
Two models for the two transfer directions get trained (almost) simul-
taneously. Specifically, each model generates synthetic parallel data for
the other. In this way, the models get trained in a pseudo-supervised
fashion, each in one direction.

The baselines provided by Cao et al. (2020) include:

• OpenNMT+PT (Shardlow & Nawaz, 2019), an OpenNMT-based
(Klein, Kim, Deng, Senellart, & Rush, 2017) supervised model that
replaces complex words with their simple synonym based on a
phrase table;

• UNTS (Surya, Mishra, Laha, Jain, & Sankaranarayanan, 2019), an
unsupervised neural model consisting of a shared encoder and
a pair of attentional decoders; it is trained with discrimination-
based losses and denoising;

• ControlledGen (Hu et al., 2017), a neural generative model com-
bining variational auto-encoders and style attribute discrimina-
tors for the effective imposition of semantic structures;
7

• DeleteAndRetrieve (Li et al., 2018), an editing-based method that
first deletes style-related words, then retrieves new phrases associ-
ated with the target attribute and uses a neural model to combine
them as the final output;

• StyleTransformer (Dai et al., 2019), a Transformer-based model
that uses cycle reconstruction to learn content and style repre-
sentation without parallel data.

5.1. Automatic evaluation

Following previous works (Lai, Toral, & Nissim, 2021a; Lai et al.,
2021b; Luo et al., 2019; Sancheti, Krishna, Srinivasan, & Natarajan,
2020), we used the following strategies. To assess the content aspect,
we computed BLEU (Papineni et al., 2002) and BERTScore (Zhang,
Kishore, Wu, Weinberger, & Artzi, 2020) between the generated sen-
tence and the human source and reference. BLEU counts the n-gram
matches in the candidate text with the reference one, this can be
roughly formulated as

BLEU-𝑛 =

∑

𝐶∈{𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠}
∑

n-gram∈𝐶 𝐶𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ(n-gram)
∑

𝐶∈{𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠}
∑

n-gram∈𝐶 𝐶𝑜𝑢𝑛𝑡(n-gram)
(6)

where 𝐶 represents the candidate text and 𝑚𝑎𝑡𝑐ℎ means that a 𝑛-
gram appears in both the candidate and either the source (self-BLEU)
or the reference (ref-BLEU). In particular, we used the overall BLEU
by averaging the scores obtained with 𝑛 = {1, 2, 3, 4}. BERTScore
uses greedy matching to maximize the matching similarity score for
each token in the candidate sentence with each token in either the
source (self-BERTScore) or the reference (ref-BERTScore), and combines
recall (𝑅) and precision (𝑃 ) to compute an 𝐹1 measure. This can be
formulated as

𝑅 = 1
|𝑥|

∑

𝑥𝑖∈𝑥
max
𝑥̂𝑗∈𝑥̂

𝐱⊤𝑖 𝐱𝑗 , 𝑃 = 1
|𝑥̂|

∑

𝑥̂𝑗∈𝑥̂
max
𝑥𝑖∈𝑥

𝐱⊤𝑖 𝐱𝑗 , 𝐹1 = 2 𝑅 ⋅ 𝑃
𝑅 + 𝑃

(7)

where 𝑥̂ and 𝑥 represent the candidate and reference, respectively. We
also included two learnable metrics, BLEURT (Sellam, Das, & Parikh,
2020) and COMET (Rei, Stewart, Farinha, & Lavie, 2020), as they
have shown promising correlation results with human judgments in
the evaluation of machine translation, as well as style transfer tasks
as formality (Lai, Mao et al., 2022).

For what concerns the evaluation of the style of texts, we used a
TextCNN-based (Kim, 2014) classifier (trained on the entire training
set) to evaluate the target style accuracy of the transferred texts.

Regarding the fluency, we assessed the perplexity in an analogous
way as in Cao et al. (2020), computing a (pseudo-)perplexity with a
masked language model. As in Salazar, Liang, Nguyen, and Kirchhoff
(2020), for each text 𝑊 𝑖, for each of its tokens 𝑤𝑡, we first computed
the conditional log probability 𝑃𝑀𝐿𝑀 (𝑤𝑡|𝑊 𝑖

∖𝑡) obtained by the model
giving in input the sentence 𝑊 𝑖

∖𝑡, that is the same as 𝑊 𝑖 but with
the 𝑡th token masked. Then, we computed the pseudo-likelihood 𝑃𝐿𝐿𝑖

of each text by summing the contribution for each token. Finally, we
added the scores of all the corpus 𝑆 of sentences together, normalized
the result with respect to the total number of tokens 𝑁 in the corpus,
and exponentiated the result to obtain a measure of pseudo-perplexity
𝑝𝑃𝑃𝐿. The process is summed up in the following equation:

𝑝𝑃𝑃𝐿(𝑆) = 𝑒𝑥𝑝(− 1
𝑁

|𝑆|
∑

𝑖=1
𝑃𝐿𝐿(𝑊 𝑖)) =

= 𝑒𝑥𝑝(− 1
𝑁

|𝑆|
∑

𝑖=1

|𝑊 𝑖
|

∑

𝑡=1
𝑙𝑜𝑔𝑃𝑚𝑙𝑚(𝑤𝑖

𝑡|𝑊
𝑖
∖𝑡))

(8)

To compute such scores, we used (Bio-)ClinicalBert as well as its ver-
sions fine-tuned on the training sets for lay or expert styles. To balance
the data sizes and remove any influence given by the different corpus
dimensions, we reduced the number of experts’ texts during fine-tuning.
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5.2. Human evaluation

The human evaluation was conducted with two different protocols
to capture both the lay people and professional physician’s perspective,
thus we elaborated two different protocols. The lay people were asked
to judge only the style perception of the samples, while the physicians
were asked to judge both the style and the content preservation. For the
evaluation of the pseudo-parallel datasets collected with the Semantic
Textual Similarity models, only the evaluation by the physicians was
conducted. The goal was to ensure that the content preservation was
evaluated by experts in the field, as lay people without the right field
expertise were deemed unreliable in assessing it.

Due to the high cost of hiring professional healthcare personnel,
we carried out the annotations in only one direction, from expert to
layman. The reason for this choice is that text simplification tasks have
been more widely studied in the past and are considered more impor-
tant for real-world applications. Due to cost constraints, we selected
only one of our TST models for evaluation. We made this decision
based on the results of our automatic evaluation (Section 6.1). We
examined the results of the pseudo-parallel datasets collected with re-
spect to similarity quantiles and focused on models trained on datasets
collected at the 85% quantile. This was because the parallel sets at
the 85% quantile score were closer to the results obtained on the gold
test set and the TST models trained on them generally showed good
balance between content preservation and style evaluation. Among
all the TST models trained on the pseudo-parallel sets (Section 4.1),
we chose the one trained on the cb_mqp_csts1 set (at 85% quantile)
because it achieved higher content preservation scores on average.
We also compared the outputs of this model and the model trained
on cb_msd_swap (at 85% quantile), which performed similarly. We
found that the former tended, in some cases (especially when the input
sentence was relatively short), to generate more accurate explanations
of medical terms (see Section 6.4). Regarding perplexity metrics, the
trends were not clearly separable, so they did not influence our final
decision.

To compare our system with state-of-the-art models, we selected the
Style Transformer as our competitor. This decision was made for two
reasons. Firstly, among the previously proposed models in the literature
for Expertise Style Transfer, the Style Transformer showed more consis-
tent results in terms of the balance between content preservation and
style strength, as noted in Cao et al. (2020). Secondly, its architecture
and training approach are similar to our unsupervised model, allowing
us to demonstrate the improvement of our methodology compared to
unsupervised approaches. In particular, we excluded our unsupervised
model from the human evaluation due to its high content preservation
scores, which resulted in outputs that were mostly repetitions of the in-
puts. Moreover, we included the gold lay references in the comparison
to evaluate the models’ proximity and accuracy compared to the gold
references. The annotators were not aware of which system generated
which text.

During the evaluation process, we excluded samples with source
texts that were less than 5 or more than 32 tokens, as well as samples
where either of the models produced an output that was identical to
the source text. This ensured a fair comparison between the models
and reduced the annotators’ workload, eliminating trivial examples. We
also used different annotation protocols for lay people and experts and
asked both groups to judge the same texts.

5.2.1. Annotation protocol for layman
We hired ten lay individuals who were proficient in English but

lacked a background in medicine or related fields. We asked them to
select the easier text to understand from each pair, which consisted of
the source text and one of the system outputs (or the reference text).
To reduce bias, the pairs were shuffled before being presented to the
annotators.
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Each subject annotated 30 samples, consisting of 3 pairs for each
system. There was an overlap of 10 samples with another subject to
evaluate the agreement between annotators, resulting in 250 annota-
tions. We measured the agreement between annotators using Cohen’s
Kappa (𝐾 𝑙𝑎𝑦) (Cohen, 1960) and evaluated the style transfer as the ratio
of texts judged to be easier to understand than the related source text
(𝑆𝑡𝑦𝑙𝑎𝑦).

5.2.2. Annotation protocol for expert
We hired four physicians proficient in English from the Department

of Orthopaedic Surgery of University Campus Bio-Medico of Rome,
Italy. The expert evaluation consisted of two sets of annotations. The
first set evaluated the content preservation of the collected pseudo-
parallel data, while the second set evaluated the style transfer of the
outputs of the style transfer systems.

They were asked to assess the content preservation for both sets
and the style strength for the outputs, based on the quality of the
changes made to the original style. The experts were asked to judge
the texts independently, taking into account the specific guidelines
provided. Regarding content preservation, they were instructed to as-
sess content preservation based on the guidelines followed in previous
literature (Wang, Afzal et al., 2020) To assess style strength, they were
asked to consider terminology and empirical evidence knowledge gaps,
as highlighted in Cao et al. (2020), while ignoring fluency issues and
content as well. The questions and answers included in the protocols
are summarized in Table 4, along with the scores associated with each
answer.

For evaluating the pseudo-parallel data, a total of 350 samples were
presented to the annotators, consisting of one expert sentence and its
lay counterpart. These samples were randomly selected from one of
the quantile-dependent sets collected with cb_mqp_csts1. We excluded
samples from the 99% quantile, which contained pairs of identical
texts. This protocol was designed to analyze how the quality perceived
by physicians changes across different quantile ranges.

The evaluation of the outputs of the three systems was done by
presenting 250 samples to the annotators. Each sample consisted of
one source text and three rephrased texts. To decrease the cognitive
effort required, the source text and all outputs were presented on the
same page to the annotators. This approach may have introduced bias
as the annotators were not asked to perform a relative rating (Briakou,
Agrawal, Zhang, Tetreault, & Carpuat, 2021) between systems. We thus
evaluated the content preservation (𝐶𝑛𝑡) and the style strength (𝑆𝑡𝑦) by
looking at the average scores and their ranking comparisons.

To assess the consistency between the annotators, we presented
a subset of 100 training samples and 50 outputs samples to both
the physicians involved in the annotation phase of training sets and
outputs, respectively. We utilized the quadratic weighted version of the
Cohen’s Kappa (𝐾𝑤) (Cohen, 1968), which just require the distribution
of the distance between two annotations to be ordinal (Vanbelle, 2016).
By considering 𝑦𝑖 and 𝑦𝑗 as the annotations made by annotators 𝑖 and 𝑗,
respectively, and computing the weights using the following equation

𝑤𝑖,𝑗 =
(𝑦𝑖 − 𝑦𝑗 )2

(𝑁 − 1)2
(9)

where 𝑁 is the number of choices, we can measure the agreement
while taking into account the severity of the disagreement between
annotators. Trivially, a disagreement between annotators evaluating a
pair of texts as completely equivalent and unimportant details differ is

eighted less than a disagreement between completely equivalent and
completely dissimilar (refer to Table 4).

6. Results and discussion

In this section, we present and analyze all of the results, including
both automatic and human evaluations. The annotations provided us
with the opportunity to examine the correlation between automatic
scores and human judgments. The input from the annotators also
facilitated a qualitative analysis, where we highlighted the key aspects

of the style transfer task and the results obtained from the models.
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Table 4
Questions and answers, included in the expert protocols, for the evaluations of content preservation and style strength. On the left
of each answer, the associated score is reported.

Content preservation

Q: To what extent is the rewritten text still conveying the same content as the source text?
0: The two texts are completely dissimilar.
1: The two texts are not equivalent, but are on the same topic.
2: The two texts are not equivalent, but share some details.
3: The two texts are roughly equivalent, but some important information differs/missing.
4: The two texts are mostly equivalent, but some unimportant details differ.
5: The two texts are completely equivalent, as they mean the same thing.

Style strength

Q: To what extent the process of rewriting for a lay audience can be considered a good attempt?
0: The rewriting process is not a good attempt, performing no changes from the source text.
1: The rewriting process is not a good attempt, performing some changes that are not good for the scope.
2: The rewriting process made some minimal good changes but the rewritten text still mostly targets an expert audience.
3: The rewriting process made quite substantial changes, although there are some elements for an expert audience.
4: The rewritten text really targets a lay audience.
Fig. 3. Automatic content preservation metrics (in terms of %) for the collected parallel sets, indicated with the // symbol over the quantile ranges. The most relevant models
are reported. The blue solid horizontal line indicates the score computed between the source and the gold reference.
6.1. Automatic evaluation

With regards to the automatic evaluation, we provide plots to under-
stand the impact of different training sets on TST performance. Fig. 3
displays the content preservation metrics for the collected parallel
training sets, indicated with the symbol ‘‘//’’. The same metrics were
assessed for the TST system outputs in relation to both the source
and target, denoted with the ‘‘self-’’ and ‘‘ref-’’ prefixes, respectively,
and are shown in Figs. 4 and 5. Fig. 6 reports the automatic met-
rics assessing the style strength and perplexity of the outputs. We
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present the (pseudo-)perplexities using the original (Bio-)ClinicalBert
and its fine-tuned versions on the lay or expert corpora. For clarity, we
only show the most relevant models in the plots, and each subfigure
presents the scores of the MSD test set as the baseline(s) and the
best-performing state-of-the-art models in terms of content preservation
(ControlledGen), stability across content preservation and style strength
(StyleTransformer), and our unsupervised BART model as competitors.
The results for all systems can be found in Tables A.1 and A.2 in the
appendix.
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Fig. 4. Automatic content preservation metrics (in terms of %) over the quantile ranges for the most relevant models, computed with respect to the source (self-). The blue solid
horizontal line indicates the score computed between the source and the gold reference, while the other horizontal lines refer to the competitors.
6.1.1. Automatic evaluation of pseudo-parallel data
The results in Fig. 3 indicate that the different automatic metrics

share similar trends, although their values may vary. The // BERTscore
has a limited range compared to the other metrics, while, as expected,
// BLEU does not show negative values like // BLEURT and // COMET.
The pseudo-parallel datasets collected with different models exhibit
similar trends across all metrics, with similar values in the beginning,
which suggests that the sets overlap more at high quantiles regardless of
the model used for collection. After the 90% quantile, the differences in
the collected datasets are captured by the metrics, except for // BLEU.
As previously discussed in Section 5.2, the sets are generally closer to
the test set around the 85% quantile, regardless of the metric used for
evaluation.

6.1.2. Automatic evaluation of systems’ outputs
In Figs. 4 and 5, it is evident that the characteristics of the parallel

training sets have an impact on the performance of the style transfer
systems. The metrics used to measure content preservation in the
outputs show a similar trend, with the metrics denoted with the self-
prefix showing a closer range of values compared to those denoted
with the ref- prefix. Specifically, the ref-metrics have a lower starting
point and a gentler slope, with the exception of the ref-BERTscore,
which shows a modest increase at first. However, its variations are
still limited. At lower quantiles, the different metrics present different
rankings for the models, with the model trained on the set collected
using the cb_mqp_csts1 model showing higher ranking positions for both
the self- and ref-metrics.
10
However, the low content scores of the gold references highlight the
difficulty of the task. The models generally achieved higher self-scores,
which may indicate either their superiority over the human references
or that the self-metrics are not appropriate for this task.

The trend observed in the first plot of Fig. 6 is reversed when
considering the style strength accuracy metric calculated using the
TextCNN style classifier. This difference in behavior can be attributed
to the parallel dataset used to train the models. At high quantiles,
the parallel texts are considered very similar or even identical, as
demonstrated by the close to 100% // BLEU scores. However, at the
lower quantiles, the texts are too dissimilar from one another. At one
extreme, the model was trained to mainly reproduce the input, while
at the other extreme, the model was trained to generate outputs that
are too dissimilar from the source, but closer to the desired style. It is
worth noting that, with the early quantiles, the content preservation
performance of our model outperformed the state-of-the-art systems.
However, in the following quantiles, our model outperformed the style
strength of state-of-the-art systems, excluding the score achieved by the
DeleteAndRetrieve system, which was found to be the worst in terms of
content preservation, as indicated in Appendix.

The results of the different models on the style transfer task suggest
that there is a trade-off between style strength and content preserva-
tion. Models trained on non-fine-tuned models, such as cb and bert,
showed higher style strength, but worse content preservation (espe-
cially in self-metrics) compared to other models. This may indicate
that non-specialized Semantic Textual Similarity models tend to collect
less related text pairs to train TST models, that thus produce outputs
that are less related to the input, resulting in a higher variability.
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Fig. 5. Automatic content preservation metrics (in terms of %) over the quantile ranges for the most relevant models, computed with respect to the gold reference (ref-). The blue
solid horizontal line indicates the score computed between the source and the gold reference, while the other horizontal lines refer to the system competitors.
The ControlledGen and unsupervised BART models, on the other hand,
showed strong content preservation, but poor style strength. This trade-
off between content preservation and style strength explains why the
StyleTransformer was chosen as the model as our competitor during
human evaluations. Unfortunately, none of the models were able to
reach the level of style strength seen in the test set. However, the high
accuracy reached by the style classifier on the test set confirms the
ability of this model to distinguish between expert and lay styles.

The plots in Fig. 6 display the perplexities calculated using (Bio-
)ClinicalBert (𝑝𝑃𝑃𝐿) and its fine-tuned models on the lay and expert
corpora (𝑝𝑃𝑃𝐿𝑙𝑎𝑦 and 𝑝𝑃𝑃𝐿𝑒𝑥𝑝, respectively). These metrics show a
trend that is similar to the trend observed for the content preservation
metrics. As the quantile ranges increase, the perplexity decreases,
reflecting the increased variability in the related training set. This
behavior is more pronounced for the perplexity model that was fine-
tuned on the lay corpus. Interestingly, the 𝑝𝑃𝑃𝐿𝑙𝑎𝑦 scores are higher
than the 𝑝𝑃𝑃𝐿𝑒𝑥𝑝 scores for each model. This suggests that the lay
outputs generated by the models are more similar to the expert training
corpus than to the lay corpus. The lay test corpus is the exception
for it (while the expert test corpus shares this behavior as was ex-
pected), reflecting that the test set was extracted from the same corpus
from which the training dataset was collected. At lower quantiles,
the perplexity metrics for models trained on sets collected using fine-
tuned models are similar to those for models trained on sets collected
using non-fine-tuned models, and vice versa. This can be attributed
to the increased variability of the training sets obtained using non-
fine-tuned models. This behavior can be attributed to the variability of
11
the training sets. The use of non-fine-tuned models to collect parallel
sets results in pairs of more dissimilar sentences, which increases the
variability of what the model has seen during training. In general,
our models have lower perplexities than the state-of-the-art models
and our unsupervised BART baseline, regardless of the quantile range,
demonstrating their effectiveness.

6.2. Human evaluation

The results of the human evaluation of our model (based on the
training set collected with cb_mqp_csts1 at the 85% quantile), com-
pared with the state-of-the-art (StyleTransformer) and gold references,
are reported in Table 5.

6.2.1. Human evaluation agreements
Before analyzing the results, the quality of the annotation process

was assessed by measuring the agreement between annotators. The lay
annotators evaluated the style as a binary task, choosing the easier-to-
understand text among the source and a system output. The average
Cohen’s Kappa (𝐾 𝑙𝑎𝑦) was .32 (±.15), which can be considered fair
agreement as suggested by previous literature (Landis & Koch, 1977).
However, the high standard deviation suggests that some pairs are
easier to annotate than others. The agreement on the individual systems
was also evaluated. It is worth noting that, despite the fact that the
annotators agreed the most on the outputs generated by StyleTrans-
former (𝑆𝑇 ), this model achieved the lowest score for lay people in
terms of style-related performance. This means that the lay annotators
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Fig. 6. Automatic style strength metric (in terms of accuracy percentage) and (pseudo)perplexity metrics. The latter were computed using a (Bio-)ClinicalBert masked language
model (𝑝𝑃𝑃𝐿) and its fine-tuned versions on expert and lay corpora (𝑝𝑃𝑃𝐿𝑒𝑥𝑝 and 𝑝𝑃𝑃𝐿𝑙𝑎𝑦, respectively).
mostly agreed its outputs was not easier to understand compared to
the source. This aspect was discussed in more detail in the qualitative
analysis Section 6.4. On the other hand, our model achieved higher
results, comparable to the gold reference, indicating that it was able to
effectively make changes in the direction of simplification.

Unlike lay annotators, we decided to have experts to judge using
a scale. Thus, the original Cohen’s Kappa was not appropriate for
measuring their agreement. We thus applied its quadratic weighted
version (as described in Section 5.2), instead. Plus, we asked the physi-
cians to judge not only the style but the content preservation too. We
assessed the agreement score for both content (𝐾𝑐𝑛𝑡

𝑤 ) and style (𝐾𝑠𝑡𝑦
𝑤 ),

separately. However, since the weighted Cohen’s Kappa interpretation
is debated, with its results influenced by the weight scale (Vanbelle,
2016), we also assessed the Spearman correlation indices (𝜌𝑐𝑛𝑡 and
𝜌𝑠𝑡𝑦). The expert annotators showed moderate agreement, with a Kappa
score of .42 for content preservation and .50 for style strength. The
Spearman scores support these results (Shrout, 1998). We also looked at
the agreement scores for each system individually. The annotators were
more in agreement on the content preservation of the system outputs
than on the gold reference (𝑅𝑒𝑓 ). This indicates that the reference
may have undergone more changes from the source text, leaving room
for more interpretation by the annotators. For the style analysis, the
results from the expert annotators were similar to those obtained from
lay people. Regarding the style analysis, the expert annotators showed
outcomes analogous to the ones obtained with lay people.
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6.2.2. Human evaluation of systems’ outputs
Moving to the proper evaluation analysis, our model (𝑂𝑢𝑟𝑠) per-

formed better on average compared to the state-of-the-art model, fur-
ther highlighting the improvements brought by our approach. While
our model’s content preservation scores were even higher than the
reference, its style scores were still lower. This suggests that our model
prioritizes maintaining the meaning of the input over making signif-
icant changes to the text. While this is not ideal, it is preferable to
avoid losing information, even if it means making only minor changes
that may not be as noticeable to a layperson. In this sense, it can hardly
compete with the abstraction level of the gold references. The heatmaps
in Fig. 7 show that it outperforms the reference in content preservation,
but is not as good as the reference in changing the style. while both
our model and the reference outperformed the StyleTransformer in both
content preservation and style, as well as overall. Additionally, despite
often making only minimal changes, the outputs from our model were
still rated as easier to understand than the source texts by lay people,
which is a significant improvement compared to the state-of-the-art.
In the lay evaluation, in particular, the outputs from our model were
found to be very similar to the gold references.

6.2.3. Experts’ evaluation of pseudo-parallel data
In addition, we performed an expert evaluation to assess the content

preservation quality of the parallel sets at different quantiles. To de-
termine the agreement between annotators, we used 100 samples and
calculated the quadratic weighted version of Cohen’s Kappa and the
Spearman correlation. The annotators showed moderate to substantial
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Table 5
Evaluation results for the gold reference (𝑅𝑒𝑓 ), the StyleTransformer (𝑆𝑇 ), and our model (𝑂𝑢𝑟𝑠), as well as the three systems together (𝐴𝑙𝑙). The first block regards the agreement
between annotators assessed with a given number of samples (#). For lay annotators, the agreement is assessed with Cohen’s Kappa (𝐾 𝑙𝑎𝑦), while for the experts it is measured
with the quadratic weighted version (𝐾𝑤) and the Spearman correlation index (𝜌), for both content preservation (𝑐𝑛𝑡) and style strength (𝑠𝑡𝑦). The second block reports the human
evaluation results (in terms of percentages) of the different systems for lay and expert annotations. For the former case, the style is evaluated as the ratio between the number of
texts judged easier to understand than the related source text (𝑆𝑡𝑦𝑙𝑎𝑦). For the latter, both content and style scores are normalized with the range of the related scale. The third
block is dedicated to the automatic (self-)metrics computed with respect to the source text and the style strength. The best results for each metric are shown in bold.

System # Agreement Human evaluation Automatic evaluation

𝐾 𝑙𝑎𝑦 𝐾𝑐𝑛𝑡
𝑤 𝐾𝑠𝑡𝑦

𝑤 𝜌𝑐𝑛𝑡 𝜌𝑠𝑡𝑦 𝑆𝑡𝑦𝑙𝑎𝑦 𝐶𝑛𝑡 𝑆𝑡𝑦 𝐵𝐿𝐸𝑈 𝐵𝐸𝑅𝑇 𝐵𝐿𝐸𝑈𝑅𝑇 𝐶𝑂𝑀𝐸𝑇 𝑆𝑆

Ref 50 .26 ± .36 .24 .21 .41 .31 69.00 65.12 ± 29.23 71.60 ± 27.59 14.01 89.74 4.77 −4.62 94.67
ST 50 .31 ± .45 .63 .34 .62 .31 28.50 62.00 ± 25.35 31.35 ± 17.15 53.66 94.98 7.38 19.02 53.93
Ours 50 .16 ± .27 .57 .20 .66 .19 66.50 79.48 ± 20.42 48.80 ± 27.95 41.40 95.36 43.99 44.56 54.22

All 150 .32 ± .15 .42 .50 .50 .52 – – – – – – – –
Fig. 7. Ranking comparison regarding human evaluations for content preservation, style strength, and a combination of the two (overall). The darker the color of the cell (𝑖, 𝑗),
the more times the 𝑖th system (on the 𝑦-axis) was ranked better than the 𝑗th model (on the 𝑥-axis) on the same sample. Note that the sum between the cell (𝑖, 𝑗) and the cell (𝑗, 𝑖)
is lower than 1 because of cases of draws. For the same reason, the diagonal is represented by all zeros.
agreement (𝐾𝑐𝑛𝑡
𝑤 = .60, 𝜌𝑐𝑛𝑡 = .64). The results of the evaluation are

shown in Fig. 8, which displays the normalized average and standard
deviation of the content preservation scores for the expert annotators.
The average content preservation score generally decreases as the
quantile threshold decreases, but the trend becomes less clear for lower
quantiles, especially between 70% and 50%. This is also reflected in the
automatic metrics, which show similar values for the lower quantile-
related parallel sets (Fig. 3). The same pattern is observed in the self-
and ref-metrics for the style transfer task (Figs. 4 and 5). These results
suggest that decreasing the threshold below a certain value leads to
parallel sets of similar low quality.

The results of our evaluation indicate valuable insights, even though
direct comparison with the outputs and pseudo-parallel sets annotation
tasks is not feasible due to varying setups and annotators. The higher
level of agreement between annotators implies that they may be more
in agreement about the quality of content preservation in parallel
corpora automatically collected compared to those generated by a
model or even those annotated by human experts (gold references).
These results suggest that our pipeline for collecting parallel corpora for
the style transfer task in the medical domain can be applied effectively
based on the similarity threshold, and could potentially be used as a
pre-annotation phase to minimize the annotators’ workload and limit
the changes between source and target texts.

6.3. Comparing automatic and human evaluations

The comparison of the automatic evaluation scores with the hu-
man evaluation scores in Table 5 reveals some interesting findings.
Although the comparison of BLEU scores between the StyleTransformer
and our model are not directly comparable, the automatic self-metrics
for content preservation tend to have a similar behavior as the human
evaluation scores. To further explore the agreement between the au-
tomatic and human evaluation metrics, we analyzed the correlation
between them for both content preservation and style strength. Table 6
shows the Spearman correlations for self- and ref-content metrics (𝜌𝑠𝑒𝑙𝑓
13
Fig. 8. Human evaluation results in content preservation for the collected pseudo-
parallel datasets over the quantile thresholds. The results are reported in terms of the
normalized average and standard deviation scores.

and 𝜌𝑟𝑒𝑓 , respectively), as well as for style (𝜌𝑠𝑠). The results show
that the correlation between the self-metrics and human judgments is
higher compared to the correlation between the ref-metrics and human
judgments. This is consistent with past literature (Lai, Mao et al.,
2022). Overall, BLEURT and COMET are the metrics that show the
highest correlation with human judgments, both in the self- and ref-
setting. It is also worth noting that the reference texts (𝑅𝑒𝑓 ) have a
lower correlation with self-metrics compared to the two models, which
highlights the aggressive differences between the reference texts and
the associated source texts. Furthermore, the StyleTransformer model
(𝑆𝑇 ) shows higher correlation scores, suggesting that there is a stronger
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Table 6
Spearman correlation scores between expert human judgments and automatic metrics for the gold reference (𝑅𝑒𝑓 ), the StyleTransformer (𝑆𝑇 ), and our model (𝑂𝑢𝑟𝑠), as well as the
three systems together (𝐴𝑙𝑙). The # column reports the number of samples used to assess the correlation scores. For content preservation scores, we reported correlation involving
both self- (𝜌𝑠𝑒𝑙𝑓 ) and ref- (𝜌𝑟𝑒𝑓 ) metrics. The last column instead assesses the correlation (𝜌𝑠𝑠) between the style annotations and the outputs of our trained style classifier. The best
ontent-related correlations for each system are shown in bold.
System # Humans-BLEU Humans-BERT Humans-BLEURT Humans-COMET Humans-SS

𝜌𝑠𝑒𝑙𝑓 𝜌𝑟𝑒𝑓 𝜌𝑠𝑒𝑙𝑓 𝜌𝑟𝑒𝑓 𝜌𝑠𝑒𝑙𝑓 𝜌𝑟𝑒𝑓 𝜌𝑠𝑒𝑙𝑓 𝜌𝑟𝑒𝑓 𝜌𝑠𝑠

Ref 250 .45 – .42 – .41 – .43 – .10
ST 250 .59 .21 .68 .22 .67 .43 .67 .42 - .03
Ours 250 .64 .34 .60 .21 .62 .30 .65 .30 .20

All 750 .39 .26 .45 .27 .60 .46 .58 .44 .34
correlation between automatic metrics and human evaluations when
judging a less-performing system.

When examining the results for the style aspect, a noticeable feature
is the low correlation score for the StyleTransformer. This is likely due
to the model’s strategy of replacing complex terms with simpler but
often unrelated words, which are evaluated as simplifications by the
classifier that is less influenced by the outputs’ meaning and fluency
than humans. Additionally, the correlation score for reference texts,
which the style classifier was able to identify well, is notably low.
This highlights the difficulty for humans in assessing the style strength,
separating it from the structure and semantics. These findings are in
line with recent studies in the field (De Mattei, Cafagna, Dell’Orletta,
& Nissim, 2020).

6.4. Qualitative analysis

Our manual inspection was conducted on a significant number of
examples and incorporated the feedback from the expert annotators.
The three models we focused on were: our cb_mqp_csts1 model at
85% quantile, the StyleTransformer system, and a model based on the
cb_msd_swap dataset (at 85% quantile) which had similar performance
to our model. We did not take into consideration the models’ outputs
that were not mere repetitions of the input. The results of our analysis
allowed us to draw some qualitative conclusions. Firstly, we observed
that each model employed different strategies to simplify the text. In
instances where our models could not substitute a complex term, they
attempted to provide an explanation:

Source: Pulmonary arteries are affected, sometimes causing pulmonary
hypertension.

StyleTransformer: Pulmonary arteries are affected, sometimes causing
intravenously recurring.

cb_mqp_csts1 (85%): Pulmonary hypertension is a condition in which
blood pressure in the lungs is too high.

This behavior is particularly noticeable for shorter or incomplete sen-
tences:

Source: IV fluids.

StyleTransformer: common fluids.

cb_mqp_csts1 (85%): IV fluids are given intravenously.

cb_msd_swap (85%): Blood and urine are given intravenously.

Of course, not all of the found examples are good attempts, as some-
times the models produced irrelevant or meaningless explanations:

Source: Biopsy.

cb_mqp_csts1 (85%): Biopsy is the most common type of bleeding disor-
der.

cb_msd_swap (85%): Biopsy is given intravenously.

Despite that, these examples indicate that our models tend to pro-
vide explanations when unable to substitute significant terms, and at
times, exhibit good domain knowledge. Additionally, we discovered
some domain knowledge related to gender in our models, which was
interesting.
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Source: Most patients have pelvic pain (which is sometimes crampy),
vaginal bleeding, or both.

StyleTransformer: Most people have pelvic pain (which is sometimes
crampy), vaginal bleeding, or both.

cb_mqp_csts1 (85%): Most women have pelvic pain (which is sometimes
crampy), vaginal bleeding, or both.

Another trend that we observed, is that all models tend to replace the
word patient with a less domain-specific term such as people (or woman,
as in the previous example). This may indicate that the lay corpus
does not use the word ‘‘patient’’ in the same way as the expert corpus.
However, being a common word, this change was often not considered
by annotators as valid. Additionally, we noticed that our models were
better at handling certain abbreviations, such as hr and yr, while the
StyleTransformer model struggled with these:

Source: Jaundice usually peaks within 1 to 2 wk. Recovery phase: During
this 2- to 4-wk period, jaundice fades.

StyleTransformer: Jaundice usually peaks within 1 to 2 relieving.

cb_mqp_csts1 (85%): Jaundice usually peaks within 1 to 2 weeks.

cb_msd_swap (85%): Jaundice usually disappears within 1 to 2 weeks.

The above example shows that the models tend to simplify the structure
of the source text when it is complex. Specifically, if the source text
consists of multiple sentences, the models often truncate the output,
removing either the left or right context. We believe it to be due to the
one-sentence nature of the training corpus and the limited input token
lengths of the models.

In particular, when the StyleTransformer model encounters stylistic
change, its output often appears messy. This is partially confirmed by
higher perplexities and the annotators’ results and feedback. The lay
annotators frequently commented on the presence of poorly structured
sentences in the model outputs. Despite the model’s attempt to simplify
the input, it often made the sentences difficult to comprehend, leading
the annotators to prefer the original expert text. This posed a challenge
for the annotators when the source text was already hard to understand
and the meaning of the model’s output was clearer, despite being
messy.

Some annotators found shorter sentences easier to understand,
while others preferred longer texts for their added context. Choosing
between the two was often complicated by differences in meaning
caused by extra information in one of the texts, too. Moreover, minimal
changes, such as capitalization of common terms or the substitution
of common words (e.g., patients), were often randomly judged by lay
annotators, while experts typically considered these situation as no good
changes to no changes when no other alterations were made.

7. Conclusion

Our study has demonstrated the effectiveness of our Text Style
Transfer system in improving the communication between physicians
and patients, alleviating the issues arising from the curse of knowl-
edge. By leveraging a pre-trained denoising autoencoder (BART) model
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Table A.1
Results of the automatic evaluations of our models with respect to the collected parallel training sets. Both sets and models were evaluated at various quantile thresholds. For the // metrics, with the bold font we indicate the values
closer to scores obtained on the test set. For the others, we used it to indicate the best scores obtained. In particular, the values in red indicates the state-of-the-art scores. For the test set, the perplexity scores of both lay and expert
corpora are reported in this order.
TST Model STS Model Quantile // BLEU self-BLEU ref-BLEU // BERT self-BERT ref-BERT // BLEURT self-BLEURT ref-BLEURT // COMET self-COMET ref-COMET SS pPPL pPPL (lay) pPPL (exp)

Test set – – 14.01 14.01 14.01 89.74 89.74 89.74 4.77 4.77 4.77 −4.62 −4.62 −4.62 94.67 6.14/5.05 2.70/3.19 3.27/2.53

BART (unsup) – – – 81.78 12.62 – 99.04 89.50 – 96.04 4.14 – 90.75 −16.07 10.96 5.41 3.38 2.67

BART bert 0.99 99.84 93.94 13.72 100.00 99.80 89.70 104.21 98.26 4.26 104.07 98.79 −12.86 15.85 5.43 3.43 2.72
0.95 55.87 68.94 12.76 96.17 98.24 89.89 63.79 78.67 2.77 68.93 81.86 −14.93 37.19 5.36 2.99 2.64
0.90 21.92 43.27 10.39 91.42 96.08 89.88 28.82 54.14 −1.09 27.97 57.90 −20.14 52.15 5.00 2.57 2.47
0.85 11.22 26.75 8.25 88.91 93.12 89.13 15.04 35.50 −3.74 6.47 33.46 −25.88 70.22 4.50 2.18 2.28
0.80 8.20 21.27 7.34 87.95 91.59 88.66 9.27 24.88 −6.94 −3.08 20.65 −30.08 74.07 4.41 2.01 2.2
0.75 6.36 19.09 6.10 87.52 91.21 88.40 6.51 21.49 −8.69 −8.64 17.13 −33.00 77.93 4.41 2.02 2.23
0.70 5.60 20.02 7.28 87.18 91.34 88.56 4.01 22.66 −7.18 −12.79 17.20 −32.12 76.59 4.23 1.97 2.19
0.50 4.23 18.66 6.71 86.82 91.64 88.74 0.12 23.68 −6.53 −20.27 18.21 −31.02 76.30 3.93 1.82 2.06

BART cb 0.99 99.88 93.85 13.68 99.99 99.79 89.70 104.21 98.09 4.29 104.03 98.85 −12.69 15.85 5.47 3.46 2.74
0.95 56.77 64.08 11.92 96.22 98.04 89.83 61.81 75.60 1.18 68.26 77.80 −17.36 36.30 5.36 2.93 2.60
0.90 23.09 43.73 9.86 91.52 96.24 89.84 23.65 54.02 −2.02 24.15 57.13 −21.83 48.30 5.29 2.67 2.56
0.85 11.75 27.38 8.31 88.99 93.59 89.43 7.80 34.02 −4.74 19.48 33.46 −26.81 66.22 4.98 2.24 2.43
0.80 8.38 26.98 8.31 87.98 93.40 89.32 1.85 33.35 −5.44 −7.81 33.84 −26.01 64.89 4.65 2.16 2.32
0.75 6.49 24.78 7.92 87.30 93.09 89.19 −2.73 30.41 −6.36 −15.29 28.59 −29.93 69.04 4.76 2.11 2.28
0.70 5.31 21.28 7.30 87.13 92.42 89.12 −4.03 26.59 −5.51 −18.41 26.53 −27.21 74.22 4.31 1.95 2.15
0.50 4.10 20.30 7.12 86.84 92.35 89.11 −7.60 23.83 −6.15 −23.82 21.56 −30.21 73.93 4.10 1.90 2.10

BART cb_csts1 0.99 99.87 93.95 13.72 100.00 99.80 89.70 104.21 98.15 4.26 104.05 98.82 −12.81 15.85 5.49 3.47 2.75
0.95 54.57 66.77 12.40 95.76 98.08 89.89 59.39 75.53 1.38 63.62 77.70 −16.64 35.56 5.39 2.98 2.64
0.90 21.52 41.00 9.83 90.92 95.28 89.72 19.22 47.11 −2.35 14.09 47.09 −23.02 56.74 5.10 2.53 2.48
0.85 12.12 30.31 8.50 89.10 93.83 89.50 5.44 32.65 −5.00 −5.98 33.17 −26.65 63.41 4.92 2.32 2.38
0.80 9.02 30.89 7.90 88.34 94.20 89.58 0.17 35.33 −4.11 −15.09 34.54 −26.45 61.48 4.96 2.36 2.38
0.75 7.66 34.14 8.20 87.90 94.28 89.47 −4.21 35.80 −5.01 −20.30 34.12 −27.26 58.81 4.88 2.35 2.36
0.70 6.45 29.24 7.95 87.59 93.78 89.56 −6.30 32.14 −5.11 −24.76 29.44 −27.41 62.52 4.60 2.22 2.25
0.50 5.02 29.01 7.62 87.11 93.49 89.36 −10.12 29.32 −7.19 −30.48 2 4.49 −29.44 65.63 4.57 2.16 2.25

BART cb_mqp_csts1 0.99 99.86 93.97 13.71 100.00 99.80 89.70 104.22 98.48 4.37 104.06 98.81 −12.89 15.70 5.44 3.43 2.71
0.95 53.70 62.35 11.58 95.86 97.90 89.79 60.17 73.71 0.19 64.64 74.00 −19.12 35.56 5.30 2.90 2.58
0.90 22.48 45.94 10.08 91.71 96.13 89.71 21.41 52.87 −3.31 17.01 53.49 −23.14 48.59 5.15 2.63 2.47
0.85 14.39 41.40 9.63 90.12 95.36 89.70 8.19 43.99 −4.52 −0.97 44.56 −24.33 54.22 5.20 2.56 2.47
0.80 10.57 34.23 8.67 89.23 94.24 89.55 1.44 35.06 −4.97 −11.32 31.93 −27.70 58.96 5.01 2.42 2.43
0.75 9.06 35.31 8.19 88.78 94.24 89.33 −3.56 33.13 −7.96 −18.61 30.75 −31.09 54.22 4.77 2.40 2.35
0.70 7.09 29.22 7.53 88.26 93.8 89.44 −6.37 28.66 −7.40 −24.27 26.88 −29.85 60.00 4.77 2.27 2.31
0.50 5.97 31.86 7.87 87.69 93.86 89.34 −11.65 29.66 −7.31 −32.05 24.78 −31.13 58.57 4.75 2.32 2.30

BART cb_msd 0.99 99.86 93.80 13.75 100.00 99.79 89.70 104.22 97.97 4.23 104.09 98.70 −12.90 16.15 5.52 3.47 2.78
0.95 58.51 67.87 12.50 96.33 98.22 89.87 62.04 78.72 2.08 69.00 80.77 −15.20 35.26 5.35 2.95 2.62
0.90 27.24 47.88 10.16 92.13 96.58 89.75 22.64 55.73 −2.91 22.19 58.80 −22.43 44.59 5.27 2.73 2.55
0.85 14.11 35.38 8.60 89.76 95.00 89.68 3.93 39.08 −5.17 −4.69 39.50 −26.45 56.74 5.13 2.51 2.48
0.80 9.89 30.67 7.79 88.71 94.41 89.53 −5.42 33.48 −7.99 −17.40 33.51 −30.28 59.26 5.26 2.44 2.41
0.75 7.90 29.98 6.87 88.10 94.39 89.41 −10.69 29.32 −9.91 −25.89 31.58 −32.46 52.89 5.03 2.44 2.39
0.70 6.45 29.26 7.44 87.67 93.90 89.46 −14.34 28.48 −8.68 −31.65 29.17 −30.13 61.63 4.96 2.33 2.37
0.50 4.71 24.18 6.44 87.00 93.42 89.31 −21.07 23.04 −10.62 −41.42 20.34 −35.33 60.30 4.66 2.19 2.21

BART cb_msd_swap 0.99 96.05 91.66 14.06 99.76 99.64 89.76 100.94 96.11 4.44 101.33 97.27 −12.52 24.00 5.44 3.30 2.76
0.95 57.78 68.24 12.26 96.23 98.22 89.86 61.69 78.02 1.93 67.74 80.25 −16.34 35.26 5.39 3.02 2.65
0.90 26.58 42.08 9.87 91.97 95.83 89.83 21.94 48.37 −3.29 20.52 50.27 −22.76 52.15 5.40 2.70 2.60
0.85 14.31 33.06 8.30 89.65 94.67 89.72 3.11 35.37 −6.59 −6.42 35.96 −28.23 58.96 5.35 2.54 2.48
0.80 9.70 32.36 7.95 88.58 94.62 89.58 −6.04 35.19 −5.85 −18.53 36.26 −27.94 58.52 4.94 2.38 2.37
0.75 7.89 25.95 7.05 88.04 93.47 89.40 −10.77 23.00 −10.92 −27.23 21.02 −34.44 68.15 5.06 2.28 2.35
0.70 6.30 24.58 6.47 87.60 93.70 89.46 −15.02 25.40 −10.62 −33.26 24.27 −33.02 65.48 5.05 2.26 2.32
0.50 4.65 24.59 6.28 86.96 93.37 89.24 −21.27 21.82 −12.37 −42.46 18.23 −36.32 62.07 4.84 2.21 2.27



Expert Systems With Applications 233 (2023) 120874L. Bacco et al.
Table A.2
Results of the automatic evaluations of the state of the art models are reported, as in Table A.1: with the bold font we indicated the best scores obtained and the red color the
state-of-the-art scores. For the test set, the perplexity scores of both lay and expert corpora are reported in this order.

TST Model STS Model Quantile // BLEU self-BLEU ref-BLEU // BERT self-BERT ref-BERT // BLEURT self-BLEURT ref-BLEURT // COMET self-COMET ref-COMET SS pPPL pPPL (lay) pPPL (exp)

Test set – – 14.01 14.01 14.01 89.74 89.74 89.74 4.77 4.77 4.77 −4.62 −4.62 −4.62 94.67 6.14/5.05 2.70/3.19 3.27/2.53

OpenNMT+PT – – – 59.89 9.92 – 97.16 89.13 – 60.75 −10.96 – 56.43 −33.62 21.04 5.49 3.24 2.64
UNTS – – – 20.49 3.94 – 87.87 83.25 – −47.99 −74.96 – 46.61 −96.89 37.48 31.78 18.46 14.89
ControlledGen – – – 88.61 13.13 – 98.29 89.20 – 63.10 −13.35 – 74.81 −28.38 12.74 5.58 3.65 3.04
DeleteAndRetrieve – – – 6.66 2.95 – 85.05 83.97 – −78.48 −83.77 – −91.43 −110.99 79.56 5.46 4.44 4.51
StyleTransformer – – – 53.66 10.09 – 94.98 88.62 – 7.38 −35.33 – 19.02 −52.77 53.93 10.9 5.73 5.41
A

A

B

B

B

B

B

B

B

B

B

B

C

C

C

C

C

trained with pseudo-parallel data cost-effectively collected through Se-
mantic Textual Similarity techniques, we achieved significantly better
results than existing methods in terms of content preservation, style
strength, and perplexity. Our human evaluations, in particular, show
comparable performance to gold target texts, thus proving applicable
for efficiently improving patient–physician communication, enhancing
the overall health outcomes while reducing healthcare costs. Our re-
sults reinforce the value of our cost-effective methodology for building
improved TST systems and provide solid evidence for the significant
contributions our work has made to the advancement of this research
field.

Furthermore, the comprehensive human evaluation phase involving
experts and lay people, integrated with a qualitative analysis, shed light
on the characteristics and issues of datasets, models, and evaluation
metrics. Such results open the way to new challenges for future de-
velopments. For example, given the appropriate training corpora, our
model could be trained at different expertise levels, bridging the gap
for individuals based on their background. Also, our strategy could
be implemented as a cost-effective preliminary step to minimize the
workload of annotators involved in the collection of parallel datasets.

Moreover, the annotations we collected with the experts can be used
in future studies to develop and evaluate Semantic Textual Similarity
and Text Style Transfer systems in the medical field.
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