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Abstract

The use of Ka-band in satellite links has made rain attenuation a major concern in satellite

network design. Fade mitigation techniques come at the expense of higher satellite resource

consumption, such as bandwidth and power. An accurate estimation of this consumption

is essential for the satellite service providers’ business case, product strategy, and overall

service pricing. However, the spatial correlation of rain fade introduces a high level of

model complexity, and no method is currently available to compute its impact on resource

consumption. Focusing on the return link of satellite broadband networks, this dissertation

proposes a satellite resource dimensioning process that accounts for such a correlation in

several scenarios, depending on the network’s adaptability to rain fade.

Firstly, we investigate nonadaptive network scenarios and answer the following question:

how can the long-term bandwidth requirement of the network be minimized, given a set of

ground terminals, modulations and codings, and discrete bandwidths? We formally define the

long-term carrier allocation problem and analyze current practical solutions. We subsequently

investigate two other potential solutions, found to be more bandwidth-efficient: one based

on heuristics and another based on mixed integer linear programming. Finally, we look at

the impact of several parameters on the performance of those three methods. Overall, we

observe marginal reductions in bandwidth, however, significant (≥10%) gains are reached for

networks with low numbers of terminals and low committed information rates.

Secondly, we investigate semi-adaptive network scenarios with the introduction of adaptive

coding and modulation. However, these technologies come at the cost of higher complexity

when designing the network’s carrier plan and user terminals. Taking into account those

issues is even more important when the satellite link uses frequencies in Ka-band and above,

where rain attenuation is a major concern. To consider such phenomena, we reformulate the

previously presented solutions to factor in spatially correlated attenuation time series, in the

form of a mixed integer linear programming optimization problem. The numerical results for
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a test scenario in Europe show significant bandwidth improvements.

Lastly, we investigate fully-adaptive network scenarios and introduce multibeam aspects.

We formulate a quantile estimation problem based on the broadband service level agreements.

Then, we solve this problem for a given confidence relative interval using spatially correlated

rain fade sample generators. Finally, we provide numerical results for residential and enterprise

broadband satellite scenarios, allowing us to determine the underestimation and overestimation

of satellite resource consumption made by optimistic (independent) and pessimistic (fully

correlated) rain fade assumptions, respectively. Results show that for both assumptions, the

satellite resource consumption can be significantly underestimated or overestimated, thus

proving the importance of considering the spatial correlation of rain fade in the satellite

resource dimensioning problem.

vi



Acknowledgements

First of all, I would like to thank my academic supervisors, Prof. Symeon Chatzinotas, Prof.

Wallace Alves Martins, and Dr. Nicola Maturo, for their support and guidance. I am truly

grateful for the culture of goodwill, curiosity, and freedom that surrounded me during my

research, which undeniably brought significant personal and professional development. For

this, I am also thankful to my past and present colleagues at SnT.

I would like to give a special thanks to my industrial supervisor Luis Emiliani from
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Introduction

1.1 Motivation

1.1.1 The need for rural connectivity

The idea of universal Internet access is nowadays a very real objective of the United Nations.

Among the seven Advocacy targets of the Broadband Commission defined by the International

Telecommunications Union (ITU) report [2], the following two establish clear objectives for

worldwide Internet access:

• Target 2: “By 2025, entry-level broadband services should be made affordable in

developing countries at less than 2 percent of monthly gross national income (GNI) per

capita.”

• Target 3: “By 2025, Broadband-Internet user penetration should reach: a) 75 percent

worldwide, b) 65 percent in developing countries, c) 35 percent in least developed

countries.”

The report acknowledges that connecting rural areas is essential to meet these objectives. It

is further explained in [3, pp. 6-7], which states that the percentage of Internet penetration

for urban populations is 82% vs. 46% for rural populations worldwide.

Aside from personal Internet access, certain commercial and institutional applications

require rural connectivity, such as:

• Remote point-of-sales, such as retail stores, rental services, or gas stations, which require

credit card authentication.

1
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• Banking, used for stock exchange and ATM services.

• Energy, such as oil and gas extraction on remote sites or supervisory control and data

acquisition networks.

• Onboard connectivity for planes, boats, and trains.

• Military and government projects.

1.1.2 The role of satellite broadband

Satellite broadband is a natural solution to bring Internet access in rural areas, due to the

ubiquitous nature of its coverage [4, Section 1]. According to the 2023 Northern Sky Research

(NSR) industry report [5], the satellite broadband market generated around 7 billion dollars of

revenue in 2022. Moreover, the report forecasts a sharp increase in satellite capacity demand

over the next 10 years, especially in developing regions of the globe.

However, satellite broadband is currently far from being the go-to solution for rural

connectivity. The NSR report estimates that over 400 million households could benefit from

satellite services, but only a fraction are currently using satellite broadband. Competitive

service pricing is highlighted as a “key variable” to the growth of satellite broadband revenues.

This concurs with observations made in the European Commission report [6]: over the 12

examples of rural broadband deployments, only one chose satellite broadband as a (partial)

solution. The report mentions the following drawbacks for satellite solutions: high latency

(mostly dependent on the satellite’s orbit), unreliability (due to weather sensitivity), and high

cost.1 Thus, it is crucial for satellite service providers to achieve good quality of service at

the lowest price possible.

1.1.3 Satellite broadband service pricing

The price of offered services in broadband satellite networks is influenced by multiple actors

in the revenue chain, from the satellite manufacturer to the satellite service provider [7], as

shown in Fig. 1.1. The cost of a satellite network can be divided into two components: the

operational expenditure (OPEX) and the capital expenditure (CAPEX). From the perspective

of a satellite service provider, the former relates to recurring costs throughout the network’s

1The report redirects to the link https://geolinks.com/best-rural-internet-options/ (visited on 14/11/2023)
for a list of pros and cons of various connectivity solutions.

https://geolinks.com/best-rural-internet-options/
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Figure 1.1: Illustration of the satellite revenue chain.

lifetime (e.g., lease of satellite resources, ground station maintenance), while the latter refers to

one-time expenses, usually necessary for the service activation (e.g., ground station purchase

and installation).

One of the main OPEX components is the lease of satellite resources necessary to operate

a network with given requirements. The satellite resources influencing the cost of the lease are

typically the transponder bandwidth and power [8, Section 1.3.1] [9, Chapter 13], [10, p. 29].

Determining the appropriate amount of satellite resources for a given network is done through

a process that we call satellite resource dimensioning (SRD) in this dissertation, although

other denominations exist, such as network sizing or network planning.
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One key part of such a process is to determine the impact of rain fade on the system’s

performance. Indeed, for networks operating in the Ka-band and beyond, the attenuation of

the radio signal due to rain can reach high values [11]. Fade mitigation techniques (FMTs)

are needed to avoid the degradation of the quality of service below acceptable level [12].

However, some FMTs, such as adaptive coding and modulation (ACM) [13], will maintain the

service quality in case of rain fade by increasing the satellite resource consumption compared

to non-rainy conditions. Thus, the vulnerability to rain fade implies that the dimensioning

process should factor in a resource margin, depending on the desired quality of service.

1.2 Dissertation outline

In this dissertation, we focus on the impact of rain fade on the dimensioning of satellite return

link resources, in the context of broadband satellite networks. The dissertation is organized

as follows:

• Chapter 2 presents the technical background needed to understand the SRD problem. It

introduces in Section 2.2.2 two FMTs that have a deep impact on the SRD problem: the

first one is the adaptability of the coding and modulation scheme, and the second one is

the adaptability of the carrier plan. Finally, a literature review of existing solutions is

presented and the contributions of this dissertation are highlighted.

• Chapter 3 investigates the SRD problem in the context of constant (i.e., nonadaptable)

coding and modulation scheme (CCM) and static (i.e., nonadaptable) carrier plan (SCP).

Starting from simple service requirements, a carrier allocation problem is formulated and

several solutions of varying complexity are compared through numerical simulations.

• Chapter 4 investigates the SRD problem in the context of ACM scheme and SCP. The

spatial correlation of rain is introduced in the SRD problem using synthetic rain fade

simulators. An optimization problem is presented to solve the SRD problem and is

compared to existing solutions through numerical simulations.

• Chapter 5 investigates the SRD problem in the context of ACM and adaptive carrier

plan (ACP). More complex assumptions are made in this chapter, including the service

requirements, the satellite resource demand model, and the introduction of multibeam
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aspects. A method to solve the SRD problem within a given confidence interval using

synthetic rain fade simulators is presented and validated through numerical simulations.

• Finally, Chapter 6 presents the general conclusions and the future lines of work.

Fig. 1.2 illustrates the dissertation contents and the related publications listed in Section 1.3.1.

Adaptive

Adaptive

Constant

Static

Chapter 1: Introduction

Coding and
Modulation?

Carrier
plan?

Chapter 6: Conclusions and future
works

Chapter 2: Background

Chapter 3: CCM (SCP)
Journal 1

Chapter 4: ACM-SCP
Journal 2

Chapter 5: ACM-ACP
Journal 3

Figure 1.2: Illustration of the dissertation contents.

1.3 Publication list

1.3.1 Journals included in the dissertation

The work presented in this dissertation has led to the publication of three journal articles

that are fully covered in this dissertation:

1. C. Lacoste, N. Maturo, S. Chatzinotas, L. Emiliani, “Optimization of the return

link carrier planning for a constant coding, modulation satellite network,” Frontiers

in Communications, Networks, vol. 2, p. 52, Oct. 2021, ISSN: 2673-530X. DOI:

10.3389/frcmn.2021.744998, (published).

https://www.frontiersin.org/article/10.3389/frcmn.2021.744998
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2. C. Lacoste, W. A. Martins, S. Chatzinotas, L. D. Emiliani, “Inbound carrier plan opti-

mization for adaptive VSAT networks,” IEEE transactions on aerospace and electronic

systems, vol. 59, no. 2, pp. 1–16, 2023, ISSN: 0018-9251. DOI: 10.1109/TAES.2022.3194502,

(published).

3. C. Lacoste, W. A. Martins, S. Chatzinotas, L. D. Emiliani, “Resource dimensioning of

broadband satellite return networks affected by spatially-correlated rain fade,” IEEE

transactions on aerospace and electronic systems, 2023, (submitted), preprint on TechRxiv:

https://doi.org/10.36227/techrxiv.24106125.v1.

1.3.2 Journal not included in the dissertation

The following publication was written during the Ph.D., but was not included in the dissertation

for the sake of consistency:

1. G. Fontanesi, F. Ort́ız, E. Lagunas, V. Monzon Baeza, M. Á. Vázquez, J. A. Vásquez-

Peralvo, M. Minardi, H. N. Vu, P. J. Honnaiah, C. Lacoste, Y. Drif, T. S. Abdu, G. Eap-

pen, J. Rehman, L. M. Garcés-Socorrás, W. A. Martins, P. Henarejos, H. Al-Hraishawi, J.

C. Merlano Duncan, T. X. Vu, and S. Chatzinotas, “Artificial intelligence for satellite com-

munication, non-terrestrial networks: A survey,” IEEE Communications Surveys, Tuto-

rials, 2023, (submitted), preprint on ArXiv: https://doi.org/10.48550/arXiv.2304.13008.

https://ieeexplore.ieee.org/document/9842333
https://doi.org/10.36227/techrxiv.24106125.v1
https://doi.org/10.48550/arXiv.2304.13008


Chapter 2

Background and contributions

2.1 Broadband satellite networks

In this section, we present the background knowledge needed to understand what broadband

satellite networks consist of.

2.1.1 Overview of satellite networks

Satellite networks are primarily characterized by the orbit of the satellites. Circular Earth-

centered orbits are usually categorized into three altitude regions (above mean sea level) [8,

Chapter 2]:

• Low Earth orbit (LEO) for less than 2,000 km of altitude.

• Medium Earth orbit (MEO) between 2,000 and 35,786 km.

• High Earth orbit (HEO)1 for more than 35,786 km.

One special orbit at 35,786 km of altitude, called geostationary orbit (GEO), offers the specific

advantage of matching the satellite’s orbital period with the Earth’s rotation period, thus

the satellite’s coverage appears fixed from a fixed observer viewpoint on the Earth. Another

advantage compared to LEOs and MEOs is the larger field of view of the satellite, covering

around one-third of the Earth’s surface. Because of these particularities, the GEO has been

historically the most utilized orbit for telecommunication systems [14, Chapter 3]. However,

the NSR industry report [5] highlights that non-GEO solutions2 have increasingly gained a

1HEO is sometimes used for highly elliptical orbit, see [8, Section 2.2.1] for more details.
2See [15, Section II.A] for a survey on non-geostationary satellite Internet.

7
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larger share of the total broadband satellite market over the past few years. Nonetheless, we

will focus on the more mature GEO broadband networks in this dissertation.

Fig. 2.1 illustrates the main hardware components typically found in satellite networks.

These are divided into two categories: the ground segment, in blue, and the space segment,

in red. Note that we will focus on the return link in this dissertation. The reasons for this

choice are explained further down in Section 2.2.2.

Satellite

Up
lin
k

Do
wn
lin
k Downlink

Uplink

Forward link

Return link

Gateway Terminal

Ground segment

Space segment

Physical link

Logical link

Figure 2.1: Illustration of a satellite network.

The ground segment

Both the gateway and the terminals are ground stations. A typical ground station is organized

as illustrated in Fig. 2.2 [8, Section 8.1]. Gateways are usually equipped with larger antenna
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Figure 2.2: Illustration of a ground station’s components.
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diameters and higher power amplifiers than terminals. The gateway is connected to the

network providing the services (e.g., Internet via Internet exchange points), while the terminal

is connected to the users’ local area network.

The space segment

The space segment is composed of the satellite, which consists of the payload and the

platform [8, Section 1.3]. The payload consists of all the satellite equipment dedicated to the

radio transmissions, while the platform consists of all the remaining satellite equipment that

supports the payload operations. Typical platform subsystems are:

• Attitude and orbit control.

• Propulsion.

• Electric power supply.

• Telemetry, tracking, and command.

• Thermal control.

• Structure.

In this dissertation, we will assume the payload is “transparent”, i.e., it does not demodulate

and regenerates the received signal.

The satellite payload has two resources available for allocation: bandwidth and power.

These resources are usually distributed inside the satellite payload among several independent

chains called “transponders” [8, Section 1.3.2]. Each transponder corresponds to a physical

amplification chain, as illustrated in Fig. 2.3.

Two pieces of equipment influence the available resources. The bandpass filter determines

the bandwidth allocated to the transponder, and the amplifier determines the power allocated

to the transponder. Traditionally, the transponder configuration is fixed and determines its

capacity. Hence, the physical equipment itself is leased, with the billing being based on the

resource that is proportionally used the most [8, Section 1.3.1], [9, Chapter 13]. However,

with the recent advances in adaptive payload technologies such as multiport amplifiers [16]

and digital transparent processors [17], it can be more relevant for modern satellite systems to

look at the aggregated satellite resources. In such a case, the aggregated bandwidth is defined
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Figure 2.3: Illustration of transparent satellite payload.

as the radio spectrum multiplied by the frequency reuse factor, while the aggregated power is

defined as the sum of active amplifiers’ output power.

The price of satellite resources is determined by the satellite operator and is driven by

the cost of radio spectrum license and orbital position plus the cost of building, launching,

deploying, and operating the satellite [9, Chapter 13]. The majority of these expenses happen

at the satellite’s beginning of life and the pricing of resources is determined to compensate for

these expenses throughout the expected lifetime of the satellite, usually 15 years for GEO

satellites.

Satellite network topologies

The logical connections between ground stations usually follow either a star or mesh topology,

as illustrated in Fig. 2.4 [18, Section 4.7]. Terminals connected in a star topology only

communicate with the gateway, while terminals connected in a mesh topology communicate

directly with each other.3 Two terminals can communicate using the star topology only

through the intermediacy of the gateway. Thus, the mesh network has the advantage of lower

delay for terminal-to-terminal communications. However, gateways often have significantly

3In the mesh topology case, the definition of forward and return links depends on the terminal point of
view, although the forward name is sometimes attributed to the link that requires the highest rate, e.g., in the
case of a data transfer.
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Figure 2.4: Illustration of star and mesh topologies.

more transmission capabilities (antenna size and amplification power) than terminals. This

allows to reduce the transmission requirements, and consequently the cost, of terminals using

star networks. Due to this cost advantage, star networks are well-suited for satellite networks

with gateways serving a massive number of terminals, such as broadcast television or residential

broadband access [9, Chapter 8]. On the other hand, mesh topology networks are only found

for specific enterprise and government applications that require point-to-point connectivity.

Star topology networks are the most prevalent topology for GEO satellite networks and we

focus on those in this dissertation.
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2.1.2 Overview of broadband satellite networks

Broadband satellite networks designate satellite networks capable of supporting interactive (i.e.,

forward and return links) multimedia applications. With the growth of broadband networks,

the European Telecommunication Standard Institute (ETSI) has surveyed existing satellite

broadband networks in [19] and [20]. The general acronym broadband satellite multimedia

(BSM) network was proposed to designate such networks. Since then, the ETSI has published

and continues to publish technical reports and specifications regarding BSM networks. These

documents help us understand the core aspects and challenges of BSM networks. The technical

report [21] gives an overview of the services, roles, and equipment related to the BSM context.

BSM scenarios

The BSM scenarios as defined in [21, Section 4.2] are presented in Table 2.1.4 We can see that

Access network Point-to-point Multicast Broadcast
scenarios

Corporate intranet Corporate VSATa network Corporate Multicast Datacasting
Site interconnections Data distribution TV broadcast

Video conferencing (private)

Corporate Internet Internet access via IP multicast ISP caching
corporate ISPb or via third RTc streaming
party ISP ISP caching

SMEd intranet Small VSAT network SME multicast

SME Internet Internet access via third IP multicast ISP caching
party ISP RT streaming

ISP caching

SOHOe Internet access via ISP IP multicast ISP caching
Company access via VPNf RT streaming

ISP caching

Residential Internet access via ISP IP multicast ISP caching
RT streaming
ISP caching

aVSAT: very small aperture terminal.
bISP: Internet service provider.
cRT: real-time.
dSME: small and medium-sized enterprises.
eSOHO: small office/home office.
fVPN: virtual private network.

Table 2.1: BSM access network scenarios showed in [21]

4See https://www.ses.com/find-service for a more up-to-date overview of BSM satellite scenarios (visited on
04/12/2023)

https://www.ses.com/find-service


Background and contributions 13

BSM networks must support a wide range of services for different types of clients. It is thus

not surprising that BSM networks are implemented in different ways based on which services

should be delivered to the client. Therefore, it is crucial to establish a reference framework

to translate service needs into BSM network requirements. This is typically the role of a

document called the service level agreement (SLA).

2.1.3 Service level agreement

The ITU defines in [22, Section 5.1] the SLA as follows:

“A service level agreement is a formal agreement between two or more entities that

is reached after a negotiating activity with the scope to assess service characteristics,

responsibilities and priorities of every part.

A SLA may include statements about performance, billing, service delivery but

also legal and economic issues.

The part of SLA which refers to the quality of service (QoS) is called QoS Agreement

and includes formal program agreed between two entities to monitoring, measuring

and deciding QoS parameters. The goal is to reach the QoS agreed with end user

and then obtain its satisfaction.”

General service quality characteristics are presented in [23, Annex A.5] and are:

• Speed: It characterizes the aspects of temporal efficiency associated with a function. It

is defined by measurements made on sets of time intervals.

• Accuracy: It characterizes the degree of correctness with which a particular function is

realized. This type of parameter is based on either the ratio of incorrect realizations on

total attempts or the rate of incorrect realizations during an observation period.

• Reliability (or dependability): It expresses the degree of certainty with which a function

is performed. This type of parameter is based on either the ratio of failures on total

attempts or the rate of failures during an observation period.

Based on these recommendations, the definition of QoS characteristics is quite wide, in

order to accommodate for the vast variety of services present in broadband networks. More

refined QoS metrics are found in [24] and [25], however, they reveal a large variation of
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QoS characteristics depending on the service’s nature. It should also be noted that BSM

actors sometimes use QoS metrics outside of the standard frameworks. Finally, note that

with the progress made in adaptive resource allocation technologies and the emergence of

satellite-as-a-service models, changes to traditional SLA frameworks are being proposed [26,

Section 7.5].

In this dissertation, in order to make assumptions as generic as possible, basic QoS

requirements are assumed [26, Section 7.1]. They consist of a percentage of time, called service

availability, during which a committed information rate (CIR) must be delivered at a given

bit error rate (BER). More insights into the role of SLAs in the SRD process are given in

Chapter 5.

Actors of broadband satellite networks

Several roles for BSM network actors are presented in [21, Section 5]:

• The satellite operator deploys and operates the satellite platform. It sells transponder

capacity to satellite network operators.

• The satellite network operator deploys and operates the satellite network. It leases

satellite transponders and provides the associated ground segment equipment. It offers

a given coverage and bandwidth to network access providers.

• The network access provider manages and operates the network access elements in the

satellite terminals and one or more gateways. It buys the services of one or more satellite

network operators and sells bulk transmission resources to the service providers for use

by their subscribers. The network access provider is linked to each service provider by a

contract specifying the SLA.

• The service provider manages and operates the related service provider elements in the

satellite terminals and one or more gateways. They buy bulk capacity from the network

access provider and resell that capacity to their subscribers.

• The subscriber buys services from one or more service providers. The subscriber can

subscribe to services for one or several satellite terminals, and each satellite terminal

can serve one or more end users.

• The user is the entity that makes use of the services.
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Based on the roles listed, it becomes clear that the cost of the transponder capacity lease

on the network access provider’s side impacts the price of the SLA contracted with the service

providers. This, in turn, impacts the price the service provider charges to its subscribers. Thus,

there is an indirect relationship between the price of services and the amount of transponder

capacity needed to deliver these services. Determining the capacity amount given the services

is the objective of the SRD process.

2.2 Satellite resource dimensioning

In this section, we introduce the background knowledge relative to the SRD problem and

present the current state of the art.

2.2.1 Overview

The goal of the SRD process is to determine the amount of transponder capacity needed to

deliver the satellite services, given the SLA [9, Chapter 9]. Fig. 2.5 illustrates the dependencies

of this process. It is in the best interest of the network access provider and the service provider

that the SRD is done as precisely as possible. On the one hand, underestimating the satellite

resource amount cannot guarantee the satisfaction of the contracted SLA, and a violation of

SLA will have to be compensated by the service provider, for example by granting a credit

Service level agreement

Gateway and

terminals parameters
QoS parametersSatellite parameters

Satellite resource

dimensioning

Figure 2.5: Illustration of the SRD process dependencies.
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to the customer [26, Section 7.1]. On the other hand, overestimating said amount will drive

prices up, making the services unattractive in the face of a competitive market.

2.2.2 The impact of rain

More spectrum is available in less occupied spectrum regions, mainly higher frequency

bands such as Ku, Ka, and now Q/V bands. Such bands are of high interest to broadband

satellite actors [27]. However, using higher frequency bands comes with several technological

challenges [28]. Among them is the attenuation induced by tropospheric phenomena.

Due to the complexity of such phenomena, the attenuation induced by rain is usually

assumed to be a random variable. A vast literature of rain attenuation models for satellite

communication applications is available [29]. The most popular model is the statistical

ITU model presented in [30]. Given a desired availability percentage and various radio link

parameters, the model computes the attenuation from various tropospheric phenomena (rain,

clouds, gases, scintillation) that are not exceeded for the corresponding percentage of time.

This approach allows BSM actors to measure the impact of rain attenuation on the availability

percentage expressed in the SLA, which also accounts for other causes of outage.

Fig. 2.6 shows the total tropospheric attenuation and the rain attenuation obtained by the

ITU model [30] for a terminal located at (47.66°N, 5.45°E) and for an availability of 99.9%.

The rain is the major contributor to the total attenuation in the Ku and Ka bands, while
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Figure 2.6: Attenuation as a function of frequency for a terminal located at (47.66°N, 5.45°E)
and for an availability of 99.9%.
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the clouds’ attenuation becomes important beyond the V band. V band satellite links are

currently at an experimental stage [31]. Therefore, we chose to focus on the Ka-band and the

impact of rain attenuation in this dissertation.

Fade mitigation techniques

The tropospheric attenuation above the Ku band can reach significant values and cause

severe degradation of the link’s quality. Some protection against fade events is thus required.

Traditionally, a power margin is added to the link budget to compensate for such fade events [8,

Section 5.8]. However, the attenuation in the Ka-band reaches such high values that having a

permanent high power margin in the satellite link becomes impractical.

With the rise of adaptive satellite links, and given the stochastic nature of tropospheric

phenomena, FMTs are implemented in Ka-band satellite links. The authors of [12] present a

survey on FMTs, organized into three main categories:

• EIRP control techniques. Examples are uplink power control and beam shaping.

• Adaptive transmission techniques. Examples are ACM and data rate reduction.

• Diversity protection schemes. Examples are site diversity or frequency diversity.

Implementing each FMT technique comes at a cost, thus not all techniques are found in

all satellite networks. The well-known DVB-RCS2 [32] standard gives us an idea of what

is usually found in BSM return links. The standard proposes the implementation of ACM

inside a multi-frequency time-division multiple access (MF-TDMA) scheme. We will see that

the adaptability of both modulation and coding (ModCod) and MF-TDMA schemes plays an

important role in SRD.

Adaptive coding and modulation

The BER is a function of the signal-to-noise ratio (SNR), of which the expression depends on

the ModCod scheme used by the transmission [8, Chapter 4]. The general behavior is that

the BER decreases when the SNR increases (see Fig. 2.7). Thus, given a ModCod scheme, we

can determine the minimum SNR required to achieve a specific BER. Such an SNR value is

called the activation threshold of the ModCod scheme.

In the presence of a fade event, the SNR will decrease. Thus, for a given ModCod scheme,

the BER will potentially rise above acceptable levels. To prevent this, ACM proposes to
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Figure 2.7: BER as a function of the SNR for the 8-PSK 2/3 ModCod scheme presented
in [32].

dynamically change the ModCod scheme of the transmission to one with a lower activation

threshold [33, Section 2.3.2]. The new ModCod scheme is said to be more “robust” or power

efficient. However, using a more robust ModCod scheme comes with the tradeoff of decreasing

the spectral efficiency (SE), i.e., the information rate per Hz (see Fig. 2.8). Thus, when

switching to a more robust ModCod scheme, the bandwidth must be increased to maintain

the information rate above the committed level.

In summary, the ACM technology allows maintaining a constant bitrate and BER in the

presence of fade at the expense of higher satellite resource consumption than in non-rainy

conditions. In the presence of ACM, it is crucial that the rain attenuation is accounted for

in SRD to ensure the satisfaction of the SLA. In opposition to the ACM technology, CCM

refers to links that are unable to adapt their ModCod schemes to attenuation conditions. In

this dissertation, we provide solutions to the SRD problem for networks using both CCM

(Chapter 3) and ACM (Chapters 4 and 5) technologies.

Adaptability of the carrier plan

The number of terminals in BSM networks can be high, and simultaneous transmission of

several terminals on the return link is likely. To avoid interference, an access method is put in
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Figure 2.8: SE as a function of the SNR for a packet error rate of 10−7 and DVB-S2 ModCod
schemes, as presented in [34].

place. A popular access method for satellite return links is the MF-TDMA method presented

in the DVB-RCS2 standard [32]. The MF-TDMA decomposes the time-frequency domain

in units called time slots. Time slots are aggregated in time and frequency to form frames,

which in turn are aggregated in the same way to form super-frames, as illustrated in Fig. 2.9.5

In order to transmit, a terminal has to send a transmit request. Then, the demand assigned

multiple access (DAMA) algorithm is in charge of finding in the following super-frame the

frames and time slots appropriate for the terminal’s transmission. The frame and time slot

allocation is communicated to the terminal via the time-burst time plan sent every super-frame.

It is important to note that the time slots constituting a frame are of the same type, which

includes the ModCod scheme expected to be used for this time slot type. In this context, the

ModCod schemes are often referred to under the more general denomination of FMT modes,

or simply modes. The frame and time slot types repartition in the super-frames, which we will

refer to as the carrier plan, is managed by the radio resource management (RRM) algorithm.

Contrarily to the DAMA algorithm, the RRM algorithm usually updates the carrier plan

at time scales greater than the super-frame duration [35]. This limitation comes from the fact

that all terminals must be informed of structure changes. If done frequently, the transmission

5Frames are not represented in the figure for the sake of simplification, as the standard specifies that
resources should be allocated following the super-frame time period.
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Figure 2.9: Illustration of the carrier plan, with the RRM algorithm executed every N
superframes.

of structure updates can decrease the efficiency of the forward link. The more frequently

the RRM algorithm is able to update the carrier plan, the more adaptive the carrier plan is.

Ideally, the carrier plan would be adaptive enough to adapt to changes in FMT mode demands

due to fade events while having minimum impact on the forward link capacity. Efficient

RRM algorithms in such conditions have been investigated in the academic literature under

the more generic term of dynamic bandwidth allocation [36, Chapter 7]. We refer to this

adaptation hypothesis as ACP.

In practice, we see instances of BSM networks where ACM is enabled but the carrier

plan is either static or is not adaptive enough to adapt to fade events [37, Section 2.3]. In

opposition to ACP, we refer to these cases as SCP. In such a case, terminals can be denied

the use of certain FMT modes if all time slots of the corresponding type are already allocated.

Therefore, the adaptability of the carrier plan also impacts the satellite resource consumption

and must be considered in the SRD. In this dissertation, we provide solutions to the SRD

problem for both SCP (Chapters 3 and 4) and ACP (Chapter 5) scenarios. As this type of

multiple access technology is mostly found on return links, we will focus on those in this
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dissertation.

2.2.3 State of the art

Several methods to solve the SRD problem are found in academic and industrial literature.

Analytic methods

A commonly seen methodology in the SRD literature computes satellite resources with the

assumption that all terminals operate under their worst fade conditions simultaneously [9],

[38]–[40]. This method is inherited from older dimensioning methods in networks using CCM

and SCP. In such a case, the amount of satellite resources allocated to each terminal is

predetermined and should be assessed individually. The total amount of satellite resources

is given by the sum of individual amounts. While having the advantage of simplicity, great

care must be taken when using such a method on networks using ACM and/or ACP. This

approach implicitly assumes that there is a complete correlation of fade between all stations in

the network, and will predict higher resource margins than necessary for arbitrarily correlated

rain fade, which in reality depends on the distance between terminals [41]. Thus, the amount

of satellite resources is overestimated, and consequently the services’ pricing. It is said that

the design is “oversized” given the SLA. Given the high values of rain attenuation beyond the

Ku-band, the risk of significant oversizing is not negligible.

More recent work in [42] has tried to solve a related problem by estimating the outage-

capacity cumulative distribution function (CDF) of a multibeam satellite return link using a

lognormal rain fade model. However, while the provided models give a good approximation of

the outage capacity CDF at very low (less than -10 dB) and very high (greater than 10 dB)

signal-to-noise ratio (SNR), they fall short in the intermediate range. It should also be noted

that the low SNR approximation uses the central limit theorem assuming independent and

identically distributed rain fade. Thus, the results of this work also do not cover the case of

arbitrarily correlated rain fade.

On the industry side, satellite operators and network providers have developed ad hoc

solutions. These are not available in the public domain,6 however, we noted that the assumption

of uncorrelated fade is often made to simplify design processes and maintain competitive

6Several products (https://www.idirect.net/products/satellite-network-calculator/) and tutorial
(https://www.idirect.net/products/training/) are found online (visited on 24/11/2023).

https://www.idirect.net/products/satellite-network-calculator/
https://www.idirect.net/products/training/
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pricing. Assuming uncorrelated fading comes at the risk of underestimating the amount of

satellite resources and failing to satisfy the SLA. It is said that the design is “undersized”

given the SLA.

In summary, there are no analytical solutions to the problem of SRD in the presence of

arbitrarily correlated rain fade. The existing methods either overestimate or underestimate

the satellite resource margins and the gap to optimality is unknown. The empirical choice

of companies to assume uncorrelated rain fade suggests that the oversizing induced by the

traditional approach is significant enough to hinder competitiveness.

Simulation-based dimensioning

The term simulation-based dimensioning refers to dimensioning methods that rely on simulating

the behavior of the network to obtain estimates of its resource needs. Such methods have been

enabled thanks to the development of spatially correlated rain fade time series generators [43].

A detailed list of such rain fade simulators has been presented in [44].

The application of rain fade simulators to compute network-scale statistics has been

firstly explored for the forward link in [45] and [46], demonstrating the potential for resource

dimensioning applications.

Such applications have come a few years later. Joint terminal fade statistics have been

used to compare ACM and variable coding and modulation technologies in a multibeam video

broadcast satellite scenario [47], and the software SISTAR was used to produce numerical

results. The authors of [48] have proposed a simulation-based optimization approach by using

the capacity simulator presented in [49], which itself uses the rain fade simulator presented

in [50]. Although relying on simulation-based methods, these two contributions do not give a

thorough insight into how the rain fade simulators were used for their dimensioning problems.

An attempt to provide a general methodology has been carried out by the authors of [51].

They have tried to solve the return link dimensioning problem in the context of ACM with SCP.

They have focused on using a mixed integer linear programming (MILP) formulation to solve a

carrier plan optimization (CPO) problem in the context of limited sets of carrier bandwidths

and FMT modes. However, the proposed MILP formulation only provides guarantees on

the link availability, not on the QoS. The approach also fails to take into account spatial

correlation, as the optimization variables are based only on individual terminal’s attenuation

complementary CDFs (CCDFs).



Background and contributions 23

2.3 Dissertation contributions

The work carried out in [51] gave the impulse of the Ph.D. project described in this dissertation.

Starting from here, the goal was to propose a solution to the problem of SRD in the presence

of arbitrarily correlated rain fade. Given the shortcomings of [51], it was decided to split the

problem into several parts of increasing complexity and contribution based on the assumptions

made on the adaptability of the ModCod scheme and the carrier plan. Since CCM does not

benefit from the use of ACP, three combinations are possible:

• CCM with SCP.

• ACM with SCP.

• ACM with ACP.

Each of the following chapters of this dissertation solves the SRD problem assuming one of the

above possibilities. Each chapter includes the work of one of the three journal contributions

listed in Chapter 1, in chronological order.

2.3.1 Constant coding and modulation

Chapter 3 focuses on SRD in the context of CCM and SCP. The aim of this contribution was

to adapt the work in [51] by reformulating the MILP problem to obtain an SLA-compliant and

bandwidth-optimal carrier plan. The decision was taken to focus on nonadaptive networks

to avoid considering the spatial correlation of rain fade, thus simplifying the problem. This

simplification was deemed acceptable as CCM satellite networks continue to be used and

deployed in frequency bands that do not require adaptation, such as the C band. Other

simplifications include assuming that terminals transmit at constant power spectral density

and not considering the satellite power in the resource optimization problem.

The contributions of this work are summarized as follows:

• A mathematical formulation of the CPO problem based on simple SLAs, focusing on

the bandwidth resource.

• A benchmark method based on the current industry’s techniques.

• A MILP formulation that solves the CPO problem.
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• A low-complexity heuristic method that allows us to understand the specificities of the

CPO problem.

• A resource-efficient method to reduce the number of available FMT modes.

• A comprehensive performance analysis focusing on the uplink link budget.

2.3.2 Adaptive coding and modulation with static carrier plan

Once the SRD problem was solved for the CCM scenario, we decided to move on to the ACM

with SCP scenario, with the same aim of solving the CPO problem. The introduction of

adaptability to rain fade came with the need to model its spatial correlation. We took the

simulation-based approach presented in Section 2.2.3 and assumed available a synthetic rain

fade simulator. Some simplifications of the previous work were carried on to this work, such as

the SLA formulation, the focus on the bandwidth resource, and the assumption that terminals

transmit at constant power spectral density.

The contributions of this work are summarized as follows:

• An adaptation of the CPO problem presented in Chapter 3 in the presence of ACM and

spatially-correlated rain attenuation.

• A MILP problem formulation that solves the CPO problem.

• A comparison against the state-of-the-art methods presented in Section 2.2.3 in a test

scenario in Europe, using the MultiEXCELL model for the generation of rain attenuation.

2.3.3 Adaptive coding and modulation with adaptive carrier plan

The final scenario to consider was ACM with ACP. Due to the adaptability of the carrier

plan, there is no CPO problem to solve, and only the amount of satellite resources needs to

be determined. Thus, this part focused more on statistical aspects than optimization and

aimed at predicting the amount of satellite resources within a given confidence interval. This

scenario is the most futuristic one of the three and brought a desire to increase the complexity

of the scenario in several aspects, such as the SLA formulation, considering power in the

resource-demand model, considering fixed power terminal emissions, and the introduction of

multibeam aspects. The link budget model of the numerical results was also complexified by

adding the downlink and various interference components.
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The contributions of this work are summarized as follows:

• A detailed explanation of translating service-level requirements into an SRD problem,

with a resource-demand model that considers both bandwidth and power.

• A Monte Carlo methodology to approximate the problem’s solution with arbitrary

precision and confidence level.

• A quantitative comparison among clear sky, uncorrelated, arbitrarily correlated, and

fully correlated rain fade assumptions.
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Constant coding and modulation

This chapter focuses on solving the CPO problem in the context of CCM return links. In

Section 3.1, we introduce the CCM return link scenario and assumptions. In Section 3.2,

we present a mathematical formulation of the CPO problem and constraints, and present

three ways to solve it: an intuitive solution which will be our benchmark, a MILP problem

formulation, and finally a heuristic solution. Then, in Section 3.3.1, we introduce a simulation

scenario in Europe, and in Section 3.3, we provide the results for the different optimization

methods. Section 3.4 introduces some discussions around the results. Finally, Section 3.5

concludes the chapter.

3.1 Scenario description

Our scenario considers that N terminals distributed over a given area require BSM services.

We make the following assumptions for the return path SLA:

• The CIR, in bps, denoted Rci, is identical for all terminals.

• The BER is the same across services.

• The service outage probability, denoted pout, is identical for all terminals.

Furthermore, we make the assumption that the terminal’s modem supports:

• K FMT modes, ordered by increasing activation thresholds {θ (1) , ..., θ (K)} for the

desired BER. We will note ηspe (k) the spectral efficiency of FMT mode k, in bps/Hz,

and assume ηspe (k) increases with θ (k).

26
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• L channel/carrier bandwidths, in Hz, ordered increasingly in the set Bc = {Bc
1, ..., B

c
L}.

We assume terminals transmit at constant EIRP spectral density (EIRP0), in W/Hz,1 across

the carrier bandwidths in Bc and that a link budget model allows the computation of the

carrier-to-interference-plus-noise ratio (CINR), denoted γn, of each terminal n given the

outage probability pout.

Contrarily to [46] and [51], in this work the carrier plan will be designed for CCM, implying:

• Each terminal is assigned to one carrier and cannot change over time.

• Each carrier is assigned one FMT mode and bandwidth and cannot change over time.

Thus, all terminals assigned to the same return link carrier will use the same FMT mode.

Nevertheless, the carrier allocation problem tackled in this chapter is equivalent to the one

described in [51] as the terminal’s capacity to change carriers was not used in the problem-

solving. We assume that all terminals can support the most robust FMT mode, i.e.:

γn ≥ θ (1) ∀ n ∈ IN , (3.1)

and that the smallest carrier information rate is greater than Rci, i.e.:

Bc
1 · ηspe (1) ≥ Rci . (3.2)

3.2 Carrier allocation

In this section, we will translate the scenario into mathematical constraints. We will then

show three ways of solving the problem: an intuitive solution that will be our benchmark, a

MILP problem formulation, and finally a heuristic.

We need to assign to each combination of FMT mode and bandwidth, called carrier type,

a cluster of terminals such that all of them can support the FMT mode. The resulting number

of terminals assigned to each carrier type, and subsequently the number of carriers needed

to serve them, constitute what is called the carrier plan, from which we can compute the

total bandwidth of the network (assuming the bandwidth of a carrier is proportional to its

1EIRP spectral densities are often used by satellite operators to measure intersystem interference and check
ITU regulation compliance; see [52].
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bandwidth). Our goal is then to find the optimal carrier plan that will minimize the total

bandwidth. Let us first note for each terminal n the FMT mode index ktgtn such that:

θ
(
ktgtn

)
≤ γn < θ

(
ktgtn + 1

)
. (3.3)

If carrier bandwidths can take values in a continuous set Bc = [Bc
1, B

c
L], we can easily calculate

the minimum bandwidth for each terminal:

Bmin
n =

Rci

ηspe
(
ktgtn

) [Hz] . (3.4)

Hypothesis (3.2) guarantees that Bmin
n ∈ Bc. We can then deduce the carrier plan minimum

bandwidth:

Bmin =
N∑
n=1

Bmin
n . (3.5)

However, the type of ground and satellite equipment, and the system capabilities, might

limit the choice of supported bandwidths to a discrete set Bc = {Bc
1, ..., B

c
L}.2 In this case,

determining the optimal carrier plan is not trivial.

3.2.1 Problem formulation

To build the carrier plan, we need to determine for each carrier type (k, l), combining k with

Bc
l , the number of carriers Xk,l needed to deliver Rci to the set of terminals Nk,l, defined as:

Xk,l =

⌈
Nk,l

Zmax
k,l

⌉
, (3.6)

with Nk,l = |Nk,l| being the number of terminals, d·e being the ceil function, and Zmax
k,l being

the maximum number of terminals one carrier of type (k, l) can serve at committed rate,

equal to:

Zmax
k,l =

⌊
Bc
l · ηspe (k)

Rci

⌋
, (3.7)

with b·c being the floor function. Equivalently, Zmax
k,l can be interpreted as the number of

committed service slots available in one carrier of type (k, l). Because of condition (3.2), the

inequality Zmax
k,l ≥ 1 is always verified. A graphical representation of the capacity of a carrier

2See for example the MDM2510 Satellite Modem datasheet:
https://www.vsat.fr/index.php?controller=attachment&id attachment=30 (visited on 24/11/2023).

https://www.vsat.fr/index.php?controller=attachment&id_attachment=30
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of type (k, l) is given in Fig. 3.1 , in which we took as an example Zmax
k,l = 3 and Nk,l = 2.

B
c
l · η

spe (k)

R
ci

Residue

Free capacityAllocated capacity

Figure 3.1: Representation of committed service slots for carrier type (k, l) with Zmax
k,l = 3

and Nk,l = 2.

To obtain a valid carrier plan, we need the following constraint on Nk,l:

θ (k) ≤ min
n∈Nk,l

(θ
(
ktgtn

)
) . (3.8)

Furthermore, Xk,l must comply with the following constraint for a given Nk,l:

Bc
l · ηspe (k) ·Xk,l

Nk,l
≥ Rci . (3.9)

Finally, to ensure that all terminals are served by one and only one carrier, the carrier

plan must satisfy:

Nk1,l1 ∩Nk2,l2 = ∅ ∀(k1, k2) ∈ I2K , ∀(l1, l2) ∈ I2L , (k1, l1) 6= (k2, l2) , (3.10)

and
K∑
k=1

L∑
l=1

Nk,l ≥ N . (3.11)

As they stand, those constraints are a direct translation of our informal problem and can

hardly be used inside optimization solvers.

Let us define N ini
k,l as:

N ini
k,l =


{
n ∈ In | ktgtn = k

}
if l = L ,

∅ otherwise .

(3.12)
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We define accordingly N ini
k,l =

∣∣∣N ini
k,l

∣∣∣ and X ini
k,l =

⌈
N ini
k,l/Z

max
k,l

⌉
. We are then able to reformulate

the constraints (3.8), (3.9), (3.10), and (3.11) into:

K∑
i=k

L∑
j=1

Xi,j · Zmax
i,j ≤

K∑
i=k

L∑
j=1

X ini
i,j · Zmax

i,j ∀ k ∈ {2, . . . ,K} , (3.13)

and
K∑
i=1

L∑
j=1

Xi,j · Zmax
i,j ≥ N . (3.14)

Note that constraints are now expressed in a linear form, which is appropriate for linear

optimization solvers. Let us represent the carrier plan as a K × L matrix X, with Xk,l

being the (k, l) entry. Then, we can express the CPO problem as the following constrained

combinatorial optimization problem:

minimize
X

K∑
k=1

L∑
l=1

Bc
l ·Xk,l , (3.15a)

subject to (3.13) and (3.14) . (3.15b)

3.2.2 Intuitive approach

One would intuitively think, as we saw with (3.4) and (3.5), that assigning terminal n to the

carrier type
(
ktgtn , lopt

)
, with lopt such that:

lopt = arg min
l∈[1,L]

Xktgtn ,l ·B
c
l , (3.16)

would lead to an optimal carrier plan. This method is optimal when Bc is continuous, but it

is not when Bc is a discrete set.

Proof. For instance, let us assume that for the carrier type (k1, l1), using FMT mode k1 and

bandwidth Bc
l1

, Nk1,l1 is such that:

Nk1,l1 = gk1,l1 · Zmax
k1,l1 + hk1,l1 , 0 < hk1,l1 < Zmax

k1,l1 . (3.17)

Let us also assume that for the carrier type (k2, l2), with ηspe (k2) < ηspe (k1), Nk2,l2 is such

that:

Nk2,l2 = gk2,l2 · Zmax
k2,l2 + hk2,l2 , 0 < hk2,l2 + hk1,l1 < Zmax

k2,l2 . (3.18)
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By assigning all terminals to their most spectrally efficient FMT mode, we would have to

create gk1,l1 + 1 carriers for (k1, l1) and gk2,l2 + 1 carriers for (k2, l2), with a total bandwidth

equal to:

B1 = (gk1,l1 + 1) ·Bc
l1 + (gk2,l2 + 1) ·Bc

l2 [Hz] . (3.19)

Yet because 0 < hk2,l2 +hk1,l1 < Zmax
k2,l2

, we can reassign hk1,l1 terminals from (k1, l1) to (k2, l2),

and thus have:

Nk1,l1 = gk1,l1 · Zmax
k1,l1 , (3.20a)

Nk2,l2 = gk2,l2 · Zmax
k2,l2 + hk2,l2 + hk1,l1 . (3.20b)

Therefore, we need only gk1,l1 carriers for (k1, l1) and gk2,l2 + 1 carriers for (k2, l2), with a

total bandwidth equal this time to:

B2 = gk1,l1 ·Bc
l1 + (gk2,l2 + 1) ·Bc

l2 [Hz] , (3.21)

and thus B1 > B2, proving that a more bandwidth efficient solution exists.

3.2.3 Mixed integer linear programming approach

Solving optimization problems with linear constraints can be done by writing them as matrix

operations and feeding them to a linear programming solver, which is a well-explored topic [53].

However our optimization variables Xk,l have to be integers, and thus we need to use a specific

branch of the linear programming problem class called MILP [54]. This class of problem is

NP-hard due to its combinatorial nature, however, techniques have been discovered to solve

certain cases [55]. It is first necessary to reformulate the optimization problem with matrix

operations. Let:

q ≡ (k, l) with q = (k − 1) · L+ l , (3.22a)

Q = K · L , (3.22b)

X = [X1, ..., XQ] . (3.22c)

The optimization function b(X) we want to minimize can then be written as a vector
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multiplication:

b(X) = bᵀ ·X , b =


bc
1

...

bc
K

 , bc
k =


Bc

1

...

Bc
L

 . (3.23a)

We then need to express (3.13) and (3.14) with a matrix A and a vector y such that

A ·X ≤ y. This is possible by using:

A =



−Zmax
1 −Zmax

2 · · · −Zmax
Q−1 −Zmax

Q

Zmax
2 · · · Zmax

Q−1 Zmax
Q

. . .
...

...

0 Zmax
Q−1 Zmax

Q

Zmax
Q


, (3.24)

and:

y =


−N

y2
...

yQ

 , yq =

Q∑
j=q

X ini
j · Zmax

j . (3.25)

We can then use a MILP solver to solve the following optimization problem:

minimize
X

b(X) , (3.26a)

subject to A ·X ≤ y . (3.26b)

3.2.4 Heuristic approach

While MILP solutions can solve the optimization problem, they do not allow us to get a good

understanding of the core mechanics at play in our problem. To remedy this issue we propose

to look into a heuristic solution.

Looking back at Section 3.2.2 we can identify two issues that prevented the intuitive

approach from reaching the minimum bandwidth: unoccupied slots and residual bandwidth,

which are graphically represented in Fig. 3.1. The residue is the remainder of the modulo

operation of R(l) · ηspe (k) by Rci, and because this portion of the carrier cannot deliver Rci,



Constant coding and modulation 33

it is wasted every time a new carrier is created. Thus, we need to minimize the number of

unused slots and the total residue. The two following heuristics, that can be combined, aim

to solve those two issues.

Minimizing the residue

Each carrier of type (k, l) has a residual throughput per terminal ρk,l equal to:

ρk,l =
Bc
l · ηspe (k)

Zmax
k,l

−Rci [bps] . (3.27)

A possible optimization is to allocate terminals in priority to bandwidths that minimize ρk,l.

In order to achieve that, we must re-arrange for each FMT mode k the set of bandwidths

[Bc
1, ..., B

c
l ] into a vector [Bc

σk(1)
, ..., Bc

σk(L)
], with σk(·) a re-arrangement of the indexes such

that ρk,σk(1) > ρk,σk(2) > ... > ρk,σk(L−1) > ρk,σk(L).

Carrier filling

To minimize the number of unused slots, we need to keep only the filled carriers of a given

carrier type, i.e. the ones without unused slots, and then move the terminals of the remaining

unfilled carriers to other carrier types. Formally speaking, the goal is to find N ′k,l such that:

X ′k,l · Zmax
k,l −N ′k,l = 0 , (3.28)

while ensuring that as many terminals as possible still get the most efficient FMT mode they

can afford. Considering we already initialized the problem by assigning each terminal n to the

carrier type
(
ktgtn , L

)
, (3.28) can be reached for almost all carrier types by following Algorithm

1, which moves the extra terminals from the largest carrier types to the smallest ones (in terms

of capacity). An illustration of this algorithm is given in Fig. 3.2 , in which the algorithm starts

by setting N tm
K,L = 0 and iterates on the carrier type (K,L) with Zmax

K,L = 4 and N ini
K,L = 6. It

computes the total number of terminal NK,L = N ini
K,L +N tm

K,L = 6, and then the number of

carriers that can be filled X ′K,L = b6/4c = 1. Finally it computes the number of terminals

that can stay N ′K,L = X ′K,L · Zmax
K,L = 4 in (K,L), and the rest N tm

K,L−1 = NK,L −N ′K,L = 2

is moved to the carrier type (K,L− 1). The algorithm then iterates on the carrier type

(K,L− 1) with Zmax
K,L−1 = 3, N ini

K,L−1 = 5 and N tm
K,L−1 = 2. Those steps are repeated until

C1,1 is reached. For this carrier type, we cannot reallocate the remaining terminals N tm
1,1 to
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Algorithm 1 Carrier filling

N tm
K,L ← 0; . Number of terminals moved to carrier type (K,L)

for k = K, k ≥ 1, k −− do
for l = L, l ≥ 1, l −− do

Nk,l ← N ini
k,l +N tm

k,l

X ′k,l ←
⌊
Nk,l

Zk,l

⌋
N ′k,l ← X ′k,l · Zk,l
if k=1 & l=1 then

N tm
1,1 ← Nk,l −N ′k,l

else
if l=1 then

N tm
k−1,L ← Nk,l −N ′k,l

else
N tm
k,l−1 ← Nk,l −N ′k,l

end if
end if

end for
end for

N ini
K,L

XK,L

N ini
K,L−1

XK,L−1

N ini
1,1

X1,1

N ′

K,L

XK,L

N ′

K,L−1

XK,L−1

N ′

1,1

X1,1

N ′

K,L

XK,L

N ini
K,L−1

XK,L−1

N ini
1,1

X1,1

N tm
K,L−1

N ′

K,L

XK,L

N ′

K,L−1

XK,L−1

N ini
1,1

X1,1

N tm
K,L−2

Allocated capacity

Free capacity

Figure 3.2: Illustration of Algorithm 1, blue squares represent re-allocated terminals.

another carrier type with a higher ρ or a lower spectral efficiency. If some terminals need to
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be moved, we will instead move them to the carrier type
(
1, lopt

)
s.t.

lopt = arg min
l∈IL

X ′1,l ·Bc
l . (3.29)

and then compute X ′1,lopt as:

X ′1,lopt =

⌈
N ′1,lopt +N tm

1,1

Zmax
1,lopt

⌉
. (3.30)

In this specific case, the heuristic will behave exactly like the intuitive process described in

Section 3.2.2. It is possible to combine the minimization of residue with the carrier filling

algorithm by replacing all the l indexes with σk(l) in Algorithm 1.

Constraints compliance

We need to make sure the heuristic solution complies with constraints (3.13) and (3.14). Let

us prove that (3.13) is satisfied. We first need to prove:

N tm
k,l =

L∑
j=l+1

N ini
k,j −N ′k,j +

K∑
i=k+1

L∑
j=1

N ini
i,j −N ′i,j ∀k ≥ 2 . (3.31)

Proof. Let’s prove (3.31) by induction:

• Base case:

N tm
K,L = 0 =

L∑
j=L+1

N ini
K,j −N ′K,j +

K∑
i=K+1

L∑
j=1

N ini
i,j −N ′i,j . (3.32)

• Induction: Let us assume (3.31) is true for carrier type (k, l). Let us prove it is true for

carrier type (k, l − 1).

N tm
k,l−1 = Nk,l −N ′k,l = N ini

k,l +N tm
k,l −N ′k,l , (3.33)

and by using our induction hypothesis we have:

N tm
k,l−1 = N ini

k,l −N ′k,l +

L∑
j=l+1

N ini
k,j −N ′k,j +

K∑
i=k+1

L∑
j=1

N ini
i,j −N ′i,j (3.34a)

=

L∑
j=l

N ini
k,j −N ′k,j +

K∑
i=k+1

L∑
j=1

N ini
i,j −N ′i,j . (3.34b)
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Thus, carrier type (k, l − 1) also verifies (3.31). We would prove in the same way that

(3.31) is also true for carrier type (k − 1, L).

Let us now demonstrate that (3.13) is verified. For all k ≥ 2, we have:

N ′k,1 = X ′k,1 · Zmax
k,1 =

⌊
N ini
k,1 +N tm

k,1

Zmax
k,1

⌋
· Zmax

k,1 (3.35a)

=⇒ N ′k,1 ≤ N ini
k,1 +N tm

k,1 (3.35b)

=⇒ N ′k,1 ≤ N ini
k,1 +

L∑
j=2

N ini
k,j −N ′k,j +

K∑
i=k+1

L∑
j=1

N ini
i,j −N ′i,j (3.35c)

=⇒ N ′k,1 +
L∑
j=2

N ′k,j +
K∑

i=k+1

L∑
j=1

N ′i,j ≤ N ini
k,L +

L∑
j=2

N ini
k,j +

K∑
i=k+1

L∑
j=1

N ini
i,j (3.35d)

=⇒
K∑
i=k

L∑
j=1

N ′i,j ≤
K∑
i=k

L∑
j=1

N ini
i,j (3.35e)

=⇒
K∑
i=k

L∑
j=1

X ′i,j · Zmax
i,j ≤

K∑
i=k

L∑
j=1

X ini
i,j · Zmax

i,j , (3.35f)

and thus constraint (3.13) is satisfied.

As for (3.14), we need to look at the specific case (k = 1, l = 1). Because of the branching

condition, we have:

N tm
1,1 =

L∑
j=1

N ini
1,j −N ′1,j +

K∑
i=2

L∑
j=1

N ini
i,j −N ′i,j (3.36a)

=⇒ N tm
1,1 =

K∑
i=1

L∑
j=1

N ini
i,j −N ′i,j (3.36b)

=⇒
K∑
i=1

L∑
j=1

N ′i,j +N tm
1,1 =

K∑
i=1

L∑
j=1

N ini
i,j = N . (3.36c)

Furthermore, at the end of Algorithm 1, we re-allocate N tm
1,1 to N ′1,lopt such that:

X ′1,lopt =

⌈
N ′1,lopt +N tm

1,1

Zmax
1,lopt

⌉
. (3.37)
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Therefore:
K∑
i=1

L∑
j=1

X ′i,j · Zmax
i,j ≥ N , (3.38)

and thus constraint (3.14) is satisfied.

3.2.5 Reducing the number of FMT modes in the network

As we saw in the previous sections, the heuristic and MILP methods rely on the diversity of

FMT modes and bandwidths to allocate residual throughput to carrier types that would not

have been considered otherwise, as more diversity means more options during the optimization

process, which leads to smaller bandwidths. A natural consequence is that our solution favors

carrier plans with a high number of carrier types, and consequently FMT modes.

However, due to hardware constraints found in CCM networks, there are often costs

induced by supporting an FMT mode. Those costs will depend on many network variables,

and making an exhaustive list of them would be outside of the scope of this chapter, but the

trade-off between the number of FMT modes K and the total bandwidth must be acknowledged.

Techniques for FMT set reduction have been investigated in [56], which proposes a solution

aimed at optimizing the real-time complexity vs performance trade-off. The mode selection

process focuses on the modes’ spectral efficiencies and thresholds, however, it does not factor

in the carriers’ bandwidth, residue, and number of terminals. As we have seen in the previous

sections, these aspects play a role in the computation of the network’s bandwidth, and

consequently its cost.

Our idea is, given the final number of desired FMT modes, to start with the carrier

plan computed by the different algorithms, and then decide which FMT modes should be

removed in order to minimize the bandwidth increase. This is done iteratively: for each

iteration, we must find the index ktbr of the FMT mode to be removed, and then re-allocate

the Nktbr =
∑L

l=1Nktbr,l terminals to the receiving carrier type (krec, L), with ktbr > krec.

We need to select ktbr and krec such that they minimize the bandwidth increase, and to do

this we need to evaluate the bandwidth cost Bcost
ktbr,krec

of moving terminals from FMT mode

ktbr to mode krec. It can be approximated with the following equation:

Bcost
ktbr,krec = Nktbr ·Rci ·

(
1

ηspe (ktbr)
− 1

ηspe (krec)

)
[Hz] . (3.39)

This equation is exact only if the constraint of discrete bandwidth is dropped, but it is a
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good enough approximation if the spectral efficiencies of the FMT modes are close to equally

spaced, which is the case for the mode set we used in our simulations (DVB-RCS2 [32]). For

one given ktbr, minimizing Bcost
ktbr,krec

is thus equivalent to minimize 1/ηspe
(
ktbr

)
− 1/ηspe (krec)

and this minimum is reached for krec = ktbr− 1. If we compute Bcost
k,k−1 for each k, we can find

ktbr by solving:

ktbr = arg min
k∈IK

Bcost
k,k−1 . (3.40)

We can then remove the FMT mode ktbr, update the FMT mode population Nkrec , and iterate

until we reach the desired number of FMT modes. We can finally use the reduced FMT mode

set as an input of any of the three methods we described in the previous sections to compute

the new carrier plan.

3.2.6 Complexity analysis

The intuitive method requires finding the most spectrally efficient FMT mode ktgtn for each

terminal n which is a O(N · K), and a loop to find the best bandwidth Bc
lopt which is a

O(K · L). This process will then be a O(N) at high numbers of terminals. On the heuristic

side, the minimization of residues requires sorting K times Bc, which is of length L, and

thus is a O(K · L · logL). The carrier filling algorithm requires finding the most spectrally

efficient FMT mode ktgtn for each terminal which is a O(N ·K), and then executes an K · L

loop for the terminal re-allocation. Finally, finding
(
1, lopt

)
is a O(L). For a high number of

terminals, the heuristic will then also be a O(N). The complexity of the MILP solver depends

on its parameters but is in any case expected to be higher than the intuitive and the heuristic

solutions since MILP problems are NP-hard. This matter is discussed in greater detail in

Section 3.4. Finally, the FMT mode reduction method requires to compute Bcost
k,k−1 for each k

at the first iteration. Then if more than one FMT mode needs to be removed, we only need

to update Bcost
krec,krec−1 at each iteration. The FMT mode reduction method is then a O(K).

3.3 Performance evaluation

In this section, we will present the satellite link simulation we created to evaluate and compare

the minimum bandwidth calculated using the intuitive approach Bit described in Section 3.2.2,

the MILP approach Bilp described in Section 3.2.3, and the heuristic approach Bhr described

in Section 3.2.4. We will then look at how the relative performances of those three methods
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are impacted by the number of terminals N , by the CIR Rci, and by the number of FMT

modes K in the network.

3.3.1 Simulation parameters

User terminal coordinates are generated based on known patterns for terrestrial, maritime,

and aerial traffic statistics over Europe (Fig. 3.3), using a traffic simulator developed inside

our research center [57]. All terminals are assumed to be fixed terrestrial stations with a

0.85m dish and with an EIRP capability of 51.6 dBW. The uplink frequency is 29.75 GHz,

in the Ka band. The CINR for each terminal n is computed with the following link budget

formula:

γn =

(
1(
C
N

)ul
n

+
1(
C
I

)im
n

+
1(
C
N

)dl
n

)−1
, (3.41)

where (C/N)uln is the uplink CNR, (C/N)dln is the downlink CNR and (C/I)imn is the carrier-

to-intermodulation-noise ratio (CIMR). We assumed that the uplink CNR is significantly

smaller than the downlink CNR, the CIMR, and the carrier-to-interference ratio from any

other interference sources. All link parameters are given in Table 3.1. The uplink CNR was
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Figure 3.3: Snapshot of the generated terminals (red = boat, blue = plane, other = terrestrial).
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Table 3.1: Simulation link parameters

Name Value Unit

Frequency 29.75 GHz

Ground antenna diameter 0.85 m

Ground antenna gain 45.6 dBi

Maximum emission power 4 W

EIRP0 -13.8 dBW/Hz

Satellite Longitude 28.5 °East

CIMR 20 dB

CNR downlink 30 dB

computed for each terminal’s location with the following formula:

(
C

N

)ul

n

= EIRP0 ·
1

Lfs
n · Latm

n

·
(
G

T

)sat

n

· 1

kB
. (3.42)

where:

• Lfs
n is the free space losses between terminal n and the satellite.

• Latm
n is the atmospheric attenuation at terminal’s n location for a 99.5% uplink avail-

ability target.

• (G/T )satn is the satellite’s figure of merit at terminal’s n location.

• kB is the Boltzmann constant.

The atmospheric attenuation is computed using the ITU-R framework [30] which includes the

effects of scintillation, clouds, gases, and rain for a given location and link availability.

Once γn has been computed, we compute ktgtn . The set of FMT modes follows the DVB-

RCS2 standard [32] with target Es
N0

thresholds as noted in [48]. Depending on Rci, some FMT

modes can be removed from the pool if they do not meet condition (3.2). The discrete set

of bandwidths is the same as in [51]. User terminals that either cannot afford the minimum

FMT mode or fall out of the service area are taken out of the considered user set. The final

mapping of terminals to FMT modes is illustrated in Fig. 3.4 for 150,000 terminals.
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Figure 3.4: Histogram of terminal repartition among FMT modes.

3.3.2 Impact of the number of terminals and CIR

On average the gain of Bilp is marginal (≈ 2.9%) compared to Bit, as showed in Fig. 3.5a.

Only 3.1% of samples in this figure show a gain greater or equal to 10%. The gain of Bilp

w.r.t Bit decreases with both N and Rci.

However substantial gains ( ≥ 10%) are observed for small networks with low CIR. In

Fig. 3.5b, we restricted N to the interval [100, 1,000] and Rci to the interval [1, 20]. The

average gain increases to 12.9%, with a maximum of 71.4%. Around half (44%) of the samples

in this region have a gain greater or equal to 10%. The MILP and the heuristic performances

are virtually identical and consequently the previous comparison between Bilp and Bit is also

valid between Bhr and Bit. The average gain of Bilp w.r.t. Bhr is 0.2%, with a maximum of

25% in very specific cases as shown in Fig. 3.6. A great proportion (96%) of samples in this

figure have a gain inferior to or equal to 1%.

Finally, the gains of the MILP and heuristic methods are highly similar to the proportion

of unoccupied terminals in the intuitive carrier plan: variations in Fig. 3.7a and 3.7b are

almost identical to the ones in Fig. 3.5a and 3.5b. We interpreted this result as proof that the

two issues we presented in Section 3.2 play a key role in reaching the optimal bandwidth.
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Figure 3.5: Relative gain of Bilp compared to Bit in function of number of terminals and Rci.
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Figure 3.6: Relative gain of Bilp compared to Bhr in function of number of terminals and Rci.
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Figure 3.7: Proportion of unoccupied slots in the intuitive carrier plan as a function of the
number of terminals and Rci.

3.3.3 Impact of the number of FMT modes

The more FMT modes are added to the network, the less the total bandwidth diminishes.

As we can see in Fig. 3.8, the blue curve representing the total bandwidth follows a 1/K

trend for Bhr and Bilp and shows negligible improvements once passed the “elbow” of the

curve. Depending on the cost of adding one FMT mode, a network designer would be able to

determine the optimal operating point. As we can see on the red curve, the gain of Bilp w.r.t.

Bit increases with K.

3.4 Discussion

The results showed that having a gain similar to the one found in [51], i.e. 82%, was extremely

unlikely in a general case. This difference in results can be explained by the difference in the

benchmark methods and by the difference in the MILP problem constraints. In the small

networks region, our average gain of 12.9% is in line with the 10%-17% bandwidth gain found

in [58]. Since CCM networks are usually older than ACM ones, our methods could be useful
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Figure 3.8: Impact of the restriction of the number of FMT modes on the bandwidth (Rci = 2
kbps, N = 1, 000).

to CCM networks’ return links. Section 3.3.3 showed that gains will grow up with K, however,

networks with large FMT mode sets are more suited for ACM than CCM, and thus a CCM

scenario with significantly more FMT modes would not be realistic. Bandwidth reductions

could become substantial for bigger networks in an ACM scenario, which are studied in

Chapters 4 and 5. It can also be argued that the performances of the MILP solver depend on

its parameters. In our case, the OPTI Toolbox for Matlab3 was used, which allows using three

solvers: the one provided in the Matlab optimization toolbox4, the solve constraint integer

programs (SCIP) solver [59] and the COIN-OR Branch (CBC) solver [60]. In certain cases

the solvers are not able to reach the optimal solution in a reasonable time, thus two stopping

conditions were added such that the solver stops if the evaluation function’s relative difference

with the last iteration is equal or less than 10−6 or if the execution time exceeds 5 seconds.

The initial lower bound of all Xk,l was set to 0 and the initial maximum bound was set to N .

The reason for those parameter choices was empirical, allowing the solver to explore enough

nodes to give better results than the heuristic while keeping a reasonable execution time to

produce Figs. 3.5 and 3.6 (resolution of 100 by 100). With those parameters set, the relative

gain difference between the three solvers was within 1.3%, thus only the results from the

Matlab toolbox solver were presetend in Section 3.3. Higher gains were reached using more

3Available at https://www.controlengineering.co.nz/Wikis/OPTI/ (visited on 24/11/2023).
4Available at https://www.mathworks.com/products/optimization.html (visited on 24/11/2023).

https://www.controlengineering.co.nz/Wikis/OPTI/
https://www.mathworks.com/products/optimization.html
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processing-heavy parameters, but no major bandwidth gains were observed. On the other

hand, using less processing-heavy parameters led to solvers being unable to find a solution

in some cases. While the complexity of our different methods was presented for academic

purposes, complexity would not necessarily translate into implementation costs. The methods

presented are made for the creation and the revision of a network, not for real-time use, thus

the execution time seems irrelevant. The only foreseeable costs are integration costs inside

the current industry’s processes. The integration costs would be quite low as the same inputs

and outputs as found in existing processes.

3.5 Conclusion

In this chapter, we presented three methods aimed at building a carrier plan with the smallest

bandwidth possible for the return link of a CCM satellite network constrained by discrete

bandwidths. We first presented the carrier allocation problem and translated it into a

combinatorial optimization problem. We then introduced three different methods to solve the

problem: an intuitive benchmark method representative of what is currently being done in the

industry, a MILP problem that gives the optimal carrier plan, and a low-complexity heuristic

to help us understand the different mechanisms at play. We finally introduced an additional

heuristic method to reduce the number of FMT modes in the network while minimizing the

bandwidth increase.

We then compared the bandwidth produced by those three methods in a European scenario.

In the vast majority of cases (96.9%) the gain of the MILP method w.r.t. the intuitive one

was inferior or equal to 10%, which contradicts the findings of [51]. We only saw a significant

improvement (12.9% average gain, up to 71.4%) for small networks (less than 1,000 terminals)

with a CIR inferior or equal to 20 kbps. The MILP and the heuristic methods showed virtually

identical performances, thus the CPO problem is now well understood. Studying the effects

of reducing the number of FMT modes present in the network, we showed how a network

designer could use the resulting curves to find the optimal trade-off between bandwidth and

FMT mode number. We also demonstrated that increasing the dimensionality of the problem

will increase the gain of the MILP and heuristic methods w.r.t. our benchmark.

Despite showing marginal improvements overall, the results proved that significant gains

can be achieved for networks with small return links at low implementation costs. Moreover, the
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translation of the CPO problem opens the way for solving the satellite resource dimensioning

problem in the context of ACM-enabled BSM networks.



Chapter 4

Adaptive coding and modulation

with static carrier plan

This chapter focuses on solving the CPO problem in the context of ACM return links with

SCP. In Section 4.1, we introduce the ACM scenario as well as the carrier plan definition. In

Section 4.2, we define the attenuation time series along with other input parameters and show

how to formulate a general CPO problem. In Section 4.3, we present a reformulation of the

general CPO problem solvable by MILP solvers, as well as a benchmark based on current

methods found in the literature. In Section 4.4, we introduce a test scenario in Europe, and

we present numerical results comparing our MILP method to the benchmark. In Section 4.5,

we discuss some aspects of the two methods and the corresponding results. Finally, Section 4.6

concludes the chapter.

4.1 Scenario description

We consider the return link CPO problem of a single-beam satellite network serving N

terminals. We make assumptions similar to Chapter 3 for the return path SLA, i.e.:

• The CIR, in bps, denoted Rci, is identical for all terminals.

• The BER is the same across services.

• The service outage probability, denoted pout, is identical for all terminals.

Our goal is to find a carrier plan that minimizes the network’s required satellite transponder

bandwidth while ensuring the QoS constraints are satisfied. Given a set of K FMT modes

47
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and a set of bandwidths B = {B1, ..., BL}, in Hz, we defined in Chapter 3 a carrier plan as a

matrix X, with Xk,l being the number of carriers associated with FMT mode k and bandwidth

Bl. The total bandwidth of the network is computed as:

Btot =

K∑
k=1

L∑
l=1

Xk,l ·Bl [Hz] . (4.1)

In Chapter 3, we have proposed several solutions that, starting from a given number of

terminals Nk ∈ IN using FMT mode k, compute the Xk,l values minimizing the total carrier

plan bandwidth. Thus, we will focus on computing the optimal xk = Nk/N in this work,

interpreted as the maximum proportion of terminals the network will be able to serve with

FMT mode k at the committed rate. We then define the (simplified) carrier plan x as

x = (x1, . . . , xK) . (4.2)

In this chapter, we assume terminals will be able to adapt the FMT mode used for the

transmission depending on the attenuation conditions at their location. Fig. 4.1a illustrates an

example of the terminals’ requests, with N = 4 terminals and K = 3 FMT modes. Terminal 4

is in clear sky and can use the most efficient FMT mode. On the other hand, terminals 2 and 3,

experiencing moderate fade, can only transmit at committed rate using less spectrally efficient

FMT modes. Finally, terminal 1 is facing severe fading and cannot transmit at committed

rate.

The carrier plan, however, will not be allowed to change over short periods of time. In

Fig. 4.1, we also illustrated an example of such carrier plan with x = (x1, x2, x3), where

x1 = x2 = 1/4 and x3 = 2/4. This carrier plan can then serve at best one terminal using FMT

mode 1, one terminal using FMT mode 2, and two terminals using FMT mode 3, for a total of

four terminals. Each represents a time slot of capacity Rci, with the color indicating the FMT

mode used for the transmission. For instance, in Fig. 4.1a, terminal 2 is using FMT mode 1,

terminal 3 is using FMT mode 2, and terminal 4 is using FMT mode 3. Only one terminal

can use FMT mode 3, therefore half of the capacity provisioned for this mode is unused.

In this context, great care must be taken in the composition of the carrier plan to avoid

congestion, i.e., to prevent too many terminals from requesting the same FMT mode at the

same time. Fig. 4.1b illustrates such a case, as terminals 2 and 3, facing the same rain fade
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Figure 4.1: Illustration of the FMT mode demand and carrier plan, with N = 4 terminals
and K = 3 FMT modes.

conditions, request FMT mode 1. However, the carrier plan x, identical to Fig. 4.1a, can

only afford one terminal using FMT mode 1. Knowing how the available resources will be

distributed among terminals 2 and 3 requires knowing the RRM algorithm behavior (the figure

assumes fair distribution by alternating terminals 2 and 3 time slots), however, it is sure that

at least one of them will not achieve the committed rate. Thus, the carrier plan composition

indirectly influences the satisfaction of the SLA, notably the outage probability pout.

Note that in this case, the spatial correlation of the rain fade between the terminal’s

locations also plays a role, as it influences the likelihood that multiple terminals request the

same FMT mode, and thus the likelihood of congestion. In order to consider the spatial

correlation of fade, and given the difficulties of such a task as expressed in Section 2.2.3,

we propose in this chapter to take a simulation-based optimization approach. We account

for the rain fade and its spatial correlation by means of a time series of spatially correlated
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attenuations, assumed given by one of the models presented in Section 2.2.3, and use it as an

input of our optimization method.

4.2 Problem formulation

Let us assume given the uplink attenuation time series an,t faced by the terminal n ∈ IN at

time t ∈ IT . Then, assuming the same link budget model as in Chapter 3, the CINR γn (an,t)

is computed as follows:

γn (an,t) =

[
1(

C
N

)ul
n

(an,t)
+

1(
C
I

)im
n

(an,t)
+

1(
C
N

)dl
n

(an,t)

]−1
, (4.3)

where (C/N)dln (an,t) is the downlink CNR of terminal n, (C/I)imn (an,t) is the CIMR, and

(C/N)uln (an,t) is the uplink CNR, defined as:

(
C

N

)ul

n

(an,t) = (EIRP0)n ·
1

Lfs
n · an,t

·
(
G

T

)sat

n

· 1

kB
, (4.4)

and where:

• (EIRP0)n is the EIRP spectral density of terminal n, in W/Hz, assumed constant over

time.

• Lfs
n is the free space loss between terminal n and the satellite.

• (G/T )satn is the figure of merit of the satellite at the location of terminal n.

• kB is the Boltzmann constant.

Furthermore, we make the assumption that the terminal’s modem supports K FMT modes,

ordered by increasing activation thresholds {θ (1) , ..., θ (K)} for the desired BER. We will note

ηspe (k) the spectral efficiency of FMT mode k, in bps/Hz, and assume ηspe (k) increases with

θ (k). The output of our optimization process will be the optimal carrier plan xopt ∈ [0, 1]K ,

which minimizes the system bandwidth under the constraint that terminals must be able to

transmit at the committed rate and BER for a proportion of time greater than 1− pout. For

the sake of conciseness, we will refer to this constraint as the “outage constraint”.
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4.2.1 FMT mode request time series

Before diving into the optimization problem, we first need to process the CINR time series in

order to extract a time series of FMT mode requests, which we can then use to find the optimal

carrier plan. After computing the CINR time series from the attenuation, the following step

is to find the index ↑kn (an,t) of the most spectrally efficient FMT mode ↑kn (an,t) that the

terminal n can use at time t. This is done by comparing the terminal CINR, γn (an,t), against

the FMT mode thresholds in order to satisfy the following:

↑kn (an,t) = max {k ∈ {0, 1, . . . ,K} | θ (k) ≤ γn (an,t)} , (4.5)

with the convention θ (0) = −∞, as illustrated in Fig. 4.2. Thus, if ↑kn (an,t) = 0, we know

that terminal n is not able to transmit at the committed rate using any FMT mode. We

can then determine, for all k ∈ IK , the FMT mode request proportion time series, x̂k (at), as

follows:

x̂k (at) =

∣∣{n ∈ IN | ↑kn (an,t) = k
}∣∣

N
, (4.6)

with at = (a1,t, . . . , aN,t), and:

x̂ (at) = (x̂1 (at) , . . . , x̂K (at)) . (4.7)

In this chapter, we will use the hat notation to indicate that x̂k (at) is a sample computed

from the CINR time series. We also define plinkn , the proportion of samples in which terminal

n is not able to close the link, as

plinkn =

∣∣{t ∈ IT | ↑kn (an,t) = 0
}∣∣

T
. (4.8)

θ (0) = −∞

θ (1) θ (2) θ (3) θ (4) θ (5)

γn (an,t)

θ (6)
↑kn (an,t) = 3

Figure 4.2: Illustration of Eq. (4.5) for ↑kn (an,t) = 3
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We assume that, for any terminal n, plinkn is strictly less than pout. Having this condition

violated would mean the (EIRP0)n values have not been designed properly in early design

steps, and no carrier plan will be able to satisfy the outage constraint.

From a given carrier plan x, we are able to compute the bandwidth needed to deliver Rci

to each of the terminal proportions xk via

B(x) =
K∑
k=1

xk ·N ·Rci

ηspe (k)
[Hz] . (4.9)

Our goal is then to find the optimal carrier plan xopt = (xopt1 , ..., xoptK ) solution of the following

optimization problem:

minimize
x

B(x) , (4.10a)

subject to x ∈ O , (4.10b)

with O ⊂ [0, 1]K the viable set of carrier plans that satisfy the outage constraint, which we

need to express mathematically.

4.2.2 Outage constraint through order relation

Let us assume we have found xopt and have selected it as our network carrier plan. Let us

also assume that our network terminals meet fade conditions that lead to an FMT mode

demand equal to x̂ (at). In this scenario, the proportion of terminals requesting k is x̂k (at).

If xoptk is greater or equal to x̂k (an,t), all the corresponding terminals will have their demand

satisfied. However, if xoptk is less than x̂k (an,t), the network’s carrier plan will not be able to

satisfy all terminals’ demands. The remaining proportion of terminals x̂k (an,t) − xoptk will

have to seek free capacity in other coordinates of xopt, i.e., use another FMT mode. As FMT

mode usage is conditioned by the terminal CINR, the remaining proportion of terminals can

only be re-allocated to xopti with i ∈ Ik−1. Having a capacity allocated to every terminal

requesting k at time t, including the remaining terminals, is then equivalent to having at least

x̂k (an,t)− xoptk free capacity in the k − 1 FMT modes between 1 and k − 1, that is:

k−1∑
i=1

xopti −
k−1∑
i=1

x̂i (an,t) ≥ x̂k (an,t)− xoptk . (4.11)
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By iterating on k, we deduce that all terminals able to close the link at time t can have a

capacity allocated in xopt iff

k∑
i=1

xopti ≥
k∑
i=1

x̂i (an,t) ∀k ∈ IK . (4.12)

We then denote the order relation � as

xopt � x̂ (at)⇔
k∑
i=1

xopti ≥
k∑
i=1

x̂i (an,t) ∀k ∈ IK , (4.13)

and say that xopt can accommodate x̂ (at). This relation is a partial order, but it is

not a total order, as it is possible to have both xopt � x̂ (at) and xopt � x̂ (at), and thus

xopt � x̂ (at) ; xopt � x̂ (at). Note that this order relation is different from the well-known

majorization relation [61] since the vector’s coordinates are not sorted in descending order.

If xopt � x̂ (at), then we know that some terminals will be denied service due to congestion.

Knowing exactly which terminals would necessitate precise knowledge of the RRM algorithm.

In this work, we decided to provide a solution that is independent of the RRM algorithm, in

order to be as general as possible. Thus, we are forced to make the worst-case assumption in

which xopt � x̂ (at) implies that all terminals are denied service.1

Given this worst-case assumption, and assuming congestion is the only cause of outage,

the only way to ensure the satisfaction of the outage constraint is to have xopt accommodating

at least dT · (1− pout)e samples. Let Ax denote the set containing all samples accommodated

by x ∈ [0, 1]K as follows:

Ax = {t ∈ {1, . . . , T} | x � x̂ (at)} . (4.14)

Then, the constraint on xopt is the following:

|Axopt |≥ T · (1− pout) . (4.15)

However, outages are not only caused by congestion but also by link conditions. Without

precise information on the RRM algorithms, we need to assume that the set of samples at

which a terminal is denied service due to its link’s condition is disjoint from the set of time

1Section 4.4.3 provides some more insights into the impact of the RRM algorithm.
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samples at which this terminal is denied service due to congestion. This implies that xopt has

to accommodate not just dT · (1− pout)e samples, but dT · (1− pmin)e, with pmin defined as:

pmin = min
{
pout − plink1 , . . . , pout − plinkN

}
. (4.16)

The optimal carrier plan then has to satisfy:

|Axopt |≥ T · (1− pmin) . (4.17)

We can finally express O as:

O =
{
x ∈ [0, 1]K | |Ax|≥ T · (1− pmin)

}
, (4.18)

and therefore rewrite (4.10) as the following optimization problem:

minimize
x

B(x) , (4.19a)

subject to |Ax|≥ T · (1− pmin) , (4.19b)

x ∈ [0, 1]K . (4.19c)

4.3 Optimization problem

The main difficulty in solving (4.19) resides in efficiently determining if a given x satisfies

(4.19b). In this section, we reformulate (4.19b) with integer constraints, enabling the use of

MILP solvers. Then, we introduce a worst-case method that we compare against our MILP

formulation in Section 4.4.

4.3.1 Mixed integer linear programming

The optimization problem (4.19) is quite difficult to solve due to the cardinality constraint on

Ax in (4.17), which is non-linear. Drawing inspiration from the work in [62], we can translate

the cardinality constraint into an integer constraint. This is done by introducing a binary
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optimization variable, α ∈ {0, 1}T , as in:

|Ax|≥ T · (1− pmin) ⇐⇒


∑k

i=1 xi ≥ αt ·
∑k

i=1 x̂i (an,t) ∀k ∈ IK , ∀t ∈ IT ,∑T
t=1 αt ≥ T · (1− pmin) .

(4.20)

This variable lets the solver decide which samples should be accommodated by x. We can

then rewrite the cardinality-constrained optimization problem (4.19) as the following MILP

optimization problem:

minimize
x,α

B(x) , (4.21a)

subject to
k∑
i=1

xi ≥ αt ·
k∑
i=1

x̂i (an,t) ∀k ∈ IK ,∀t ∈ IT , (4.21b)

T∑
t=1

αt ≥ T · (1− pmin) , (4.21c)

x ∈ [0, 1]K , (4.21d)

α ∈ {0, 1}T . (4.21e)

This formulation is solvable by standard MILP solvers [63]. The number of constraints grows

as O(K + T ), as does the size of the optimization variables.

It is important to note that the precision of the solution depends on T and pmin. Indeed, as

we previously stated, we are looking for a solution that satisfies (4.19b). As we have assumed

that plinkn < pout for all n ∈ IN , then pmin ∈ (0, 1]; thus, there exists some z ∈ {0, . . . , T − 1}

such that z/T ≤ pmin < (z + 1)/T . Hence, (4.19b) is equivalent to:

|Axopt |≥ T · (1− pmin) ⇐⇒ |Axopt |≥ dT · (1− pmin)e (4.22a)

⇐⇒ |Axopt |≥ T − z . (4.22b)

In the particular case where 0 ≤ pmin < 1/T , then from (4.22) and the fact that |Axopt |≤ T

we would have:

|Axopt |≥ T · (1− pmin) ⇐⇒ |Axopt |= T . (4.23)

In this case, the solver has to find a solution that accommodates every sample, and it will

output the same solution regardless of the value of pout. However, as one can see in Fig. 4.3 in
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57, the rain attenuation CCDF, and subsequently the total attenuation, grows exponentially

with log(1 − pout). This exponential behavior has an impact on the size of the bandwidth

used by the optimal carrier plan. Thus, having T such that 0 ≤ pmin < 1/T is an issue, as the

bandwidth required to accommodate all samples might be much bigger than what would be

really needed for this value of pout. In order to not oversize our carrier plan for a given pout

value, we then need to make sure that T ≥ 1/pmin.

4.3.2 Worst-case method

As a benchmark for our proposal, we consider a worst-case approach as described in the first

paragraph of Section 2.2.3, commonly used in the satellite network dimensioning literature.

Similarly to the method presented in Chapter 3, it computes the carrier plan xwc assuming

every terminal n is transmitting using the FMT mode ktgtn , i.e.:

xwck =

∣∣∣{n ∈ IN | ktgtn = k
}∣∣∣

N
∀k ∈ IK , (4.24)

with ktgtn computed as:

ktgtn = max
{
k ∈ IK | θ (k) ≤ γtgtn

}
, (4.25)

where γtgtn is the CINR value exceeded for 1 − pout% of a given duration (month or year).

Traditional satellite resource dimensioning methods would compute γtgtn as follows:

γtgtn = γn
(
F̄−1an

(
pout

))
, (4.26)

with F̄−1an being the inverse function of the CCDF of an, obtained for each terminal by following

the ITU model [30] as showed in Fig. 4.3.

Our method assumes available a time series of CINR. Thus, another method to compute

γtgtn is to use the empirical CDF of γn, defined as:

Fγn(y) =
1

T
·
T∑
t=1

1γn(an,t)≤y ∀n ∈ IN , ∀y ∈ R+ . (4.27)

The value of Fγn(y) is the proportion of samples in which the CINR of terminal n falls below

the value y. We can then compute γtgtn , the worst CINR met by terminal n with an outage
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Figure 4.3: Complementary CDFs of (a) rain rate and (b) rain attenuation, averaged over
terminals, obtained with ITU recommendations [64] and [30] (black solid curve) and with
the MultiEXCELL [65] samples (red solid curve), as well as minimum and maximum (resp.
min/max red dotted curves) CCDFs across all terminals obtained with MultiEXCELL samples.

probability pout, with the generalized inverse distribution function F−1γn

(
pout

)
, that is:

γtgtn = F−1γn

(
pout

)
(4.28a)

= inf
{
y ∈ R+ | Fγn(y) ≥ pout

}
. (4.28b)

4.4 Numerical results

In this section, we compare the MILP method, proposed in Section 4.3.1, with the worst-case

method, described in Section 4.3.2. We first present the test scenario and parameters. We

then compare the bandwidth produced by the carrier plans, Bmilp and Bwc, respectively

computed using the MILP and the worst-case methods.

4.4.1 Test scenario

For our test scenario, we selected a Ka beam in Europe. We generated 489 rain maps of 200

by 200 km centered on (50.79◦N, 7.87◦E). In all scenarios, the value of pmin never fell below

3.5 · 10−5. Thus, to satisfy the condition T ≥ 1/pmin, the 489 rain maps were circularly shifted
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multiple times in all directions across the area to obtain T = 30, 000 samples. Figs. 4.3a and

4.3b respectively show the rain rate and the rain attenuation CCDFs obtained, with solid lines

representing averages and dotted lines representing minimums/maximums amongst terminals.

On average, the synthetic curves are close to the ITU curves. The differences among the

attenuation curves are due to the methods used to compute the attenuation from the rain rate.

For the MultiEXCELL maps, we used the ATM PROP method [66], which differs slightly

from the recommendation ITU-R P.618 [30].

In addition, N = 500 terrestrial terminals were generated in the rain map area based on

the population density data of SEDAC [67] (see Fig. 4.4). The terminals’ return link total

CINR is computed following Eq. (4.3), of which the parameters are given in Table 4.1. The

values of the CIMR and the downlink CNR were assumed constant and relatively high such

that the uplink CNR is the lowest of the three link budget components.

We selected a maximum information rate of 1 Mbps and a 1:50 contention ratio as suggested

in [68], giving us Rci = 20 kbps. We used a FMT mode set with K = 10 modes based on the

DVB-RCS2 standard [32]. The FMT mode SNR thresholds and spectral efficiencies, shown in

Table 4.2, are extracted from [48, Table III].

One goal was to show the evolution of both methods’ performances across a range of typical

Figure 4.4: Population density used for the terminal generation (right, inside red rectangle)
as well as rain map example (left) over generated terminals (black dots)
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Table 4.1: Simulation link parameters

Name Value Unit

Frequency 29.75 GHz

Terminals antenna diameter 0.85 m

Terminals antenna gain 45.6 dBi

Satellite longitude 28.5 °East

Average satellite G/T 14.8 dB/K

CIMR 20 dB

CNR 30 dB

values of pout ∈ [plb = 0.1%, pub = 5%]. However, the performances of the MILP solution also

depend on the value of pmin, as explained at the end of Section 4.3.1. For a given pout value,

and given the link budget parameters presented earlier in this section, the value of pmin can be

controlled by changing the value of EIRP0. However, the value of EIRP0 is also influenced by

other factors that are beyond the scope of this dissertation, such as the forward link design and

the tradeoff between the bandwidth costs and the terminals’ equipment costs [9, Section 9.2].

Table 4.2: DVB-RCS2 FMT mode parameters

Modulation Code rate Spectral efficiency Required Es

N0

QPSK 1/3 0.54 0

QPSK 1/2 0.83 2.3

QPSK 2/3 1.16 3.9

QPSK 3/4 1.31 5

QPSK 5/6 1.47 6.1

8-PSK 2/3 1.57 8.2

8-PSK 3/4 1.76 9.3

8-PSK 5/6 1.96 11

16-QAM 3/4 2.31 11.6

16-QAM 5/6 2.57 13
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Thus, two different approaches were followed for the computation of this parameter:

• One where EIRP0 is computed for pout = plb to ensure the following:

min
n

γn

(
F̄−1an

(
plb
))
≥ θ (1) . (4.29)

Thus, the value of EIRP0 is fixed for all pout values, and the value of pmin increases

with pout. While this approach minimizes bandwidth costs, it maximizes terminals’

equipment costs (amplifier and antenna). We will refer to this approach as bandwidth

over equipment (BOE) scenario.

• A second one where EIRP0 is computed for each value of pout to ensure the following:

min
n

γn
(
F̄−1an

(
pout

))
≥ θ (1) . (4.30)

Thus, the value of EIRP0 varies with pout, and the value of pmin remains relatively

constant across pout values. This approach minimizes terminals’ equipment costs but

maximizes bandwidth costs. We will refer to this approach as equipment over bandwidth

(EOB) scenario.

Real-life satellite networks will neither completely favor equipment nor bandwidth, as both

CAPEX and OPEX play a role in the total network price. Thus, we expect the bandwidth

performances of our solution applied to such networks to fall in between those two scenarios,

of which the results are shown in the following sections.

4.4.2 Bandwidth performance

As depicted by the red curves in Fig. 4.5, the relative bandwidth gain of Bmilp w.r.t. Bwc, i.e.,

(Bwc −Bmilp)/Bwc, globally increases when pout decreases, and becomes significant (greater

than 10%) for pout ≤ 1% in both scenarios. In both figures, the gain is negative for high pout

values (not commonly seen in BSM networks). Then, it rapidly increases to positive values

in the EOB scenario, while the increase is slower in the BOE scenario. We then conclude

that higher EIRP0 values will decrease the potential gain the MILP method offers over the

worst-case method. The fact that the MILP solution underperforms the worst-case methods

for high outage probability values can be explained by several factors:
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• The average annual probability of rain in Europe is around 5%. Thus, the impact of

rain fade becomes less and less significant for pout ≥ 1%, and the worst-case solution

gets closer and closer to optimality.

• The solution of the worst-case method does not necessarily satisfy the accommodation

constraint (4.19b). Thus, when the worst-case solution gets close to optimal, the MILP

solution is penalized by being more conservative.

• The solving time was limited. This aspect is discussed in further detail in Section 4.5.1.

The local variations in gain observed in Fig. 4.5 are mainly due to the variations of Bwc,

represented by a black solid line in Figs. 4.6a and 4.6b.
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Figure 4.5: Relative bandwidth gain (Bwc −Bmilp)/Bwc and solver gap (Bmilp −Blb)/Bmilp

as a function of pout with (a) BOE and (b) EOB scenarios.

4.4.3 Worst terminal outage

As many simulations had to be run, we imposed a time limit on the MILP solving. The

consequence is that for some values of pout, the solver was not able to find the optimal integer

value. The black dotted curves in Fig. 4.5 represent the relative gap (Bmilp − Blb)/Bmilp,

with the lower bound Blb being the solution of problem (4.21) with relaxed constraints, i.e.,

α ∈ [0, 1]T . We observe that the gap curve is overall higher for the BOE scenario than for the

EOB scenario. Thus, finding an actual minimum is likely to take more time when the value of

EIRP0 is high. However, a positive gap value does not necessarily imply that a better point

exists, but rather that not all options have been explored. Simulations for specific pout values
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Figure 4.6: Evolution of Bmilp and Bwc as a function of pout with (a) BOE and (b) EOB
scenarios.

with longer time limits tend to show a reduction in the gap due to finding a higher Blb rather

than finding a more bandwidth-efficient solution.

While the MILP method showed overall promising bandwidth performances, it is also

important to verify the satisfaction of the outage probability constraint. To this end, we

created a test RRM algorithm that determines, for each sample x̂ (at), which terminal will

be denied service. For a given sample, the decision to deny service to terminal n is made by

comparing γn (an,t) to γwcn and the terminal’s clear sky CINR. Terminals are removed from the

demand x̂ (at) until the inequality in (4.12) is satisfied. Once xopt has been compared against

all samples, the algorithm returns the highest outage proportion (link outage + congestion

outage) amongst terminals. We name this value the worst terminal outage pwto.

Fig. 4.7 shows the pwto obtained when testing the carrier plans produced by both methods.

We can see that both the MILP and the worst-case methods are able to satisfy pwto ≤ pout.

Moreover, our MILP method provides lower pwto than the worst-case method. It is then

apparent that increasing the bandwidth efficiency of the solution does not necessarily come at

the expense of higher outage probability. The gap between the two methods is quite significant

in the BOE scenario, while moderate in the EOB scenario. This difference could be explained

by the value of EIRP0, which is higher in the BOE scenario for high values of pout.
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Figure 4.7: Comparison of pwto for the worst case and the MILP methods as a function of
requested pout, with (a) BOE and (b) EOB scenarios.

4.5 Discussions

4.5.1 MILP solver implementation

The convergence time of the MILP method depends on the solver’s implementation and

parameters. In our case, we used the integrated MATLAB integer linear programming solver

intlinprog.2 We limited the solver’s execution in time to 6 hours per value of pout, with

simulations running in parallel on single core threads. We also instructed the solver to stop

if it found an integer solution within 1% of the relaxed solution, as gains lower or equal to

1% will not be significant in the context of network cost optimization. Execution times of

several hours are affordable in our problem as the carrier plan optimization is not a real-time

problem in the context of SCP. We also tested other solvers in specific scenarios, most notably

the SCIP [59] and CVX [69], [70] solvers. No notable differences in bandwidth gain or solver

gap were observed with those parameters. However, we observed a quicker reduction in the

solver’s gap when running a specific simulation on multiple cores with CVX.

4.5.2 Variability of rain

In Fig. 4.5, we observed a crossing point at which the MILP bandwidth increased from negative

values to positive ones. This crossing point depends on the average annual probability of rain

p0 across terminals. As p0 depends on the terminals’ geographical locations, the crossing point

2Available at https://www.mathworks.com/products/optimization.html (visited on 24/11/2023).

https://www.mathworks.com/products/optimization.html
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is expected to change for networks serving tropical or desertic regions, where p0 is respectively

higher and lower than in our European scenario.

The number of samples T also plays a role in the variability of rain amongst terminals.

The lower the exceedance probability is, the lower the number of samples representing this

probability. As shown in Fig. 4.3, this translates into a high variability among terminals’

CCDFs at low exceedance probabilities. Higher T values would reduce this effect and bring

the dotted curves in Fig. 4.3 closer to the average curves.

The variability of rain amongst terminals is also impacted by the geographical separation

between terminals in the network. In our scenario, 200 by 200 km maps were used, as

MultiEXCELL does not allow for the generation of much larger fields. The consequence is

that the variability of rain is rather low, and mainly tied to T .

4.5.3 RRM policy

The curves shown in Fig. 4.7 depend on the RRM policy, of which an example was presented

in Section 4.4.3. One important property of this policy is that it stops denying service to

terminals when the accommodation property is satisfied. Thanks to the conservative nature

of the accommodation property, the MILP method will guarantee pwto ≤ pout for any RRM

policy that delivers service to all terminals if the accommodation property is satisfied, i.e., if

there are enough satellite resources available to serve all terminals. On the other hand, the

worst-case method does not come with such a guarantee; indeed, it can be straightforwardly

verified by testing the resulting carrier plan on a drop policy which drops the terminals based

on a predetermined order, regardless of their CINR.

4.5.4 Heterogeneity for QoS and number of terminals

In a real BSM network, it is common to have different QoS parameters (Rci and pout) among

terminals. In this context, a way to use our technique would be to group terminals under

QoS groups, run the optimization for each group separately, and then merge the resulting

carrier plans. This approach, however, has no optimality guarantees. Heterogeneous QoS

requirements are explored in Chapter 5.

Another concern is the disparity in the number of terminals between the design stage

and deployment phase, as well as its increase during the network lifetime. If the number

of terminals was overestimated during the design phase, then the carrier plan is still valid,
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although not optimal. On the other hand, if the number of terminals was underestimated, there

would be more congestion than anticipated, and the QoS might not be achieved. Therefore,

real applications of our solution will likely have to anticipate a future rise in the number of

terminals and take margins accordingly.

4.6 Conclusion

In this chapter, we presented the CPO problem for return links using ACM with SCP and

proposed a more bandwidth-efficient solution compared to current dimensioning methods. We

defined the return link carrier plan design problem as applicable to broadband networks with

adaptive return links and proposed a MILP optimization formulation that explicitly accounts

for the spatial correlation of the tropospheric fade, using time series generators. Finally, we

introduced a dimensioning benchmark inspired by the academic literature and compared it to

our MILP method in a European test scenario.

The numerical results illustrated how the proposed MILP method brings a bandwidth

reduction between 10% and 50% w.r.t. benchmark for outage probabilities less than 1%, while

also being able to provide lower outage statistics.

From those results, we concluded that the MILP method can improve the carrier plan

of BSM return networks using ACM by reducing their cost and providing stronger QoS

guarantees.



Chapter 5

Adaptive coding and modulation

with adaptive carrier plan

This chapter focuses on solving the SRD problem in the context of ACM return links with

ACP. It is divided into two major parts: the theoretical part and the application part, as

illustrated in Fig. 5.1. Both parts are composed of several sections and are of relatively equal

length.

The theoretical part regroups all the sections that focus on the theory behind the satellite

Theoretical part Application part

5.1 Scenario and

assumptions

5.2 Formulation of

the resource demand

5.3 Equivalent bandwidth

quantile problem

5.4 Monte Carlo

process

5.5 Scenario for

numerical results

5.6 Numerical

applications

5.7 Discussions and conclusions

Figure 5.1: Illustration of the chapter’s contents.

66
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resource dimensioning problem and the use of rain sample generators to solve it. It is composed

of four sections. Section 5.1 presents the definitions and assumptions related to our problem.

Section 5.2 explains how to express the satellite resource demand at the system level for given

rain attenuation. Section 5.3 presents the resource dimensioning problem formulated as a

quantile estimation problem. Section 5.4 proposes a Monte Carlo method to approximate the

solution.

Then, the application part focuses on applying the theory presented in the previous part

to a realistic multibeam satellite scenario. It is composed of two sections. Section 5.5 provides

a complete description of the models and data used for the numerical simulations. Note that

this section is only a description of a scenario that fits the assumptions described in Section 5.1,

and can be read independently of Sections 5.2 to 5.4. Section 5.6 presents the numerical

results, providing a numerical verification of the Monte Carlo method and comparisons against

independent (optimistic) and fully correlated (pessimistic) rain fade assumptions. Finally,

Section 5.7 concludes the chapter.

5.1 Scenario and assumptions

In this section, we describe the scenario and the assumptions relevant to the resource-demand

model presented later in Section 5.2. This section firstly introduces definitions related to the

SLA, of which the traffic aspects are discussed in Section 5.1.2 and the availability aspects are

discussed in Section 5.1.3. Then, assumptions for network, satellite payload, and link budget

aspects are listed in Sections 5.1.4, 5.1.5, and 5.1.6, respectively.

We tackle the problem of dimensioning the satellite’s bandwidth and power needed for the

return path of a broadband multibeam GEO satellite network serving N source terminals, as

illustrated in Fig. 5.2. The terminals are assumed to be earth stations with a fixed known

location.

5.1.1 SLA and QoS definitions

In this section, we look at the most common services proposed in broadband return links, and

how SLA are refined into key parameters for our design process. The requirements in the SLA

usually take a similar form to what is described by the ETSI in [24], with application/service-

specific QoS parameters. For the dimensioning process, it is necessary to extract and aggregate
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Figure 5.2: Illustration of the multibeam BSM return network scenario. The satellite-dependent
path is delimited by the satellite-independent service access point (SI-SAP) interfaces.

the relevant information into key parameters, which are used as inputs to the dimensioning

methodology. For the purpose of satellite resource dimensioning, we can identify two main

SLA categories: traffic, discussed in Section 5.1.2, and availability, discussed in Section 5.1.3.

Throughout the rest of this chapter, we assume that the traffic demand is independent

across terminals and from the link conditions.

5.1.2 Traffic SLA

Global standardizing institutions have investigated broadband networks and their compatibility

with satellite networks. The ETSI presents in [21] an architecture where IP and higher layer

traffic (satellite-independent layer) are converted into lower satellite-dependent layers through

an SI-SAP interface. The SLAs are usually defined at an application/service level, i.e., at

the satellite-independent layers. The ETSI [71, Section 4.1] and the ITU [72, Section 6] have

defined several service categories for broadband networks (e.g., conversational, messaging,

transactions, etc.).

It is also important to note that SLA requirements are usually not defined per terminal,

but rather per “service package” (SP), corresponding to typical user profiles. The number

and composition of the SPs are usually driven by pricing and network technologies. For the

rest of this chapter, let us assume that S SPs are available. Each terminal n will subscribe

to one and only one SP denoted as sn, and the set of terminals subscribed to the s-th SP is

denoted as Ns = {n ∈ IN | sn = s}.
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Traffic characterization

Traffic characterization, done at the service level, consists of modeling the expected throughput

requirements of each service. It also allows us to estimate the statistical multiplexing that

can be used to save resources. The list of SLA requirements is heterogeneous and is very

much dependent on the service category, as can be seen in [24, Section 5]. Factoring all

those individual requirements inside the resource dimensioning process would unnecessarily

complexify it, as not all of them are equally important. We propose to summarize the SLA of

any service class into three parameters:

• The maximum information rate Rmi, in bps, which should be achievable under favorable

network conditions, but with no availability guarantees.

• The minimum/committed rate of the service Rci, in bps, which comes with a given

availability target. This rate is the rate necessary for one terminal to get the service at

a minimum acceptable quality.

• The expected proportion of active terminals pat, i.e., the expected simultaneous demand

for the service.

To illustrate these concepts, we present in Appendix A how to compute the three parameters

Rmi, Rci, and pat for some popular traffic classes, based on some SLA inputs. We provide

examples based on industry and academic literature [73, Section 4.3], [8, Section 6.2], however,

note that the nature of SLA requirements is quite scenario-dependent. Therefore, the reader

might have to adapt the computations when faced with SLA requirements of a different

nature.

Mapping at SI-SAP interface

To ensure the satisfaction of SLAs, the traffic must be split into different classes, each class

having its own QoS and priority. As service categories are defined at the application level,

the QoS has to be translated to the different protocol layers in the network. The process

of translating QoS/priority from one layer to another is called QoS/priority mapping. The

mapping of IP QoS classes to satellite-dependent layer classes happens at the SI-SAP interface.

The ITU proposes six different classes in [74] for IP-based services. The ETSI proposes eight

different BSM traffic classes in [71, Section 5], allowing the mapping of higher level ITU
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or Diff Serv traffic classes to satellite-dependent lower-layers traffic classes (e.g., ATM and

DVB-RCS). These BSM traffic classes are identified by their queue ID (QID).

For our problem, we will assume that Q traffic classes are available at the SI-SAP interface,

with q = 1 being the lowest priority class and q = Q being the highest.1 We assume that the

service categories have been mapped to each traffic class q ∈ IQ, such that we can define Rci
s,q

and Rmi
s,q as the sum of the corresponding rates of the services mapped to traffic class q, and

pats,q as the maximum among the services.

5.1.3 Availability SLA

The ETSI defines the IP service availability based on the IP packet loss ratio (IPLR) [25,

Section 7.4]. The IP service is defined as available if the IPLR is below or equal to a pre-

determined threshold, and unavailable (equivalently, in outage) otherwise. The same definition

is found with the ITU [74, Section 7].

The potential causes of an increase in IPLR are several. To identify the ones related

to the satellite-dependent part of the connection, the ITU-R S.521-4 defines an end-to-end

satellite link as a hypothetical reference digital path. The ITU-R S.1806-0 uses this definition

to introduce path availability (averaged over the measured time). It is defined as:

Availability = (100−Unavailability) [%] , (5.1)

in which

Unavailability =
Unavailable time

Measured time
· 100 [%] . (5.2)

The Measured time can be one day/month/year, with an hourly unit time. The Unavailable

time is defined per terminal n as a period in time where the QoS is not met for a minimum

consecutive duration of ∆T out (recommend to be 10 s). The QoS at the path level is generally

defined using the BER metric, which is directly related to the IPLR.

However, this definition of availability is only valid for transmission at a given rate. In the

context of networks using ACM technologies and services that require a minimum throughput

to be usable, we need to expand this definition. Indeed, ACM allows to trade BER with

throughput when changing transmission mode. Thus, it is possible that an ACM transmission

1If needed, one can define q = 0 as the Best Effort class, which is rarely considered during the dimensioning
process.
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mode allows an acceptable IPLR but at the expense of lowering the connection throughput

below the service minimum rate (i.e., the committed rate). In this case, the IP service is

available, but not the application-level service. To measure the availability of an application-

level service, we need to also look at the throughput achieved when the BER threshold is

met. This characteristic of ACM-enabled networks is acknowledged in the ITU-R S.2131-1 [75,

Section 2.4], which presents the notion of throughput degradation as a function of the SNR.

In our case, we will define the service availability as the time duration in which both the

BER and the committed information rate necessary for the service are met. Furthermore, we

define the SP availability as the time duration in which all included services are available.

Let us assume the SPs come with an advertised outage probability padvs , over a measurement

period T tot, in seconds, and a given outage duration threshold ∆T out
s , in seconds, above which

the outage time is effectively counted. Then, if we can predict the total outage time T out
n of

terminal n during T tot, accounting for ∆T out
s , we can compute the outage probability poutn of

this terminal as:

poutn =
T out
n

T tot
. (5.3)

The availability SLA is then translated into the satisfaction of the following constraint:

poutn ≤ padvsn ∀n ∈ IN . (5.4)

The computation of T out
n is not trivial. For now, let us remark that we can divide this quantity

into distinct components, each representing a different outage cause:

1. The outage time due to link unavailability, written T link
n , in seconds, defined as the sum

of durations greater than ∆T out
sn in which the link fade is too strong to allow transmitting

at the committed rates and appropriate BER. This quantity solely depends on the

terminal’s link budget design.

2. The outage time due to congestion, written T con
n , in seconds, defined as the sum of

durations in which the link can sustain both committed rates and BER, but the satellite

resources available for allocation are insufficient due to a number of concurrent terminals

exceeding expectations. This quantity is affected by the amount of satellite resources

available and the rain conditions on the satellite coverage.

3. The outage time due to other causes unrelated to rain conditions, such as equipment
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failure or sun transit [10, p. 29].

In this chapter, we will focus on the outage cases affected by the satellite resource dimensioning

process and by rain fade, i.e., cases 1) and 2). We will assume that T out
n = T link

n +T con
n . Other

sources of outage can be added to this definition by considering them uncorrelated to 1) and

2).

5.1.4 Network assumptions

We assume that the return link access uses an MF-TDMA scheme, capable of dynamically

allocating bandwidth (examples are found in [32] and [36, Section 7.2]).2 We assume that

individual channel sizes are a multiple c of a minimum channel bandwidth ∆Bmin, with c ∈ IC ,

and C being the maximum channel multiplier. We will refer to c as the channel/carrier size.

We also assume that all terminals share the same MF-TDMA resources.3

The MF-TDMA resource allocation is handled by an RRM algorithm (e.g., [35]). However,

there is no one standard RRM algorithm for all satellite return networks. To remain as general

as possible, we will not make assumptions about the behavior of the RRM algorithm in this

chapter.

In addition, we assume that ACM is enabled, thus terminals can adapt their FMT mode

in real time. They can choose to emit from a pool of K FMT modes (e.g., [32, Annex A])

defined by the following characteristics:

• The SNR activation thresholds {θ (1) , . . . , θ (K)}, derived from the desired BER.4

• The spectral efficiencies {ηspe (1) , . . . , ηspe (K)}, in bps/Hz. We assume ηspe (k) increases

with θ (k).

Finally, we assume a star topology network. Each source terminal n ∈ IN emits to its

destination gateway dn ∈ ID, with D being the number of destination gateways.

5.1.5 Satellite payload assumptions

We assume that the satellite uplink coverage is split into M beams, with each beam m ∈ IM

being assigned a pair
(
frequl

m,polulm
)

denoting its frequency and polarization, respectively. The

2See also https://www.gilat.com/technologies/elastix-access-scheme/ for an example in the industry (visited
on 04/12/2023).

3If not, the dimensioning problem should be split into several sub-problems for which this assumption holds.
4We assume the BER is identical for all SPs and services. If not, a conservative assumption is to take the

lowest BER value to get the highest SNR thresholds.

https://www.gilat.com/technologies/elastix-access-scheme/
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frequency-polarization pair is commonly referred to as the “color” of the beam. We assume

the downlink is composed of spot beams covering the gateways’ locations.

In this chapter, we assume the payload is transparent and flexible in a similar way to the

scenario described in [49, Section II.B]. It is assumed that the beams covering the terminals’

locations are able to dynamically share satellite transponders’ power.5 We assume that V

transponders are available for dynamic allocation.

5.1.6 Link budget assumptions

We assume knowledge of the link budget function γ0,n
(
atot
n,t

)
, in Hz, that computes the carrier-

to-interference-plus-noise-spectral-density ratio (CINR0)
6 of terminal n when transmitting

under rain attenuation atot
n,t = (an,t, adn,t), where an,t and adn,t are respectively the attenuation

at terminal’s n and at gateway’s dn locations at given time t. Typical link budget models

are found in [8, Chapter 5], [73, Chapter 5]. We assume that γ0,n
(
atot
n,t

)
does not depend on

the channel size c,7 and that it is a nonincreasing function of an,t and adn,t. We also assume

given the input back off (IBO) function of terminal n, denoted as IBOn (an,t) and that it

is a nonincreasing function of an,t. Note that examples of both γ0,n
(
atot
n,t

)
and IBOn (an,t)

functions are described in great details in Sections 5.5.2, 5.5.3, and 5.5.4, which can be read

independently of the following sections.

5.2 Formulation of the resource demand

In this section, we present the satellite resource demand model given the assumptions made in

the previous section. Firstly, Section 5.2.1 establishes the various relationships and notations

between information rates, FMT modes, and attenuation conditions. Then, the satellite

resource demand model is introduced from a terminal-level perspective, with Section 5.2.2

focusing on the bandwidth demand, Section 5.2.3 focusing on the power demand, and

Section 5.2.4 presenting the bandwidth vs. power trade-off. From the expression of the resource

demand, Section 5.2.5 deduces some requirements on the terminal’s emission capabilities

for clear sky and fade conditions. Finally, the system-level resource demand is expressed in

5If not, the dimensioning problem should be split into several sub-problems for which this assumption holds.
6In this chapter, it is important to distinguish between the carrier-to-noise ratio, which is a ratio between

two powers, and the carrier-to-noise-spectral-density ratio, which is the ratio between a power and a power
spectral density (see [8, Section 5.6.1]).

7We implicitly assume that the terminals are transmitting at full power under rain fade.
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Section 5.2.6.

5.2.1 Transmission at a given rate

Let us assume that terminal n has to transmit an information rate Ri at time t. We want to

know what channel size and FMT mode could support this transmission, if any.

For each FMT mode k, the minimum channel size required to transmit rate Ri is given by:

cmin
(
Ri, k

)
=

⌈
Ri

ηspe (k) ·∆Bmin

⌉
. (5.5)

Let us remember that each FMT mode comes with SNR activation thresholds. Let us define

the signal-to-noise-spectral-density activation threshold θ0(k, c), in Hz, as a function of the

channel size:

θ0(k, c) = θ (k) · c ·∆Bmin [Hz] . (5.6)

In order to transmit Ri on FMT mode k at time t, terminal n should therefore satisfy the

following CINR0 condition:

γ0,n
(
atot
n,t

)
≥ θ0

(
k, cmin

(
Ri, k

))
. (5.7)

This condition is necessary, but not sufficient. Let us remember that the channel size is

bounded by C. Therefore, the transmission is not possible if cmin
(
Ri, k

)
> C. As we assumed

that ηspe (k) is an increasing function of k, cmin
(
Ri, k

)
is a nonincreasing function of k. Thus,

C imposes a lower bound on the FMT that can be used. The minimum channel size cmin
(
Ri, k

)
is a non-increasing function of k for a given Ri, thus, such lower bound is found by counting

the number of modes unable to support the transmission and adding one, that is:

kmin
(
Ri
)

= 1 +
K∑
k=1

1cmin(Ri,k)>C . (5.8)

Transmission at minimum bandwidth

Since cmin
(
Ri, k

)
is a nonincreasing function of k, we know that the FMT mode minimizing

the channel size required for transmission at a given rate Ri is the highest value k that satisfies
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inequality (5.7). Such upper bound is given by:

kmax
n

(
Ri,atot

n,t

)
= max {0} ∪

{
k ∈ IK | γ0,n

(
atot
n,t

)
≥ θ0

(
k, cmin

(
Ri, k

))}
. (5.9)

Remark that this definition allows kmax
n to take a null value in the case no FMT mode

satisfies (5.7). In order to generalize the equations that depend on the FMT mode, we need

to define θ (0) and ηspe (0). A natural behavior for a terminal trying to transmit at rate Ri

but not able to reach it would be to transmit at the highest achievable rate,8 using the most

robust FMT mode available, i.e., k = 1. Following this logic, we should define θ (0) = θ (1)

and ηspe (0) = ηspe (1), with the implicit understanding that rate Ri is not achievable.

Finally, let us also remark that in the case kmax
n

(
Ri,atot

n,t

)
< kmin

(
Ri
)
, the transmission at

information rate Ri is not possible at time t due to the constraint on the maximum channel

size.

Transmission at highest achievable rate

Let us now assume terminal n wants to transmit at the highest achievable information rate

Rmax
n (k,atot

n,t) using the FMT mode k at time t. To find such a rate, we first need to compute

the largest channel size cmax
n

(
k,atot

n,t

)
available for transmission:

cmax
n

(
k,atot

n,t

)
= min

(⌊
γ0,n

(
atot
n,t

)
θ (k) ·∆Bmin

⌋
, C

)
. (5.10)

We deduce the expression of the maximum achievable rate:

Rmax
n (k,atot

n,t) = ηspe (k) · cmax
n

(
k,atot

n,t

)
·∆Bmin [bps] . (5.11)

8For a given γ0,n
(
atot
n,t

)
, the highest rate is reached using the mode with the highest ηspe (k) /θ (k) ratio

(see Eq. (5.11) later on). This is usually mode 1, due to the greater variations in θ (k) values.
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Transmission at SLA rates

In this chapter, we will often refer to the transmissions at the sum of the committed rates∑Q
q=1R

ci
sn,q. For the sake of simplicity, we define:

ccis (k) = cmin

 Q∑
q=1

Rci
s,q, k

 (5.12a)

↓kcis = kmin

 Q∑
q=1

Rci
s,q

 (5.12b)

↑kcin
(
atot
n,t

)
= kmax

n

 Q∑
q=1

Rci
sn,q,a

tot
n,t

 , (5.12c)

with cmin as defined in Eq. (5.5), kmin as defined in Eq. (5.8), and kmax as defined in Eq. (5.9).

5.2.2 Expression of the bandwidth demand

Assuming terminal n requests access to the satellite services at time t, its bandwidth demand

bDn,q
(
atot
n,t, k

)
depends on the achievable rate of the link, and therefore on the FMT mode

k used for transmission. The minimum channel size needed for transmission at committed

rates is given by cci (sn, k). Thus, the link’s support of committed rates can be assessed via

the fraction cmax
n

(
k,atot

n,t

)
/cci (sn, k), with cmax

n

(
k,atot

n,t

)
the largest channel size available for

transmission defined in Eq. (5.10). If this fraction is strictly below 1, the rate supported by

the link is below the committed rates, and the services are unavailable using FMT mode k. If

this fraction is above or equal to 1, the committed rates are supported by FMT mode k. We

can express the achievable committed rate of terminal n, for the traffic class q, at time t, and

transmitting on the FMT mode k, as a function of the link’s quality:

Rca
n,q

(
atot
n,t, k

)
= Rci

sn,q ·min

(
1,
cmax
n

(
k,atot

n,t

)
cci (sn, k)

)
[bps] . (5.13)

Therefore, we propose to model the individual bandwidth demand bDn,q
(
atot
n,t, k

)
of terminal n,

at time t, and using the FMT mode k, as the following:

bDn,q
(
atot
n,t, k

)
=
Rca
n,q

(
atot
n,t, k

)
ηspe (k)

[Hz] . (5.14)
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5.2.3 Expression of the power demand

As explained in the introduction of this chapter, the billing of the network is set on the

resource that is proportionally utilized the most [9, Chapter 13], [10, p. 29]. Therefore, we

also need to compute the power demand.

The fraction of available transponder power used by terminal n can be expressed as the

ratio between the current IBO of the terminal’s carrier, denoted IBOn (an,t),
9 and the total

IBO of the satellite transponder vn, denoted as IBOtot
vn , to which the channel was affected.

However, this power demand corresponds to a transmission at maximum power for the terminal.

For the purpose of satellite resource dimensioning, we need to compute the committed power

demand, i.e., the power demand corresponding to the committed bandwidth demand as

expressed in Eq. (5.14). Let us remark that the maximum bandwidth sustainable for terminal

n, at time t, and using the FMT mode k, is given by the fraction γ0,n
(
atot
n,t

)
/θ (k). Thus,

the committed bandwidth demand represents a proportion bDn,q
(
atot
n,t, k

)
· θ (k) /γ0,n

(
atot
n,t

)
of

the maximum bandwidth achievable. Therefore, the committed fraction of power demanded

relative to the total power available can be expressed as:

PD
n,q

(
atot
n,t, k

)
=
bDn,q

(
atot
n,t, k

)
· θ (k)

γ0,n
(
atot
n,t

) · IBOn (an,t)

IBOtot
vn

. (5.15)

The comparison between the bandwidth and power utilization is usually done by converting

the requested power to power-equivalent bandwidth (PEB), as follows:10

bpe,Dn,q

(
atot
n,t, k

)
= Btrans

vn · PD
n,q

(
atot
n,t, k

)
[Hz] . (5.16)

with Btrans
vn being the bandwidth of the transponder vn. The PEB value corresponds to the

transponder bandwidth that should be used to match the transponder power demand. If all

transmissions amplified by this transponder have a bandwidth demand matching the PEB

demand, then the transponder utilization is maximized in the sense that bandwidth and power

are equally utilized.

9More details are given about the IBO later in Section 5.5.2.
10See https://www.satcom.guru/2015/02/link-budget-background-definitions-and.html for more details on

the concept of PEB (visited on 04/12/2023).

https://www.satcom.guru/2015/02/link-budget-background-definitions-and.html
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5.2.4 Balanced FMT mode

We assume that the terminals, if possible, will transmit using the FMT mode that supports

committed rates and minimizes the satellite resource demand. Denoting kmsr
n

(
atot
n,t

)
the FMT

mode that minimizes the satellite resource demand for given attenuation conditions atot
n,t, it is

given as:

kmsr
n

(
atot
n,t

)
= arg min

k∈Kci
n (atot

n,t)
max

 Q∑
q=1

bDn,q
(
atot
n,t, k

)
,

Q∑
q=1

bpe,Dn,q

(
atot
n,t, k

) , (5.17)

with bDn,q
(
atot
n,t, k

)
being the bandwidth demand defined in Eq. (5.14), bpe,Dn,q

(
atot
n,t, k

)
being

the PEB demand defined in Eq. (5.16), and Kci
n

(
atot
n,t

)
the set of FMT modes suitable for

transmission at committed rates, expressed as:

Kci
n

(
atot
n,t

)
=
{
↓kcisn ≤ k ≤

↑kcin
(
atot
n,t

)
| (5.7)

}
, (5.18)

with ↓kcisn and ↑kcin
(
atot
n,t

)
respectively the lowest and highest FMT modes supporting a

transmission at committed rates given the attenuation conditions atot
n,t, as defined in Eq. (5.12).

As illustrated in Fig. 5.3, the bandwidth demand bDn,q
(
atot
n,t, k

)
tends to decrease with k

while the PEB demand bpe,Dn,q

(
atot
n,t, k

)
tends to decrease. Thus, the FMT mode kmsr

n

(
atot
n,t

)
will

correspond to the mode that allows the values of the bandwidth and the PEB demands to be

the closest to each other among all the FMT modes in Kci
n

(
atot
n,t

)
. It is said that this mode

“balances” the bandwidth and power demands, hence we call it the balanced FMT mode.

Note that kmsr
n

(
atot
n,t

)
is defined only when at least one FMT allows transmission at the

committed rates, i.e., when ↑kcin
(
atot
n,t

)
≥ ↓kcisn . Thus, the most suitable FMT mode for
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FMT mode
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z
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Figure 5.3: Illustration of the bandwidth vs. PEB (i.e., power) demand tradeoff for a
transmission at committed rates. Here, kmsr

n

(
atot
n,t

)
= 5.
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transmission is:

k̄cin
(
atot
n,t

)
=


↑kcin

(
atot
n,t

)
if ↑kcin

(
atot
n,t

)
< ↓kcisn

kmsr
n

(
atot
n,t

)
otherwise.

(5.19)

The resource demand model at the terminal level is summarized in Fig. 5.4.

FMT mode set

{θ (1) , . . . , θ (K)}

{ηspe (1) , . . . , ηspe (K)}

Committed bandwidth
and power demand
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(
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(
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(
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n

(

a
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Mode minimizing
resources
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(

a
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)

SLA committed rates

Rci
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sn,q
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n

(

a
tot
n,t

)

Satellite payload
parameters

IBOtot

Btrans

Link budget model

γ0,n
(

a
tot
n,t

)

Figure 5.4: Illustration of the resource demand model at the terminal level

5.2.5 Ground station requirements

Knowing the FMT mode that terminal n will select under given fade atot
n,t, we can deduce

some requirements that all terminals must satisfy to enable the dimensioning process. We

will present those requirements in the following sections and assume those are met in the rest

of the chapter. Let us remark that the design of ground stations can be affected by factors

other than the ones we have presented so far (e.g., forward link design).

Clear sky requirement

As assumed in Section 5.1.1, the maximum rate max
q∈IQ

Rmi
sn,q must be achievable at least under

the most favorable conditions, i.e., when the sky is clear and atot
n,t = (1, 1). Therefore, the

clear sky requirement is:

kmax
n

(
max
q∈IQ

Rmi
sn,q, (1, 1)

)
≥ kmin

(
max
q∈IQ

Rmi
sn,q

)
, (5.20)
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with kmin as defined in Eq. (5.8) and kmax as defined in Eq. (5.9).

Fade requirement

As assumed in Section 5.1.1, the probability of terminal n not being able to transmit at

committed rates
∑Q

q=1R
ci
sn,q must not exceed padvsn .11 Thus, the fade requirement is:

P
(
k̄cin ((An, Adn)) < ↓kcisn

)
≤ padvsn , (5.21)

with k̄cin as defined in Eq. (5.19), ↓kcisn as defined in Eq. (5.12), and where An and Adn are the

random variables of the rain attenuation at the respective locations of terminal n and gateway

dn. Such property can be verified by looking at [76], which allows to get a numerical estimate

of P
(
k̄cin ((An, Adn)) < k

)
for any k. We explain the method in more detail in Appendix B.

5.2.6 Resource demand at system level

So far, we have expressed the individual bandwidth demand bDn,q
(
atot
n,t, k̄

ci
n

(
atot
n,t

))
assuming

that terminal n is requesting access to the satellite services. However, terminals are not active

all the time. When taking a system-level viewpoint, the total bandwidth demand should

account for the statistical probability of terminals requesting the services. Thus, from the

system point of view, the bandwidth demand of terminal n, for traffic class q, under the

attenuation conditions atot
n,t, can be modeled with the following random variable:

BD
n,q

(
atot
n,t

)
= bDn,q

(
atot
n,t, k̄

ci
n

(
atot
n,t

))
·Xn,q , (5.22)

with Xn,q following a Bernoulli distribution with probability of success patsn,q. Note that Xn,q

is independent of the attenuation atot
n,t due to the assumption of independence between traffic

demand and attenuation conditions made in Section 5.1.1.

Let Atot
t be an N × 2 matrix containing the uplink and downlink attenuation couples

for each link at time t, i.e., Atot
t (n, 1) = an,t and Atot

t (n, 2) = adn,t. For a high number of

terminals N and the attenuation conditions Atot
t , the total bandwidth demand will likely be

11In this case, we take a worst-case approach by assuming the terminal requests all services at the same time.
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close to its expected value bTD,12 which is expressed as:

bTD
(
Atot
t

)
= EX

 N∑
n=1

Q∑
q=1

BD
n,q

(
atot
n,t

) (5.23a)

=

N∑
n=1

Q∑
q=1

EX
(
BD
n,q

(
atot
n,t

))
(5.23b)

=
N∑
n=1

Q∑
q=1

bDn,q
(
atot
n,t, k̄

ci
n

(
atot
n,t

))
· EX (Xn,q) (5.23c)

=
N∑
n=1

Q∑
q=1

bDn,q
(
atot
n,t, k̄

ci
n

(
atot
n,t

))
· patsn,q [Hz] , (5.23d)

with EX being the expectation operator on the random variables Xn,q. Similarly, the expected

total PEB demand is expressed as:

bpe,TD
(
Atot
t

)
=

N∑
n=1

Q∑
q=1

bpe,Dn,q

(
atot
n,t, k̄

ci
n

(
atot
n,t

))
· patsn,q [Hz] . (5.24)

Finally, the total equivalent bandwidth demand is:

beq,TD
(
Atot
t

)
= max

(
bpe,TD

(
Atot
t

)
, bTD

(
Atot
t

))
[Hz] . (5.25)

5.3 Equivalent bandwidth quantile problem

The optimal network equivalent bandwidth bnet is the smallest one for which the outage

probability poutn of all terminals, as defined in Eq. (5.3), is smaller than or equal to the

advertised outage probability defined in the SLA, i.e., poutn ≤ padvsn for all n. We defined in

Section 5.1.3 poutn = T out
n /T tot and T out

n = T link
n + T con

n . Thus, the condition on bnet can be

formulated as:
T link
n + T con

n

T tot
≤ padvsn ∀n ∈ In , (5.26)

In the following sections, we will investigate how to express T link
n and T con

n given the bandwidth

demand model presented in Section 5.2. Section 5.3.1 focuses on the expression of T link
n , while

Section 5.3.2 focuses on the expression of T con
n . Finally, Section 5.3.3 injects both expressions

12Considering “close to” as a confidence interval of κ standard deviations and width α · bTD, one can estimate
the minimum number of terminals needed using the binomial distribution, with a success probability p equal
to the average patsn,q, with

√
κ/α · (p · (1 − p))−1.
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into Eq. (5.26), and the optimal network equivalent bandwidth is expressed as the solution of

a quantile estimation problem.

5.3.1 Computation of link outage time

The value T link
n represents the duration in which terminal n is under outage due to link

conditions, for consecutive periods greater than ∆T out
sn . From the previous sections, we know

the link might not allow the satisfaction of SLA rates when k̄cin
(
atot
n,t

)
< ↓kcisn .

At the time of writing this chapter, there is no method to compute T link
n . The best

approximation available is described in the ITU-R P.1623 [77, Annex 1]. It allows us to

compute T link
n for separate uplink and downlink with the following formula:

T link
n = F (d > ∆T out

sn | An > a) · F̄An(a) · T tot [s] , (5.27)

where F (d > ∆T out
sn | An > a), the conditioned CCDF of the outage duration, is computed

following the recommendation, and a is a given attenuation value.13

Thus, we propose to approximate T link
n via the following methodology. First, compute the

probability p∗n of using an FMT mode lower than ↓kcisn :

p∗n = P
(
k̄cin ((An, Adn)) < ↓kcisn

)
, (5.28)

using the method described in Appendix B. Then, compute the attenuation values a∗n = F̄−1An
(p∗n)

and a∗dn = F̄−1Adn
(p∗n). Then, compute the two values:

T ∗n = F (d > ∆T out
sn | An > a∗n) · p∗n · T tot [s] (5.29a)

T ∗dn = F (d > ∆T out
sn | Adn > a∗dn) · p∗n · T tot [s] . (5.29b)

Finally, define T link
n = max

(
T ∗n , T

∗
dn

)
.

Note that the rest of the problem formulation does not depend on the technique to compute

the value of T link
n , as long as T link

n < padvsn · T
tot is satisfied. Thus, the computation method

described in this section can be seamlessly changed to any other model satisfying such a

condition.

13ITU-R P.1623 warns such method presents a high standard deviation w.r.t. collected data. Designers
might want to add margins to increase the confidence interval.
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5.3.2 Expression of congestion outage time

The value T con
n represents the duration in which terminal n is under outage due to congestion,

i.e., due to a lack of satellite resources. At a given time instance t, two necessary conditions

have to be met for such a case to happen:

• The first condition is for terminal n to have a link in working conditions, i.e., k̄cin
(
atot
n,t

)
≥ ↓kcisn .

• The second condition is that the network equivalent bandwidth bnet is strictly lower

than the total demand beq,TD
(
Atot
t

)
.

Determining if these two conditions are sufficient to cause terminal n to be denied service

would require knowledge of the RRM algorithm. Without such information, we should take

the worst-case assumption that those conditions are sufficient. Thus T con
n can be expressed as:

T con
n = T tot · P

({
k̄cin
(
atot
n,t

)
≥ ↓kcisn

}⋂{
B > bnet

})
. (5.30)

with K̄ci
n and B being the random variables associated with k̄cin

(
atot
n,t

)
and beq,TD

(
Atot
t

)
,

respectively. The joint probability is not trivially expressed as the two events are not

independent. However, the following inequality always holds:

T con
n ≤ T tot · P

(
B > bnet

)
. (5.31)

5.3.3 Formulation of the quantile problem

The diagram in Fig. 5.5 summarizes the possible outage causes.

We therefore have the following inequality:

T link
n + T con

n

T tot
≤ T link

n

T tot
+ P

(
B > bnet

)
. (5.32)

Thus, the inequality (5.26) is satisfied if bnet satisfies:

T link
n

T tot
+ P

(
B > bnet

)
≤ padvsn ∀n ∈ In (5.33a)

⇐⇒ P
(
B > bnet

)
≤ padvsn −

T link
n

T tot
∀n ∈ In (5.33b)

⇐⇒ P
(
B > bnet

)
≤ min

n∈IN

(
padvsn −

T link
n

T tot

)
. (5.33c)
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Figure 5.5: Tree of possible outage causes

The minimum value bmin satisfying the previous condition is solution of:

P
(
B > bmin

)
= pmin , (5.34)

where:

pmin = min
n∈IN

(
padvsn −

T link
n

T tot

)
. (5.35)

the problem is equivalently formulated as:

bmin = F−1B

(
1− pmin

)
[Hz] , (5.36)

with FB being the CDF of the random variable B and F−1B its inverse function, generally

defined as [78, Section 1.5]:

F−1B (p) = inf {b | FB (b) ≥ p} . (5.37)

The quantity bmin is commonly called the “
(
1− pmin

)
-th” quantile of FB.

5.4 Monte Carlo process

In this section, we present a Monte Carlo method to estimate the value of bmin within a desired

confidence interval. A quick review of the available techniques in the literature to estimate
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the bandwidth CDF is presented in Section 5.4.1. Then, Section 5.4.2 introduces the basic

concepts relative to the Monte-Carlo sampling technique, while Section 5.4.3 presents a specific

type of confidence interval, called the binomial confidence interval. Finally, Section 5.4.4

proposes an algorithm that uses the binomial confidence interval to estimate bmin within a

desired confidence interval.

5.4.1 Estimation of the bandwidth CDF

We presented the main methods for estimating FB in Section 2.2.3. We pointed out that

Monte Carlo sampling using spatially correlated rain fade time series generators is to this day

the most viable and accurate way.

We also observed in the existing literature the lack of indications on how such a Monte

Carlo process would be implemented in the context of satellite resource dimensioning. Since

Monte Carlo relies on the generation of random samples, it is crucial that a confidence interval

is given on the result. Due to asymptotic convergence properties, the width of the confidence

interval for a given confidence level will tend to decrease when the number of generated

samples T increases. Thus, there is a trade-off between the width of the confidence interval

and the number of samples to generate. In other words, there is a trade-off between the

precision of the simulation and its complexity.

Some indications regarding the number of samples to generate are found in [43, Sec-

tion 4.4.2]. It suggested that a sampling period of one second is necessary to correctly

represent the behavior of FMT techniques in individual terminal channels. This assumption is

corroborated by other contributions investigating FMTs [79, Section 3], [37, Section 3.1]. As

for the duration of the simulation, the authors recommend a total time duration of “several

years” for the purpose of network simulation. This notion of several years is explained in better

detail in another publication from the same authors [80]. It is found that empirical CDFs of

rain fade generated at a one-second sampling period present large statistical variations over a

single year duration, and generating samples over a duration of 5 to 10 years would greatly

reduce this variation. A simulation spanning over one year at a one-second sampling period

implies generating around 31 million samples. Thus, to correctly represent the behavior of

individual terminal channels, we can estimate T to be 310 million samples per terminal.

This reasoning makes perfect sense in the context of designing and validating FMT

techniques. However, we are interested in estimating the distribution of B, which is a sum of
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arbitrarily correlated random variables. It is possible that the correct representation of all

individual channels is not necessary to estimate the value of bmin within a given confidence

interval. Thus, the number of samples we actually need to generate could be significantly

lower.

5.4.2 Monte Carlo sampling

Let us assume we can generate a time series of T attenuation samples per terminal’s location,

an,t, t ∈ IT , using one of the previously mentioned models. We assume those samples are

spatially correlated, but not temporally correlated.14 From this attenuation time series, we can

compute the bandwidth time series beq,TD
(
Atot
t

)
following the steps given in Section 5.2. By

sorting this time series by increasing values of beq,TD
(
Atot
t

)
, we obtain an empirical cumulative

distribution F̂B,T of B, defined as [78, Section 1.5]:

F̂B,T (b) =
1

T

T∑
t=1

1beq,TD(Atot
t )<b , (5.38)

with 1beq,TD(Atot
t )<b equal to 1 if beq,TD

(
Atot
t

)
< b, and 0 otherwise.

We understand naturally that F̂B,T is an approximation of FB, of which the precision will

depend on T ∈ N and the evaluation point b ∈ R. Assuming we generated T samples, we have

an empirical estimate b̂min
T = F̂−1B,T (1 − pmin) of bmin, with F̂−1B,T the inverse empirical CDF,

defined in a similar way as the inverse CDF:

F̂−1B,T (p) = inf
{
b | F̂B,T (b) ≥ p

}
[Hz] . (5.39)

Another equivalent but more practical definition of b̂min
T is found in [81, Section 3.1] with order

statistics. Let beq,TD
(
Atot

1:T

)
≤ beq,TD

(
Atot

2:T

)
≤ . . . ≤ beq,TD

(
Atot
T :T

)
be the sorted values of the

samples beq,TD
(
Atot

1

)
, beq,TD

(
Atot

2

)
, . . . , beq,TD

(
Atot
T

)
in increasing order, with beq,TD

(
Atot

1:T

)
being the smallest value and beq,TD

(
Atot
T :T

)
the largest. In this case, we have:

b̂min
T = beq,TD

(
Atot
dT ·(1−pmin)e:T

)
[Hz] . (5.40)

We see that, in general, F̂−1B,T (1− pmin) ≥ bmin. It is possible to minimize the gap

14As our objective is to build the CDF of B over a quite long period of time, its temporal correlation has
little relevance.
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F̂−1B,T (1− pmin)− bmin by choosing T such that
⌈
T · (1− pmin)

⌉
− T · (1− pmin) is minimal. It

is obtained if T =
⌈
Nmin/pmin

⌉
, with Nmin ∈ N. The difference is expressed as:

⌈
Nmin/pmin

⌉
= Nmin/pmin + δmin , (5.41)

with δmin ∈ [0, 1). For any value Nmin ∈ N, we deduce the following:

T · pmin = Nmin + δmin · pmin (5.42a)

⇐⇒ − T · pmin = −Nmin − δmin · pmin (5.42b)

=⇒
⌈
−T · pmin

⌉
= −Nmin . (5.42c)

We deduce the expression of the difference
⌈
T · (1− pmin)

⌉
− T · (1− pmin) with the following:

⌈
T · (1− pmin)

⌉
− T · (1− pmin) (5.43a)

=T +
⌈
−T · pmin

⌉
− T + T · pmin (5.43b)

=−Nmin +Nmin + δmin · pmin (5.43c)

=δmin · pmin (5.43d)

since δmin ∈ [0, 1), we know the error is less than pmin, which is negligible compared to

T · (1− pmin).

5.4.3 Binomial confidence interval

Let us remark that b̂min
T is a random variable, i.e., its value changes for every new time

series of length T . As described in [81, Section 6.1], it is possible, for a given sequence of T

samples, to find a confidence interval CT =
[
beq,TD

(
Atot
tinf :T

)
, beq,TD

(
Atot
tsup:T

))
with confidence

level 1− αconf that verifies the following:

P
(
bmin ∈ CT

)
≥ 1− αconf . (5.44)
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The indexes tinf and tsup are found by looking at the nature of the random variable

ΩT = T · F̂B,T (bmin), given by:

ΩT =
T∑
t=1

1beq,TD(Atot
t )<bmin . (5.45)

It is apparent that ΩT follows a binomial distribution B
(
T, 1− pmin

)
.

The probability of bmin being inside an interval
[
beq,TD

(
Atot
t1:T

)
, beq,TD

(
Atot
t2:T

))
is linked

to ΩT with the following:

P
(
beq,TD

(
Atot
t1:T

)
≤ bmin < beq,TD

(
Atot
t2:T

))
= P (t1 ≤ ΩT < t2) (5.46a)

= 1− P (ΩT < t1)− P (ΩT ≥ t2) . (5.46b)

Thus, CT has a confidence level 1− αconf if tinf and tsup satisfy the following:

P
(

ΩT < tinf
)

+ P
(

ΩT ≥ tsup
)
≤ αconf (5.47)

One solution is to look for tinf and tsup satisfying:

tinf = max

{
t | P (ΩT < t) ≤ αconf

2

}
, (5.48a)

tsup = min

{
t | P (ΩT ≥ t) ≤

αconf

2

}
. (5.48b)

Please note that the choice of using αconf/2 in both expressions is arbitrary. Any couple

λ · αconf , (1− λ) · αconf , with λ ∈ (0, 1) would also lead to correct values of tinf and tsup.15

Now, let us remember that ΩT ∼ B
(
T, 1− pmin

)
. Thus, for any t ∈ IT , we can compute

the probability P (ΩT < t) = P (ΩT ≤ t− 1) using the regularized incomplete beta function:

P (ΩT ≤ t− 1) =
iBeta

(
pmin, T − t+ 1, t

)
Beta (T − t+ 1, t)

. (5.49)

with Beta being the well-known beta function and iBeta the incomplete beta function.16 We

deduce the expression of P (ΩT ≥ t), which is equal to 1− P (ΩT < t). Since P (ΩT < t) is a

monotonic function of t, any root finding algorithm, such as bisection, will quickly find the

15An interesting problem, not addressed in this chapter, would be to find λ for which the width of the
confidence interval is minimal.

16The regularized incomplete beta function is implemented in Matlab with the function betainc.
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values of tinf and tsup.

5.4.4 Confidence interval with given relative precision

Let us assume now that we want, for a given confidence level 1−αconf , that our estimate b̂min
T

lies within a certain relative confidence interval CδB =
[
(1− δB) · bmin, (1 + δB) · bmin

]
of the

theoretical value bmin, with δB ∈ (0, 1), i.e.:

P
(
b̂min
T ∈ CδB

)
≥ 1− αconf . (5.50)

Note the difference with the definition of the binomial confidence interval. In this section,

we want to have the probability of a random variable to be within a pre-determined interval,

while in the binomial case, we have the probability of a fixed quantity to be within a random

interval.

The value of δB · bmin is unknown at the start of the process. However, we know that

beq,cs ≤ bmin, with beq,cs the clear sky equivalent bandwidth demand. It is computed as:

beq,cs = max (bpe,cs, bcs) [Hz] . (5.51)

with bcs being the clear sky bandwidth demand:

bcs =
N∑
n=1

bDn,q
(
(1, 1) , k̄cin ((1, 1))

)
· patsn,q [Hz] , (5.52)

and bpe,cs being the clear sky PEB demand:

bpe,cs =
N∑
n=1

bpe,Dn

(
(1, 1) , k̄cin ((1, 1))

)
· patsn,q [Hz] . (5.53)

Thus, if the width of the confidence interval is less or equal to δB · beq,cs, it is also less or equal

to δB · bmin.

The remaining question is then to build confidence intervals of width δB · beq,cs or less

that would satisfy (5.50). To this end, we propose the method described in Algorithm 2, with

λinc ∈ R+ being a desired increase rate.

Let us remark that the confidence level of the interval given by Algorithm 2 is not

equal to P
(
bmin ∈ CT

)
, but to P

(
bmin ∈ CT | beq,TD

(
Atot
tsup:T

)
− beq,TD

(
Atot
tinf :T

)
≤ δB · beq,cs

)
.
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Algorithm 2 Monte Carlo process

Nmin ← 0
T ← 0
sample sequence← empty
iterate← true
while iterate do

Nmin ← max
(
1, λinc ·Nmin

)
Generate

⌈
Nmin/pmin

⌉
− T new samples.

Add new samples to sample sequence.
if P (ΩT ≥ T ) ≤ αconf/2 then

Compute tinf and tsup.
Sort sample sequence.
width← beq,TD

(
Atot
tsup:T

)
− beq,TD

(
Atot
tinf :T

)
iterate← width > δB · beq,cs.

end if
end while
b̂min
T ← beq,TD

(
Atot
dT ·(1−pmin)e:T

)

If T is such that P
(
beq,TD

(
Atot
tsup:T

)
− beq,TD

(
Atot
tinf :T

)
≤ δB · beq,cs

)
≈ 1, then the conditional

probability is similar to P
(
bmin ∈ CT

)
. This is the case when T is large. However, if

P
(
beq,TD

(
Atot
tsup:T

)
− beq,TD

(
Atot
tinf :T

)
≤ δB · beq,cs

)
� 1, the conditional probability may be

different, potentially lower, than P
(
bmin ∈ CT

)
. This is possible for small values of T . Fig. 5.6

illustrates both cases, with fB being the probability density function of the random variable

B (please note that those functions are not necessarily symmetric).

bmin bmin + δ
B
· beq,csbmin

− δ
B
· beq,cs

f
beq,TD(Atot

tsup:T)

bmin bmin + δ
B
· beq,csbmin

− δ
B
· beq,cs

f
beq,TD

(

Atot
tinf :T

)

f
beq,TD

(

Atot
tinf :T

) f
beq,TD(Atot

tsup:T)

F−1
B

(

tinf

T

)

F−1
B

(

tsup

T

)

Figure 5.6: Illustration of cases where P
(
beq,TD

(
Atot
tsup:T

)
− beq,TD

(
Atot
tinf :T

)
≤ δB · beq,cs

)
≈ 1

(up) and P
(
beq,TD

(
Atot
tsup:T

)
− beq,TD

(
Atot
tinf :T

)
≤ δB · beq,cs

)
� 1 (down).
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On the other hand, we have the following implication:

(
bmin ∈ CT | beq,TD

(
Atot
tsup:T

)
− beq,TD

(
Atot
tinf :T

)
≤ δB · beq,cs

)
=⇒ b̂min

T ∈ CδB . (5.54)

Thus, we know that:

P
(
b̂min
T ∈ CδB

)
≥ P

(
bmin ∈ CT | beq,TD

(
Atot
tsup:T

)
− beq,TD

(
Atot
tinf :T

)
≤ δB · beq,cs

)
(5.55)

Whether this inequality is large enough to compensate for the reduction in the confidence

level for lower values of T is unknown and requires validation via numerical application, as

shown in Section 5.6.1.

5.5 Scenario for numerical results

This section describes the models and parameters used to compute the numerical results

presented in Section 5.6. The main goal was to build typical residential and enterprise BSM

scenarios over regions of different areas in order to study the impact of rain fade correlation.

Firstly, Section 5.5.1 describes all parameters related to SLA and the network configuration,

in compliance with the concepts and assumptions described in Sections 5.1.2, 5.1.3, and 5.1.4.

Then, Section 5.5.2, 5.5.3, and 5.5.4 present respectively the thermal link budget, interference,

and composite link budget models used for the IBO and the CINR0, in accordance with

Section 5.1.6. Section 5.5.5 presents all the parameters related to the satellite and its payload,

in accordance with Section 5.1.5. Section 5.5.6 presents the generation method for the terminal

and the gateway, as well as a dimensioning method for the terminals’ antenna diameter and

power that complies with the requirements expressed in Section 5.2.5. Finally, Section 5.5.7

explains how the rain attenuation samples were generated. Note that the entire simulation

was coded in Matlab.

5.5.1 Network parameters

This section describes all parameters related to the SLAs and the modem configuration.
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SLA for residential BSM

The UK government defines a broadband universal service as a connection with at least

1 Mbps of upload rate and a contention ratio that does not exceed 1:50 [68]. Table 5.1 allows

to compare this statement with existing private satellite broadband offers. Telephony services

can be included or optional.

skyDSLa NordNetb FreedomSatc OuiSatd

Peak upload rate
(Mbps)

1–6 5 6 6

Availability (%) 97 N/Se 99.5 N/S

Contention ratio 1:50 N/S N/S N/S

ahttp://www.skydsl.eu/en-FR/Personal/Internet-via-satellite
bhttps://www.nordnet.com/connexion-internet/internet-satellite
chttps://www.freedomsat.com
dhttps://www.ouisat.fr
eN/S = not specified

Table 5.1: List of private satellite broadband offers in France on 04/09/2023

From these figures, we established three subscription archetypes:

• SP 1 (60% of terminals): 1 Mbps upload, 1:50 contention ratio. No telephony service.

• SP 2 (30% of terminals): 2 Mbps upload, 1:30 contention ratio. One voice line.

• SP 3 (10% of terminals): 6 Mbps upload, 1:30 contention ratio. Three voice lines.

To convert the IP rates into layer 2 rates, we assumed the ATM protocol was used [82]. An

ATM cell is composed of a 5-byte header and a 48-byte payload, thus we assumed a 10%

overhead from layer 2 conversion. Assuming all non-telephony traffic is sent in bulk, we have

two traffic classes for any SP s ∈ {1, 2, 3}.

The first traffic class q = 1 corresponds to bulk traffic. Rmi
s is the advertised peak rate

and ρOB is the contention ratio. The expected proportion of active terminals pats is set to 1.

The second class q = 2 corresponds to the real-time voice traffic. The number of lines

per terminal N lines
s is directly given as advertised. We take the values R̄call

s = 1 call/hour

and T̄ call
s = 3 minutes from [73, Table 4.1]. The maximum rate Rmi,call

s is set to the standard

64 kbps, and the committed rate Rci,call
s is set to 16 kbps. Finally, the call blocking probability

pcalls is set to a typical value of 2%.

http://www.skydsl.eu/en-FR/Personal/Internet-via-satellite
https://www.nordnet.com/connexion-internet/internet-satellite
https://www.freedomsat.com
https://www.ouisat.fr
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The different SLA rates are obtained with the methodology described in Appendix A. It

is assumed all SPs come with an advertised availability of 99.5%, thus an outage probability

of padv = 0.5%.

SLA for enterprise BSM

Typical enterprise BSM offers do not exist, as each network is designed for a specific client

running a specific business (see [9, Section 8.2.1]). However, online sources from satellite

service providers17 indicate that contention ratios for enterprise satellite networks are typically

lower than residential networks, ranging from 1:10 to 1:4. Therefore, we propose to take the

same SPs as for the residential scenario, with the exception of the contention ratio. The list

of SPs for the enterprise BSM scenario is:

• SP 1 (60% of terminals): 1 Mbps upload, 1:10 contention ratio. No telephony service.

• SP 2 (30% of terminals): 2 Mbps upload, 1:4 contention ratio. One voice line.

• SP 3 (10% of terminals): 6 Mbps upload, 1:4 contention ratio. Three voice lines.

The different SLA rates are obtained with the same methodology as for the residential

SLAs. We used the same outage probability.

Modem parameters

The minimum channel bandwidth ∆Bmin is set to 64 kHz. The maximum channel multiplier

C is set to 256, thus allowing a maximum channel bandwidth of 16.384 MHz. Table 5.2 shows

the selected FMT mode parameters (K = 10), taken from [48, Table III] in compliance with

the ETSI DVB-RCS2 standard [32].

5.5.2 Basic link budget model

In this section, we present the link budget model for a transparent payload, mainly inspired

from [8, Chapter 5] and [73, Chapter 5].

17See https://www.bcsatellite.net/blog/residential-vs-enterprise-class-services/ and
https://www.satmarin.com/which-contention-ratio-is-good-for-you/ (visited on 27/11/2023).

https://www.bcsatellite.net/blog/residential-vs-enterprise-class-services/
https://www.satmarin.com/which-contention-ratio-is-good-for-you/
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Table 5.2: DVB-RCS2 ModCod parameters

Modulation Code rate
Spectral
efficiency
(bps/Hz)

Required
Es/N0

(dB)

QPSK 1/3 0.54 0

QPSK 1/2 0.83 2.3

QPSK 2/3 1.16 3.9

QPSK 3/4 1.31 5

QPSK 5/6 1.47 6.1

8-PSK 2/3 1.57 8.2

8-PSK 3/4 1.76 9.3

8-PSK 5/6 1.96 11

16-QAM 3/4 2.31 11.6

16-QAM 5/6 2.57 13

Uplink

The uplink received power at the satellite antenna level is expressed as:

PRx,ul
n (an,t) =

PTx,ul
n ·GTx,ul

n (0)

LTx,ul
n

·
GRx,ul
mn

(
ψul
n

)
Lfs
n

(
λulmn

)
· an,t

[W] , (5.56)

where:

• PRx,ul
n , in W, is the received power at the satellite antenna level.

• PTx,ul
n , in W, and GTx,ul

n (0) are respectively the maximum power and antenna gain of

terminal n in the direction of the main lobe axis.

• LTx,ul
n is the feeder losses.

• Lfs
n

(
λulmn

)
is the free space loss between terminal n and the satellite, and λulmn

is the

uplink wavelength associated with beam mn, in m.

• GRx,ul
mn

(
ψul
n

)
is the receiving gain of the satellite beam mn in the direction of terminal n,

and ψul
n is the angle between terminal n and the center of beam mn.



Adaptive coding and modulation with adaptive carrier plan 95

The quantity PTx,ul
n · GTx,ul

n (0) /LTx,ul
n is commonly referred to as the equivalent isotropic

radiated power (EIRP).

The thermal-noise-power-spectral-density at the satellite antenna level is expressed as:

Nul
0,n = T ul

mn
· kB [W/Hz] . (5.57)

with T ul
mn

, in K, being the noise temperature at the satellite antenna level, and kB being the

Boltzmann constant.

Finally, the uplink CNR0 is defined as the ratio between the received power and the noise

power density PRx,ul
n (an,t) /N

ul
0,n.

Amplification

The power flux density Φul
n (an,t) received by the satellite antenna is given by:

Φul
n (an,t) =

PRx,ul
n (an,t)

GRx,ul
mn (ψul

n )
·
(

4 · π
λulmn

)2

[W/m²] . (5.58)

This value is usually compared against the saturation power flux density (SFD) Φul,sat
mn,vn

(
ψul
n

)
of the transponder vn in the direction of the terminal, given by:

Φul,sat
mn,vn

(
ψul
n

)
= Φul,nom

mn,vn ·
GRx,ul
mn (0)

GRx,ul
mn (ψul

n )
[W/m²] , (5.59)

with Φul,nom
mn,vn being the nominal SFD of the transponder vn on the main lobe axis of beam mn

(assumed given). The amplifier IBO is given by the ratio:

IBOn (an,t) =
Φul
n (an,t)

Φul,sat
mn,vn (ψul

n )
=

PRx,ul
n (an,t) · (4 · π)2(

λulmn

)2 ·GRx,ul
mn (0) · Φul,nom

mn,vn

. (5.60)

The output power of the amplifier is:

PTx,dl
n (an,t) = OBOn (an,t) · P out,sat

vn [W] , (5.61)

where P out,sat
vn is the saturation output power of the amplifier vn and OBOn is the IBO vs

output back-off (OBO) function of this amplifier. Given that multiple terminals share the

same transponder, it is reasonable to assume that the amplifier will be set to operate at a
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significant total input back off IBOtot
vn to avoid high intermodulation interference [83, Appendix

5.2]. Thus, we can expect the amplifier to operate in its linear region. Thus, OBOn is:

OBOn (an,t) = 10β
I/O
vn /10 · (IBOn (an,t))

α
I/O
vn , (5.62)

where α
I/O
vn and β

I/O
vn are two constants obtained by performing a linear regression on the

OBO function in the linear region [73, Appendix 6].

Downlink

The expression of the downlink power-to-noise-spectral-density ratio at the gateway’s receiver

is given as:

PRx,dl
dn

(
atot
n,t

)
Ndl

0,dn
(adn,t)

=
PTx,dl
n (an,t) ·GTx,dl

mdn

(
ψdl
dn

)
LTx,dl
mdn

· 1

Lfs
dn

(
λdlmdn

)
· adn,t

·
GRx,dl
dn

(0)

T dl
dn

(adn,t)
· 1

kB
[Hz] ,

(5.63)

where:

• GTx,dl
mdn

(
ψdl
dn

)
is the antenna gain of beam mdn toward the destination gateway dn, and

ψdl
dn

is the angle between the gateway dn and the center of beam mdn .

• LTx,dl
mdn

is the satellite feeder losses.

• Lfs
dn

(
λdlmdn

)
is the free space loss between the satellite and the destination gateway dn,

and λdlmdn
is the downlink wavelength associated with beam mdn , in m.

• GRx,dl
dn

(0) is the antenna gain of destination gateway dn toward the satellite.

• T dl
dn

(adn,t), in K, is the noise temperature at the destination receiver level.

5.5.3 Interference model

This section presents the models for the different types of interference that we considered in

our scenario, mostly inspired from [8, Chapter 5] and [73, Chapter 5].

Intermodulation ratio

For amplifiers operating in multicarrier mode, the noise power ratio (NPR) method is

commonly used to compute the interference noise density [84]. It consists in loading the
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amplifier with white noise on the whole amplifier bandwidth, with a power equal to input

saturation power of the amplifier. Then, a notch filter is used to create the equivalent of an

empty channel in the middle of interfering channels. The NPR is read as the ratio between

the noise output power density of the notch filter’s passband and the noise output power

density of the notch filter’s stopband.

Let us assume the NPR value is known for the number of channels supported by the

transponder
⌊
Btrans
vn /∆Bmin

⌋
and the desired IBOtot

vn value. Then, the intermodulation noise

power density I im0,n is obtained by dividing the output power density at the IBOtot
vn value by

the NPR:

I im0,n =
OBOtot

vn · P
out,sat
vn

NPRvn ·Btrans
vn

[W/Hz] . (5.64)

The carrier-to-intermodulation-noise-spectral-density ratio (CIMR0) is obtained by comparing

I im0,n to the carrier power at the amplifier’s output PTx,dl
n (an,t).

Co-channel interference from frequency reuse

The co-channel interference (CCI) is caused by emissions in other beams using the same color,

i.e., the same frequency and polarization. This type of interference is typical of multibeam

satellite systems using frequency reuse.

For a given beam m, we define the set of interfering beams Mi,ul
m as any mi 6= m such

that
(
frequl

mi , polulmi

)
=
(
frequl

m,polulm
)
. The co-channel uplink interfering power is given by the

sum of interfering power coming from each interfering beam mi ∈ Mi,ul
mn . In the absence of

knowledge on interfering signals, it is reasonable to assume that interferers will emit with a

power spectral density (PSD) matching what is required to bring the amplifier of the receiver

to its nominal IBO. Assuming that the interference comes from the closest edge of beam mi,

which is separated by an angle ψcci
mn,mi from the center of beam mn, the uplink PSD of the

interfering beams is given by:

Iul,cci0,n =
∑

mi∈Mi,ul
mn

P i,ul
0,n

(
mi
)
·GRx,ul

mn

(
ψcci
mn,mi

)
GRx,ul
mi

(
ψedge
mi

) [W/Hz] , (5.65)

where:

P i,ul
0,n (m) =

IBOtot
vn · Φ

ul,nom
m,vn ·

(
λulm
)2 ·GRx,ul

m (0)

Btrans
vn · (4 · π)2

[W/Hz] , (5.66)

and:
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• GRx,ul
m (0) is the antenna gain of the satellite at the center beam m.

• GRx,ul
mi

(
ψedge
mi

)
is the antenna gain of beam mi at the edge of its coverage, and ψedge

mi is

the angle between the center and the edge of beam mi.

• GRx,ul
mn

(
ψcci
mn,mi

)
is the satellite antenna gain of beam mn in the direction of the edge of

beam mi.

Equivalently, we define the set of interfering beams Mi,dl
m as any mi 6= m such that(

freqdl
mi , poldlmi

)
=
(
freqdl

m, poldlm
)
. Let us denote ψcci

mi,dn
the separation angle between the center

of beam mi and the destination station dn, from the satellite point of view. The downlink

PSD of the interfering beams is given by:

Idl,cci0,n (adn,t) =
∑

mi∈Mi,dl
mdn

P i,dl
0,n

(
mi, ψcci

mi,dn

)
·GRx,dl

dn
(0)

Lfs
dn

(
λdlmdn

)
· adn,t

[W/Hz] . (5.67)

where:

P i,dl
0,n (m,ψ) =

OBOtot
vn · P

out,sat
vn ·GTx,dl

m (ψ)

Btrans
vn · LTx,dl

m

[W/Hz] , (5.68)

and GTx,dl
mi

(
ψcci
mi,dn

)
is the satellite antenna gain of beam mi in the direction of the destination

dn.

Cross-polarization interference

The cross-polarization interference (XPI) comes from carriers being transmitted at the

same frequency on an orthogonal polarization. This interference is mitigated by the cross-

polarization isolation of the receiver. The XPI is also impacted by the depolarization effect of

rain and ice, called cross-polarization discrimination (XPD).

For the uplink, the XPI comes from cross-polarization emissions being received by the

satellite receiver. The XPI uplink PSD is given by [73, Section 5.5.3]:

Iul,xpi0,n (an,t) =
P i,ul
0,n (mn)

Lul,xpi
mn

+
P i,ul
0,n (mn)

Lul,xpd(an,t)
[W/Hz] , (5.69)

where Lul,xpi
mn are the losses due to the cross-polarization isolation of the satellite receiver,

and Lul,xpd(an,t) the depolarization due to rain effects. The expression of Lul,xpd(an,t) as a

function of an,t is found in [30, Section 4.1].
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For the downlink, the XPI comes from cross-polarization emissions being received by the

destination dn receiver. The XPI downlink PSD is given by:

Idl,xpi0,n (adn,t) = P i,dl
0,n

(
mdn , ψ

dl
dn

)
·

(
1

Ldl,xpi
dn

+
1

Ldl,xpd(adn,t)

)
·

GRx,dl
dn

(0)

Lfs
dn

(
λdlmdn

)
· adn,t

[W/Hz] ,

(5.70)

where Ldl,xpi
dn

are the losses due to the cross-polarization isolation of the satellite receiver, and

Ldl,xpd(adn,t) the depolarization due to rain effects. The expression of Ldl,xpd(adn,t) is the

same as Lul,xpd(an,t).

Adjacent channel interference

The adjacent channel interference (ACI) is caused by adjacent carrier off-band emissions

inside the emission band used by terminal n. It is a function of the carrier spacing and the

pulse shaping. Let us denote Lacs the loss corresponding to the adjacent channel isolation

factor. The ACI uplink PSD is given by:

Iul,aci0,n =
P i,ul
0,n (mn)

Lacs
[W/Hz] . (5.71)

Similarly, the ACI downlink PSD is given by:

Idl,aci0,n (adn,t) =
P i,dl
0,n

(
mdn , ψ

dl
dn

)
·GRx,dl

dn
(0)

Lacs · Lfs
dn

(
λdlmdn

)
· adn,t

[W/Hz] . (5.72)

Adjacent satellite interference

The adjacent satellite systems in the GEO arc can produce interference with our network, on

the uplink and the downlink. This is called adjacent satellite interference (ASI).

The uplink ASI is caused by terminals from another satellite system emitting in the same

frequency band. Let us assume the adjacent satellite is at a relative orbital position ∆ψorb

w.r.t. our satellite’s orbital position. From the perspective of a ground station the angle

between those two satellites ψasi can be approximated by [73, Section 5.5.4]:

ψasi = 1.15 ·∆ψorb . (5.73)

Let us assume that the interfering station is located at the center of our beam, and is emitting
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with a PSD corresponding to the maximum allowed by the ITU regulations (e.g., [52]). The

uplink PSD of the interfering station is therefore given by:

Iul,asi0,n =
P i,lim
0

(
ψasi

)
·GRx,ul

mn (0)

Lfs,center
(
λulmn

) [W/Hz] , (5.74)

where P i,lim
0

(
ψasi

)
is the PSD limitation at the output of the station antenna, and Lfs,center

(
λulmn

)
is the free space loss for a terminal located at the center of the beam mn.

The downlink ASI is caused by an adjacent satellite emitting in the same frequency band

in the direction of dn. In the absence of knowledge about the adjacent satellite emissions, it is

reasonable to assume that the maximum adjacent satellite EIRP density is the same as the

one of our satellite. The downlink PSD of the interfering satellite is given by:

Idl,asi0,n (adn,t) =
P i,dl
0,n (mdn , 0) ·GRx,dl

dn
(ψasi)

Lfs
dn
· adn,t

[W/Hz] . (5.75)

5.5.4 Composite link budget model

The total uplink interference PSD is given by:

Iul,tot0,n (an,t) = Iul,aci0,n + Iul,asi0,n + Iul,cci0,n + Iul,xpi0,n (an,t) [W/Hz] . (5.76)

Similarly, the total downlink interference PSD is given by:

Idl,tot0,n (adn,t) = Idl,aci0,n (adn,t)+Idl,asi0,n (adn,t)+Idl,cci0,n (adn,t)+Idl,xpi0,n (adn,t) [W/Hz] . (5.77)

For a non-regenerative payload, the total CINR0, γ0,n
(
atot
n,t

)
, is expressed with the com-

posite formula [8, Section 5.9.2.2]:

(
γ0,n

(
atot
n,t

))−1
=

(
PRx,ul
n (an,t)

Nul
0,n

)−1
+

(
PRx,ul
n (an,t)

Iul,tot0,n (an,t)

)−1
+

(
PTx,dl
n (an,t)

I im0,n

)−1

+

(
PRx,dl
dn

(
atot
n,t

)
Ndl

0,dn
(adn,t)

)−1
+

(
PRx,dl
dn

(
atot
n,t

)
Idl,tot0,n (adn,t)

)−1
[Hz] . (5.78)

5.5.5 Satellite parameters

This section presents the parameters and model relevant to the satellite payload.
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Spectrum considerations

Focusing on the Ka-band fixed-satellite service spectrum allocations [85, Article 5], the

minimum and maximum frequencies are set on 29.5-30 GHz for the uplink and 19.7-20.2 GHz

for the downlink. Thus, the total spectrum available to the satellite is 500 MHz.

Let us denote N freq,ul = 2 the number of frequencies available for beam coloring. Each

beam has attributed a bandwidth of 500/N freq,ul MHz, with frequl
m being the uplink center

frequency of beam m. The same is done for the downlink, although only one spot beam is

present, and thus N freq,dl = 1.

Coverage model

The satellite coverage is composed of multiple beams for the uplink and a single gateway spot

beam for the downlink.

Uplink beams are generated with a given inter-beam angle separation ∆ψib, in degrees, fol-

lowing the method described in [86, Appendix A]. The color pair
(
frequl

m, polulm
)

are attributed

in a 4-color pattern with 2 frequencies and 2 linear polarizations, polulm ∈ {0◦, 90◦} [87, Section

1.5]. The reflector diameter Dsat is computed such that the average beam gain at the tripoint

intersection, denoted GRx,ul
m

(
∆ψib

)
, matches the 4.3-dB contour [86, Section 6.2.2]. Thus,

Dsat is computed to satisfy the following:

1

M
·
M∑
m=1

GRx,ul
m

(
∆ψib

)
=

1

M
·
M∑
m=1

GRx,ul
m (0)

100.43
, (5.79)

where the maximum antenna gain GRx,ul
m (0) of the satellite is given as [8, Section 5.2]:

GRx,ul
m (0) = ηsat ·

(
π ·Dsat · frequl

m

clight

)2

, (5.80)

with ηsat the satellite antenna efficiency, and GRx,ul
m

(
∆ψib

)
is computed with the following

Bessel functions to model the radiating pattern of the beams [42], [86], [88]:

GRx,ul
m (ψ) = GRx,ul

m (0) ·
(
J1(u)

2 · u
+ 36 · J3(u)

u3

)2

. (5.81)

with u = 2.07123 · sin(ψ)/sin(ψ3dB
m /2), and J1 and J3 being the Bessel functions of the first

kind and order 1 and 3, respectively. Finally, the 3-dB beamwidth ψ3dB
m of each beam is
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obtained as [73, Appendix 4]:

ψ3dB
m =

70 · clight

frequl
m ·Dsat

[m] , (5.82)

with clight being the speed of light. An example of beam footprint over France is shown in

Fig. 5.7.
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Figure 5.7: Example of beam footprint over France. The dotted black ellipse shows the 4.3-dB
contour.

The downlink spot beam is centered at the gateway location (see Section 5.5.6). It is

assumed that the antenna diameter and radiation pattern model are the same as the uplink.

The values of ∆ψib, ηsat and other coverage parameters are available in the Payload section

of Table 5.3.

Uplink noise temperature

We compute the uplink noise temperature T ul following the model described in [8, Section 5.6.2]:

T ul =
T ant,ul

LRx,ul
+ T feeder

(
1− 1

LRx,ul

)
+ T eRx,ul [K] , (5.83)
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Symbol Value Unit Reference

Terminal

ηantn 0.6 N/Aa [8, Section 5.6.2]

LTx,ul
n 0.2 dB [73, Table 5.16]

Payload

∆ψib 0.2 degrees [87, Section 3]

ηsat 0.6 N/A [8, Section 5.6.2]

LRx,ul 1 dB [8, Section 5.6.2]

T ant,ul 290 K [8, Section 5.6.2]

T feeder 290 K [8, Section 5.6.2]

T eRx,ul 290 K [8, Section 5.6.2]

P out,sat
v 100 W [89, Table 1]

Φul,nom
m,v -90 dB [90]

α
I/O
v 0.9 N/A [73, Appendix 6]

β
I/O
v 4.5 N/A [73, Appendix 6]

IBOtot
v 10−β

I/O
v /10 N/A N/A

LTx,dl
m 1 dB [73, Section 5.9]

Interference

NPRv 17 dB [87, Section 3.2]

Lacs 30 dB [9, Table 3.2]

Lxpi 30 dB [9, Table 3.2]

ψorb 4 degrees [73, Section 5.5.4.1]

Gateway

Dant
dn

5 m —-

ηantdn
0.6 N/A [8, Section 5.6.2]

LRx,dl
dn

0.5 dB [9, Table 3.2]

TF
dn

290 K [8, Section 5.6.3]

T eRx,dl
dn

75 K [8, Section 5.6.3]

T ground 45 K [8, Section 5.6.3]

Tmr 275 K [30, Annex 1.3]

aN/A = non applicable.

Table 5.3: Parameters for results scenario
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with LRx,ul being the satellite feeder losses, T ant,ul being the satellite antenna tempera-

ture, T feeder being the satellite feeder temperature, and T eRx,ul being the satellite receiving

equipment temperature, of which the values are available in the Payload section of Table 5.3.

Transponder parameters

We assumed the payload is equipped with 30 amplifiers, each with an amplification power

P out,sat
v = 100 W [89, Table 1]. Thus, the payload total RF power pool is 3 kW, which is

in line with current technologies [87, Table 9], [49, Section V]. The rest of the transponder

parameters are available in the Payload section of Table 5.3.

Interference parameters

The interference noise density coming from various sources is computed according to the

model described in Section 5.5.3. The interference EIRP mask of the ITU-R S.524 [52] is

used to compute the PSD for the uplink ASI, to which a 3-dB loss as a result of coordination

between satellite operators is applied. The cross-polarization degradation due to tropospheric

effects is modeled following [30, Section 4.1]. Other interference parameters are given in the

Interference section of Table 5.3.

5.5.6 Ground segment parameters

This section describes the parameters and methods used to generate the terminals and the

gateway.

Terminals’ location generation

For the purpose of studying the impact of fade correlation on the system, which is dependent

on the inter-terminal distance, we propose to look at different coverages over Europe, ranging

from global European coverage (5.76 · 106 km2, excluding Russia) down to Luxembourg

(2.59 · 103 km2). As explained in Section 1.1, satellite services are more likely to be required

in rural areas than in urban areas. Therefore, the terminals’ locations are drawn inside the

lands of the country/continent considered18 following the inverse of the distribution of the

population density, which is obtained from SEDAC’s gridded world population dataset [67].

18Countries’ borders are obtained from the “map unit” dataset at https://www.naturalearthdata.com/
(visited on 24/11/2023).

https://www.naturalearthdata.com/
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Figure 5.8: Example of population coverage over Europe. Black ellipses represent the 4.3-dB
contour.

The gateway, on the other hand, is placed in a densely populated area (at least half of the

maximum population density on the coverage). Each terminal is allocated to the beam that

provides the highest receive antenna gain at its location.

Attenuation model

The annual probability of rain P rain
n at the terminal’s location is obtained by following

the recommendation ITU-R P.618-13 [30, Section 2.2.1.2]. From the same model, the rain

distribution log-normal parameters µCn and σCn are derived with the method described in ITU-R

P.1057-6 [91, Annex 2]. The other tropospheric attenuation sources (clouds, gases, scintillation)

are assumed to have a combined fixed value Ltrop corresponding to the attenuation exceeded

for a fraction of time equal to padvmn
. The value of Ltrop is obtained with the ITU model [30],

excluding the rain component.
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Antenna dimensioning

We assumed a given set of antenna diameters Dant = {0.6, 0.7, 0.8, 0.9}, in meters, available

to the terminals. The antenna diameters are allocated to terminals with the goal of balancing

link budget disparities. First, we compute the link imbalance caused by the geographical

location ∆Ggeo as:

∆Ggeo
n =

GRx,ul
mn

(
ψul
n

)
Lfs
n

(
λulmn

)
· F̄−1An

(padvsn )
. (5.84)

Then, we add the imbalance caused by SLA rate requirements as:

∆Glink
n =

∆Ggeo

ccisn (1) ·∆Bmin
. (5.85)

Finally, the imbalance range between the maximum and minimum ∆Glink
n can be divided into

|Dant| tiers of equal value range. The smallest antenna diameter is allocated to the tier with

the highest ∆Ggeo
n values, while the largest antenna diameter is allocated to the tier with the

lowest ∆Ggeo
n values. Once the antenna diameter Dant

n is found, the maximum antenna gain

GTx,ul
n (0) is given by [8, Section 5.2]:

GTx,ul
n (0) = ηantn ·

(
π ·Dant

n · frequl
mn

clight

)2

. (5.86)

The values of ηantn and LTx,ul
n are found in Table 5.3. We deduce the 3-dB beamwidth ψ3dB

n

with the following [8, Section 5.2.2]:

ψ3dB
n = 70 · π ·

√
ηantn

GTx,ul
n (0)

. (5.87)

The expression of GTx,ul
n (ψ) follows the Bessel model presented in Eq. (5.81).

Power dimensioning

The maximum emission power PTx,ul
n is computed to satisfy the ground station requirements

presented in Section 5.2.5. The first step consists of computing the minimum power PTx,cs
n

needed to achieve the clear sky requirement with the help of a root-finding algorithm. Then,

another root finding computes the minimum power PTx,fade
n needed to achieve the fade

requirement, using the method described in Appendix B. Finally, the maximum emission
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power PTx,ul
n is set to the maximum value between PTx,cs

n and PTx,fade
n .

Gateway characteristics

The downlink noise temperature function T dl (adn,t) is given by the following model [8,

Section 5.5.4]:

T dl
dn (adn,t) =

T ant
dn

(adn,t)

LRx,dl
dn

+ T eRx,dl
dn

+ TF
dn ·

(
1− 1

LRx,dl
dn

)
[K] , (5.88)

where LRx,dl
dn

is the receive feeder losses, TF
dn

is the receive feeder temperature, and T eRx,dl
dn

is

the receive equipment temperature, assumed to be equal to the low noise amplifier temperature.

The antenna temperature function is given by [8, Section 5.5.3]:

T ant
dn (adn,t) =

T sky
dn

adn,t
+ Tmr

(
1− 1

adn,t

)
+ T ground [K] , (5.89)

with T ground being the ground noise temperature, Tmr the atmospheric mean radiating

temperature, and T sky
dn

the sky noise temperature in clear sky. We approximate the sky noise

temperature with the background brightness temperature, given by [92, Section II.A]:

T sky
dn

= 2.725 + 20 ·

(
408 · 106

freqdl
mdn

)2.75

[K] . (5.90)

The rest of the noise components values are given in the Gateway section of Table 5.3.

5.5.7 Generation of rain samples

For our simulations, we selected the ITU-R P.1853-2 model [93, Annex 1.5.2], although the

temporal correlation is removed by bypassing the low-pass filtering step. Spatial correlation

between sample sequences is introduced by performing a matrix multiplication with the

Cholesky decomposition of an (N +D)× (N +D) covariance matrix, of which the coefficients

are expressed as follows:

ρGn1,n2
= 0.59 · e−Dn1,n2/31 + 0.41 · e−Dn1,n2/800 , (5.91)
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where Dn1,n2 is the distance between terminal n1 and n2, in km. The complexity of this

method is discussed in Section 5.7.1.

5.6 Numerical applications

This section shows the application of the Monte Carlo process presented in Section 5.4 to the

specific BSM scenarios presented in Section 5.5. It is divided into two parts. The first one

consists of Section 5.6.1 and provides a numerical validation of the Monte Carlo process. The

second part uses bmin to provide a performance comparison between the several benchmarks

inspired by the existing literature. Firstly, the benchmarks are introduced Section 5.6.2, based

on the literature review presented in Section 2.2.3. Then, Section 5.6.3 presents and analyses

the numerical results obtained across different coverages and SLA scenarios, as described in

Section 5.5.

5.6.1 Validation of Monte Carlo method

This section provides numerical validation results for the Monte Carlo process we proposed in

Section 5.4.4. The aim of the validation method is to assess the impact of the Monte Carlo

bias by comparing P
(
bmin ∈ CT

)
and P

(
b̂min
T ∈ CδB

)
to a pre-determined confidence level

1− αconf .

Description of the validation method

The validation method consists of the following steps:

1. Generation of a specified scenario as per Section 5.5.

2. Repeat the iterative Monte Carlo process described in Section 5.4 N test times.

3. Extract relevant outputs and build statistics.

For each Monte Carlo process i ∈ INtest , we extract the following outputs:

• The number of samples Ti.

• The estimate b̂min
Ti

.

• The lower bound beq,TD
(
Atot
tinfi :Ti

)
and the upper bound beq,TD

(
Atot
tsupi :Ti

)
of the confi-

dence interval.
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• The sample sequence.

Once allN test processes are completed, we can build a larger empirical CDF of T test =
∑Ntest

i=1 Ti

samples, which allows us to compute a precise estimate b̂min
T test . We can then estimate the

probabilities of bmin falling outside of the binomial confidence interval P
(
bmin ∈ CT

)
with the

following:

P
(
bmin ∈ CT

)
≈ 1−

∑Ntest

i=1 1
b̂min
T test<b

eq,TD

(
Atot

tinf
i

:Ti

)
N test

−

∑Ntest

i=1 1
b̂min
T test≥beq,TD

(
Atot

t
sup
i

:Ti

)
N test

. (5.92)

We can also estimate the probability P
(
b̂min
T ∈ CδB

)
that the Monte Carlo estimate falls

within the relative confidence interval CδB =
(
(1− δB) · bmin, (1 + δB) · bmin

)
with :

P
(
b̂min
T ∈ CδB

)
≈ 1−

∑Ntest

i=1 1b̂min
Ti

<b̂min
T test ·(1−δB)

N test
−

∑Ntest

i=1 1b̂min
Ti
≥b̂min

T test ·(1+δB)

N test
. (5.93)

Finally, we compute the average number of samples T̄ = T test/N test.

Validation results

Table 5.4 shows results obtained for European coverage and N = 100 terminals with enterprise

SLAs. This scenario was selected due to computational constraints, as N test = 104 Monte

Carlo simulations were computed, with a desired confidence level 1− αconf = 0.95 and rate of

increase λinc = 0.1, for different values of δB.

As expected, the bias introduced by our Monte Carlo method lowers the confidence level

of the binomial interval. However, it appears that the implication presented in Eq. (5.54)

compensates for this reduction.

We also observe a sharp decrease in the average number of samples generated when

increasing δB. The consequences of this behavior are further discussed in Section 5.7.1

δB = 1% 2% 3% 5%

T̄ 324,888 66,127 56,214 16,799

P
(
bmin ∈ CT

)
0.9449 0.9308 0.9310 0.9350

P
(
b̂min
T ∈ CδB

)
0.9993 0.9966 0.9969 0.9981

Table 5.4: Statistics obtained with the validation method.
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5.6.2 Benchmarks

In this section, we present benchmarks based on the academic and industry literature we

reviewed in Section 2.2.3. The first one makes the optimistic assumption of independent rain

fade and leads to underestimating the amount of satellite resources. The second makes the

pessimistic assumptions of fully correlated rain fade and leads to overestimating the amount

of satellite resources. Comparing those two approaches to bmin will allow us to quantify the

amount of under/overestimation, which as explained in Section 2.2.3 was unknown until now.

Independent rain fade

To evaluate the impact of rain fade correlation on the satellite resources, it is interesting

to also compute bmin assuming independent rain fade. Computing such value is possible by

using the same Monte Carlo method, to the exception that the covariance matrix coefficients

introduced in Eq. (5.91) should be changed to ρGn1,n2
= 1n1=n2 . We denote bid the bandwidth

resulting from the dimensioning process assuming independent rain fade.

Worst-case

The worst-case approach assumes full correlation of rain fade between terminals. We define

for all terminal n the target FMT mode ktgtn such that:

P
(
k̄cin ((An, Adn)) < ktgtn + 1

)
> padvsn

and (5.94)

P
(
k̄cin ((An, Adn)) < ktgtn

)
≤ padvsn

Assuming full correlation of fade between terminals, the worst-case bandwidth demand bwc is

given by:

bwc =
N∑
n=1

Q∑
q=1

Rci
sn,q

ηspe
(
ktgtn

) · patsn,q [Hz] . (5.95)

The worst-case PEB demand bpe,wc is computed by determining the worst-case total

power demand. Let us remark that, knowing terminal n is transmitting using FMT mode

k̄cin
(
atot
n,t

)
= ktgtn > ↓kcisn , the bandwidth demand is fixed. Thus, the power demand is maximized

when IBOn (an,t) is maximal and γ0,n
(
atot
n,t

)
is minimal.

On the one hand, the highest value of IBOn (an,t) is reached when the uplink attenuation
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is minimal, i.e., an,t = 1. On the other hand, the minimal value of γ0,n
(
atot
n,t

)
for which

k̄cin
(
atot
n,t

)
= ktgtn is γ0,n

(
atot
n,t

)
= θ0

(
ktgtn , cci

(
sn, k

tgt
n

))
. For a given value of uplink attenuation

an,t, the corresponding downlink attenuation that satisfies the previous condition is the highest

downlink attenuation adn,t that satisfies k̄cin
(
atot
n,t

)
= ktgtn .

Thus, the worst-case power demand is found in two steps. The first step is to find, for

each terminal n, the highest downlink attenuation value adn,t that satisfies the following:

k̄cin ((1, adn,t)) = ktgtn . (5.96)

The second step is to compute the worst-case power demand as follows:

bpe,wc = Btrans
vn ·

N∑
n=1

Q∑
q=1

PD
n,q ((1, adn,t)) · patsn,q [Hz] . (5.97)

Finally, the worst-case equivalent bandwidth beq,wc is given as the maximum between the

power and bandwidth demands:

beq,wc = max (bwc, bpe,wc) [Hz] . (5.98)

5.6.3 Satellite resource comparison

Table 5.5 offers a comparison between bmin (introduced in Section 5.3.3) and beq,cs, bid, and

beq,wc, respectively the clear sky (introduced in Section 5.4.4), independent fade (introduced

in Section 5.6.2) and worst-case (introduced in Section 5.6.2) benchmarks. These results were

obtained for different coverages, characterized by the average correlation value ρ̄G, and for

different numbers of terminals. The confidence level was set on 1−αconf = 0.95 and the desired

relative precision was set on δB = 1%. We provide the bandwidth results in absolute (MHz)

and relative (%) values w.r.t. bmin, with ∆min,cs =
(
beq,cs/bmin − 1

)
, ∆min,id =

(
bid/bmin − 1

)
,

and ∆min,wc =
(
beq,wc/bmin − 1

)
.

General observations

We observe different behaviors of bmin for the residential and enterprise scenarios. However,

we can make the general observation that the value of bmin is closer to the value of bid than

beq,wc for Europe, France, and Germany coverages, regardless of the scenario. These results
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Residential – N = 100

Coverage ρ̄G beq,cs ∆min,cs bid ∆min,id bmin beq,wc ∆min,wc

Europe 0.0901 2.55 -4% 2.65 0% 2.65 3.45 30%

France 0.2679 2.55 -4% 2.62 -2% 2.67 3.45 29%

Germany 0.2876 2.55 -4% 2.62 -2% 2.67 3.45 29%

Ireland 0.3796 2.53 -2% 2.58 0% 2.58 3.42 32%

Netherlands 0.4122 2.50 -4% 2.56 -2% 2.61 3.44 32%

Walloon Region 0.4712 2.49 -4% 2.55 -2% 2.61 3.44 32%

Luxembourg 0.6679 2.49 -5% 2.56 -3% 2.63 3.44 31%

Residential – N = 10, 000

Coverage ρ̄G beq,cs ∆min,cs bid ∆min,id bmin beq,wc ∆min,wc

Europe 0.0877 250 -2% 251 -1% 254 338 33%

France 0.2612 250 -3% 251 -2% 257 338 31%

Germany 0.2880 250 -3% 251 -3% 258 338 31%

Ireland 0.3765 248 -2% 248 -1% 252 335 33%

Netherlands 0.4147 245 -4% 246 -4% 256 337 32%

Walloon Region 0.4700 244 -5% 246 -4% 256 337 32%

Luxembourg 0.6555 244 -5% 245 -5% 257 337 31%

Enterprise – N = 100

Coverage ρ̄G beq,cs ∆min,cs bid ∆min,id bmin beq,wc ∆min,wc

Europe 0.0901 17.2 -22% 20.7 -6% 22.0 34.9 59%

France 0.2587 17.2 -29% 20.7 -15% 24.2 34.2 41%

Germany 0.2872 17.2 -32% 20.7 -18% 25.3 34.7 37%

Ireland 0.3726 17.1 -31% 20.3 -19% 25.0 28.8 15%

Netherlands 0.4126 16.9 -37% 20.3 -24% 26.9 31.0 15%

Walloon Region 0.4689 16.9 -38% 20.1 -26% 27.2 30.3 11%

Luxembourg 0.6619 16.9 -46% 20.1 -35% 31.2 31.4 0%

Enterprise – N = 10, 000

Coverage ρ̄G beq,cs ∆min,cs bid ∆min,id bmin beq,wc ∆min,wc

Europe 0.0884 1720 -15% 1780 -12% 2030 3520 74%

France 0.2615 1720 -29% 1790 -26% 2430 3490 44%

Germany 0.2881 1720 -30% 1790 -28% 2470 3490 41%

Ireland 0.3769 1700 -31% 1780 -28% 2460 2880 17%

Netherlands 0.4139 1690 -36% 1760 -33% 2640 3130 19%

Walloon Region 0.4713 1690 -37% 1770 -34% 2670 3030 13%

Luxembourg 0.6569 1690 -45% 1760 -43% 3090 3110 1%

Table 5.5: Comparison of bandwidth, absolute values in MHz, ∆min in % of bmin.
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would explain the empirical preference in the industry for assuming independence of rain fade

rather than total correlation. The low amount of undersizing for coverages wider than Europe

can probably be compensated by the typical safety margins found in real-life satellite network

designs.

We also observe that the results for the Ireland scenario tend not to follow the general trend

observed in other scenarios. Our explanation for this behavior is that Ireland has a different

climate than the other coverages. Table 5.6 compares for different coverages the annual

probability of rain P rain
n and the uplink attenuation F̄−1An

(padvsn ) exceeded with probability

padvsn = 0.5% averaged across terminals. We observe that Ireland has the highest average

annual probability value and the lowest average uplink attenuation value. More generally, we

observe that the differences in P rain
n and F̄−1An

(padvsn ) are reflected in the differences in beq,cs

and beq,wc between coverages in Table 5.5.

Coverage Average P rain
n Average F̄−1An

(padvsn )

Europe 6.18% 3.64

France 6.99% 3.58

Germany 6.65% 3.60

Ireland 10.3% 2.87

Netherlands 6.80% 3.17

Walloon Region 8.56% 3.09

Luxembourg 8.38% 3.09

Table 5.6: Comparison of average annual rain probability P rain
n and average uplink attenuation

F̄−1An
(padvsn ) for an exceedance probability padvsn = 0.5%.

Residential scenario

In the residential BSM scenario, the influence of rain fade, including its spatial correlation, on

the satellite resource consumption is barely significant. The values of beq,cs and bid are within

5% of bmin regardless of the coverage and the number of terminals.

The low sensitivity of bmin to rain fade can be explained by the significant gap in the power

required to satisfy the clear sky and fade requirements presented in Section 5.2.5. Fig. 5.9

illustrates the average power required among terminals to satisfy the clear sky requirement
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Figure 5.9: Comparison of the average power needed among terminals to satisfy the clear sky
(blue) and fade (red) requirements, for residential and enterprise scenarios.

(red bars) and the fade requirement (blue bar). For the residential scenario, the fade power

requirement is almost eight times lower than the clear sky power requirement.

This difference in power requirements can be explained by (i) the large contention ratio

for the residential scenario, which results in maximum rates orders of magnitude above the

committed rates; (ii) the comparatively weak average uplink attenuation that needs to be

compensated for the fade requirement, which is around 3.76 for the Europe scenario for an

exceedance probability of 0.5%; (iii) the dynamic range, i.e., the ratio between the lowest and

the highest SNR threshold, of the FMT mode set, which is around 20. The combination of

these three factors results in terminals using FMT modes in fade conditions that are close to

the ones used in clear sky.

On the other hand, the relative gap of bmin to beq,wc is systematically around 30%, which

represents a significant amount of oversizing for the worst-case method. Thus, it is preferable

to assume independent than fully correlated rain fade for the residential scenario. Finally, let

us remark that 1.1 · beq,cs is a relatively good approximation of bmin in all residential scenarios,

and could be used as a quick thumb rule for networks where the clear sky requirements drive

the dimensioning of the terminal’s emission capabilities.
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Enterprise scenario

In the enterprise BSM scenario, the influence of rain fade is significant. The values of beq,cs and

bid are significantly lower than bmin regardless of the coverage and the number of terminals.

The high sensitivity of bmin to rain fade can be explained by the fact that the clear sky

and fade power requirements are rather balanced, as illustrated in Fig. 5.9. These power

requirements are more balanced than for the residential scenarios due to lower contention

ratios in the enterprise scenarios. Thus, the FMT modes used by terminals in fade conditions

are significantly different than the ones used in clear sky.

Moreover, we observe that the spatial correlation of rain fade has a significant influence.

The relative gap between bid and bmin increases with the average spatial correlation ρ̄G while

the relative gap between bmin and beq,wc reduces. In total, ∆min,id increases by around 30%,

while ∆min,wc decreases by 59% for N = 100 and 73% for N = 10, 000.

Therefore, neither the independent nor the fully correlated rain fade assumptions can

predict the consumption of satellite resources satisfactorily for all scenarios. The independent

assumption could be used for the Europe coverage, and the worst-case method could be used

for the Walloon region and Luxembourg coverage. However, any coverage size in between will

require the computation of bmin. Finally, let us remark that the thumb rule presented for the

residential scenarios does not work when the clear sky requirements are not the main driver

of the dimensioning of the terminal’s emission capabilities.

5.7 Discussions and conclusions

5.7.1 Discussion on complexity

Complexity inherent to the Monte Carlo method

The Monte Carlo method presented in Section 5.4.4 necessitates the computation of T total

bandwidth samples beq,TD
(
Atot
t

)
. Each total bandwidth sample requires computing N ×K

individual bandwidth samples bDn,q
(
atot
n,t, k

)
and individual power samples bpe,Dn,q

(
atot
n,t, k

)
. All

K individual bandwidth and power samples are computed from the same link budget sample

γ0,n
(
atot
n,t

)
. Thus, the Monte Carlo method requires O (N × T ) calls to the link budget function,

and O (N × T ×K) bandwidth computations.

Such complexity may be an issue considering our method cannot predict the number of



116 Chapter 5

samples T needed for convergence. Given the strong dependency between T and δB illustrated

in Section 5.6.1, a sound approach when computing resources are limited would be to run

several Monte Carlo processes with decreasing δB values, until either the precision is deemed

good enough or the computing limitations are reached.

Complexity inherent to the ITU-R P.1853-2 method

The matrix multiplication of the covariance matrix of size (N +D)× (N +D) by the random

sample sequence of size (N +D)× T is a potential complexity issue for N larger than 104. It

is likely that a high value of N coincides with a large coverage scenario. In such a case, it is

possible to make the correlation sparse by setting ρGn1,n2
= 0 if the distance between n1 and

n2 is above a predetermined distance threshold, say 1,000 km. Then, one needs to perform

an incomplete Cholesky decomposition [94].19 The rest of the generation process remains

unchanged.

5.7.2 Conclusions

In this chapter, we presented a BSM scenario where return link satellite resources have to be

dimensioned based on subscriber’s SLAs. We showed how to convert SLAs into bandwidth

and power demands, and then into a quantile estimation problem. We presented a Monte

Carlo method to estimate such quantile. Finally, we provided numerical applications of our

Monte Carlo method in enterprise and residential types of BSM networks.

Results showed that our Monte Carlo method is able to reach a predetermined relative

confidence interval. They also showed that the spatial correlation of fade can significantly

influence the consumption of satellite resources, and consequently the SRD process, for

networks constrained by strong fade requirements. A dependency between the clear sky/fade

power requirements balance and the sensitivity of the network to rain fade was observed.

19The incomplete Cholesky decomposition is implemented in Matlab with the ichol function.

https://www.mathworks.com/help/matlab/ref/ichol.html
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Conclusion and further work

This chapter provides a global conclusion to this dissertation and presents future research

directions.

6.1 Conclusions

The principal objective of this Ph.D. was to investigate the SRD problem in the context of

GEO broadband satellite networks affected by rain fade. The work focused on formulating

resource-demand models depending on the network’s adaptability to rain fade, and finding

resource-optimal solutions while ensuring the satisfaction of the SLA.

In Chapter 3, we focused on the CCM scenario, i.e., the least adaptable. The CPO

problem was presented, and several methods of varying complexity were proposed to solve

it. Numerical results were presented for a European scenario, and small gains in resource

consumption were observed overall compared to existing methods.

Nonetheless, the proper definition of the CPO problem allowed us to translate our solutions

in the context of ACM with SCP, considering spatially correlated rain attenuation. The

numerical results, presented in Chapter 4, showed a significant improvement over worst-case

assumptions. Thus, the first proof of the importance of the spatial correlation of rain in the

SRD problem was given.

The final work, presented in Chapter 5, aimed at addressing the main knowledge gaps left

by the second work. The scenario was complexified to account for more modern technologies,

and the statistical aspect of the problem was investigated to ensure the reliability of the

solution. Finally, the numerical results allowed us to compare our solution against best-case

117
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assumptions (no rain or independent rain), and a significant gap in resource consumption was

observed in scenarios where fade requirements are comparable to clear sky requirements.

Conclusively, this dissertation proves that the spatial correlation of rain must be accounted

for in order to properly solve the SRD problem in the context of BSM return networks

constrained by significant fade requirements. In such scenarios, worst-case assumptions can

lead to a significant overestimation of resource consumption, while best-case assumptions

can lead to significant underestimation. Multiple methods were provided to solve the SRD

problem accounting for the spatial correlation of rain fade using synthetic rain fade simulators,

thus demonstrating their applicability to system-scale dimensioning. However, it should be

acknowledged that the application of the solutions proposed in Chapter 3 and Chapter 4

to the scenario presented in Chapter 5 would require significant effort, mainly due to the

incompatibility in the terminals’ emission assumption and the nature of the satellite resources

considered.

6.2 Unsuccessful attempts

So far, all the work that was presented in this dissertation led to interesting results. However,

it is in the nature of the research process itself to investigate problems that sometimes lead to

inconclusive results. Having knowledge of such unsuccessful attempts could save the time of

any future researcher interested in the topic of this dissertation. Thus, let us take a moment

to summarize what did not work.

6.2.1 Dirichlet distribution

In the early stages of the work presented in Chapter 4, the Dirichlet distribution [95, Chapter 49]

was considered to model the FMT modes demand. This distribution models a multivariate

random variable X = (X1, X2, . . . , XK) with the special property that
∑K

k=1Xk = 1, thus very

similar to the carrier plan constraints. This approach required estimating a “concentration”

parameter for each Xk. No reliable estimation technique for this parameter was found due to

the complex nature of the FMT mode requests and the inability to express their correlation.
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6.2.2 Machine learning

The use of machine learning to accelerate the MILP problem-solving in Chapter 4 was

considered, and more specifically support-vector machine (SVM) [96]. The idea was to use an

SVM to learn an equation that would separate the carrier plans that satisfy the accommodation

constraint from those that do not. A successful predictor would in theory accelerate the

convergence time of the MILP problem presented in Section 4.3.1, as it removes the need to

find the vector α. The main problem faced with this approach was the lack of reliability of

the SVM predictor compared to what is typically expected in our dimensioning problem (e.g.,

99.5%).

6.3 Future work

The work carried out in this project can be extended in multiple directions:

• Accounting for the RRM algorithm policy: The solutions to the SRD problem

proposed in this dissertation are agnostic to the behavior of the RRM algorithm. However,

the results presented in Chapter 4 hinted that significant gains could be obtained by

accounting for the RRM algorithm in the satellite resource demand model. Examples

of RRM algorithm policy are found in [36, Chapter 7]. The main challenge resides in

abstracting the behavior of the RRM algorithm and integrating its impact into the

resource demand model and the computation of the congestion outage time.

• Accounting for the RRM algorithm update period: The solutions to the SRD

problem proposed in this dissertation assume either adaptive or static carrier plans. The

notion of adaptability depends on the time variations of the rain fade. It is found in

the literature instances of DVB-RCS implementations where the carrier plan is neither

adaptive nor static [35], [37]. In such a case, the carrier is updated at regular time

intervals that are significantly larger than the changes in FMT modes. The solution

proposed in Chapter 5 covers such cases by making the worst-case assumption that the

carrier plan is never updated, however, more resource-efficient solutions could potentially

be reached by considering the RRM algorithm update period in the SRD problem.

• Considering the forward link: The work in this dissertation exclusively focused on

the return link, however, an interactive satellite service needs both forward and return
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links. In this context, the two-way service availability is defined as the joint availability

of the forward and return links. The resource-demand model and the SRD problem

have to be reformulated accordingly. Assuming the SRD problem also needs to be

solved on the forward link, the forward link resource-demand needs to be expressed and

evaluated together with the return link resource-demand to compute the two-way service

availability. This direction would be particularly relevant in the context of meshed

satellite networks.

• Finding cost-optimal network design: The SRD problem presented in this disser-

tation takes the ground segment design (mainly antenna gain and power of terminals

and gateways) as an input. By minimizing the satellite resource consumption for a

given ground segment design, we are able to provide the solution that minimizes the

OPEX. However, the total cost of the satellite network also includes the CAPEX, which

is greatly affected by the ground segment design. Hence, the problem of minimizing

the total network cost needs to explore different ground segment designs, compute the

CAPEX and OPEX for each design, and select the design that minimizes the sum. The

challenge resides in exploring efficiently the space of possible ground segment designs, as

exploring every single possibility would be extremely computationally expensive. One

possibility that has been investigated in the literature is to use genetic algorithms [97].

• Accounting for terminal and satellite mobility: The work in this dissertation

focused on scenarios where the terminals, the gateways, and the satellite have a fixed

latitude-longitude location. However, broadband satellite services also include scenarios

with mobile terminals and non-geostationary satellites. Any modification of the locations

changes the distribution of rain attenuation of the uplink and the downlink and impacts

the satellite resource demand. The main challenge is to model the impact of the satellite

and terminals’ mobility on the satellite resource demand CDF. Some aspects of this

problem have been investigated in [98].



Appendix A

Examples of traffic characterization

A.1 Conversational audio/video

Let us define the following SLA parameters:

• N lines
s is the number of call lines (video or audio) offered to each subscriber of SP s.

• R̄call
s is the average number of calls per line and per unit of time (seconds, minutes,

hours).

• T̄ call
s is the average duration of a call, in the same unit of time as N̄ call

s .

• Rci,call
s is the information rate needed during a call connection at committed/acceptable

quality (e.g., 12 kbps for audio, 480p for video).

• Rmi,call
s is the information rate needed during a call connection at best quality (e.g.,

64 kbps for audio, up to 1080p for video).

• pcalls is the call blocking probability.

We assume that theN lines
s lines are committed, therefore we deduce thatRmi

s = N lines
s ·Rmi,call

s

and Rci
s = N lines

s ·Rci,call
s .

The computation of pats is achieved by the mean of an Erlang B formula. The traffic

intensity Es, in Erlang, is given by:

Es = N lines
s · |Ns|·R̄call

s · T̄ call
s . (A.1)
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From this quantity, the Erlang B model allows to compute the maximum number of lines

N lines,max
s that the network should support to ensure a call blocking probability pcalls with the

following formula:

pcalls =

E
N

lines,max
s

s

N lines,max
s !∑N lines,max
s

n=1
En

s
n!

. (A.2)

Finally, we can compute the expected proportion of active terminals as:

pats =
N lines,max
s

N lines
s · |Ns|

. (A.3)

Please note that voice only and video traffic have to be differentiated for the Erlang

computations, therefore this process has to be potentially repeated twice, and the resulting

rates should be summed.

A.2 Transactions

Let us define the following SLA parameters:

• Rmi
s is directly given as the maximum burst rate offered to each subscriber of SP s.

• λabgs is the average burst generation rate per subscriber, in s−1.

• ls is the average length of a message, in bits.

• ∆TTTS
s is the maximum acceptable time to send the message, in seconds. It represents

the total emission time of the message but excludes propagation time and processing at

the other end.

• pcalls is the call blocking probability.

We deduce Rci
s = ls/∆T

TTS
s , and pats = λabgs .

A.3 Bulk

Bulk internet traffic differs from transactions, as acceptable delays are higher and sometimes

undefined. Commonly found SLA requirements for this service type are:

• Rmi
s is the maximum burst rate offered to each subscriber of SP s.



Examples of traffic characterization 123

• ρOB is the contention/overbooking ratio.

We deduce Rci
s = Rmi

s /ρ
OB. If pats is not explicitly specified, a default value of pats = 1 should

be assumed.



Appendix B

Computation of mode probability

This appendix focuses on computing P
(
k̄cin ((An, Adn)) < k

)
for a given value of k.

B.1 Monotonicity of k̄ci
n

Let us first investigate the monotonic behavior of k̄cin with respect to an and adn .

For any value of atot
n,t such that k ≤ ↑kcin

(
atot
n,t

)
(necessary condition for k̄cin

(
atot
n,t

)
= k), the

bandwidth demand bDn,q
(
atot
n,t, k

)
is unchanged. However, the same is not necessarily true for

the power demand PD
n,q

(
atot
n,t, k

)
. Let us remember its expression:

PD
n,q

(
atot
n,t, k

)
=
bDn,q

(
atot
n,t, k

)
· θ (k)

γ0,n
(
atot
n,t

) · IBOn (an,t)

IBOtot
vn

. (B.1)

Assuming atot
n,t such that k ≤ ↑kcin

(
atot
n,t

)
, the only terms affected by rain are the CINR0

γ0,n
(
atot
n,t

)
and the IBOn (an,t). Given our link budget model, both functions are decreasing

with respect to an, and γ0,n
(
atot
n,t

)
is also decreasing with respect to adn . Thus, PD

n,q

(
atot
n,t, k

)
is increasing when an is fixed and adn increases.

Let us define atot
n,1 and atot

n,2 such that an,1 = an,2 and adn,1 ≤ adn,2. If ↑kcin
(
atot
n,2

)
≤ ↓kcisn ,

then k̄cin
(
atot
n,2

)
≤ k̄cin

(
atot
n,1

)
. If ↑kcin

(
atot
n,2

)
> ↓kcisn , then ↑kcin

(
atot
n,1

)
> ↓kcisn and k̄cin

(
atot
n,1

)
satisfies

by definition:

arg min
k∈Kci

n (atotn,1)
max

 Q∑
q=1

bDn,q
(
atot
n,1, k

)
,

Q∑
q=1

bpe,Dn,q

(
atot
n,1, k

) (B.2)
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For all k′ ∈ Kci
n

(
atot
n,1

)
such that k′ > k̄cin

(
atot
n,1

)
, we have:

max

 Q∑
q=1

bDn,q
(
atot
n,1, k

′) , Q∑
q=1

bpe,Dn,q

(
atot
n,1, k

′) >

max

 Q∑
q=1

bDn,q
(
atot
n,1, k̄

ci
n

(
atot
n,1

))
,

Q∑
q=1

bpe,Dn,q

(
atot
n,1, k̄

ci
n

(
atot
n,1

)) . (B.3)

However, we made the hypothesis in Section 5.1.4 that ηspe (k′) ≤ ηspe
(
k̄cin
(
atot
n,1

))
, thus

bDn,q
(
atot
n,1, k

′) ≤ bDn,q (atot
n,1, k̄

ci
n

(
atot
n,1

))
for all q. Therefore we have:

Q∑
q=1

bpe,Dn,q

(
atot
n,1, k

′) > max

 Q∑
q=1

bDn,q
(
atot
n,1, k̄

ci
n

(
atot
n,1

))
,

Q∑
q=1

bpe,Dn,q

(
atot
n,1, k̄

ci
n

(
atot
n,1

)) . (B.4)

For any k ∈ Kci
n

(
atot
n,2

)
⊆ Kci

n

(
atot
n,1

)
, let us remark the following:

bpe,Dn,q

(
atot
n,2, k

)
=

γ0,n
(
atot
n,1

)
γ0,n

(
atot
n,2

) · bpe,Dn,q

(
atot
n,1, k

)
. (B.5)

Thus, we have:

γ0,n
(
atot
n,1

)
γ0,n

(
atot
n,2

) · Q∑
q=1

bpe,Dn,q

(
atot
n,1, k

′) >
max

 Q∑
q=1

bDn,q
(
atot
n,1, k̄

ci
n

(
atot
n,1

))
,
γ0,n

(
atot
n,1

)
γ0,n

(
atot
n,2

) · Q∑
q=1

bpe,Dn,q

(
atot
n,1, k̄

ci
n

(
atot
n,1

)) , (B.6)

which, if k′ ∈ Kci
n

(
atot
n,2

)
, implies the following:

=⇒
Q∑
q=1

bpe,Dn,q

(
atot
n,2, k

′) > max

 Q∑
q=1

bDn,q
(
atot
n,2, k̄

ci
n

(
atot
n,2

))
,

Q∑
q=1

bpe,Dn,q

(
atot
n,2, k̄

ci
n

(
atot
n,2

))
(B.7a)

=⇒ k′ > k̄cin
(
atot
n,2

)
(B.7b)

=⇒ k̄cin
(
atot
n,1

)
≥ k̄cin

(
atot
n,2

)
. (B.7c)

In all cases, k̄cin
(
atot
n,t

)
cannot increase when an is fixed and adn increases. However, it is not
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necessarily true when an increases and adn is fixed.

B.2 Detailed procedure

We will now exploit the monotonic property of k̄cin
(
atot
n,t

)
to solve our problem.

The first step is to find the lowest uplink attenuation amax
n such that ↑kcin ((amax

n , 1)) < k.

The value of amax
n is quickly found by using a bisection algorithm, such as presented in

Algorithm 3.

Algorithm 3 Find maximum uplink attenuation

Require: k
Require: adn
Require: ↑kcin . The function ↑kcin is an input.
Require: precision . Desired output relative precision.
albn ← 1
aubn ← 1
if ↑kcin

((
albn , adn

))
≥ k then

aubn ← 1010 . Arbitrarily high value.
while |aubn /albn |≥ 1 + precision do

amid
n ←

(
aubn + alb

)
/2

if ↑kcin
((
amid
n , adn

))
≥ k then

albn ← amid
n

else
aubn ← amid

n

end if
end while

end if
an ← aubn

We therefore know that for any an ≥ amax
n and adn ≥ 1, k > ↑kcin ((an, adn)) ≥ k̄cin ((an, adn)).

Thus, the event k̄cin ((An, Adn)) ≥ k is only possible if An ∈ [1, amax
n ]. Now, let us divide the

segment [1, amax
n ] into I ≥ 2 values an,i, ordered increasingly, with an,1 = 1 and an,I = amax

n .

We know that for each an,i value, k̄cin ((an,i, adn)) is non-increasing when adn increases. Thus,

it exists the lowest downlink attenuation adn,i such that k̄cin ((an,i, adn,i)) < k. The value

adn,i can be obtained by using Algorithm 3 and swapping the roles of uplink and downlink

attenuations, and ↑kcin with k̄cin .

We can then compute a numerical estimate of P
(
k̄cin ((An, Adn)) ≥ k

)
with the following
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sum of probabilities of disjoint events [76]:

P
(
k̄cin ((An, Adn)) ≥ k

)
≈

I∑
i=2

P (an,i−1 ≤ An < an,i, 1 ≤ Adn < adn,i) (B.8a)

≈
I∑
i=2

P (an,i−1 ≤ An < an,i, Adn < adn,i) . (B.8b)

Figure B.1 illustrates the approximation for I = 5. For a given index i ≥ 2, we decompose

the terms inside the sum:

P (an,i−1 ≤ An < an,i, Adn < adn,i) = P (An < an,i, Adn < adn,i)

− P (An < an,i−1, Adn < adn,i) . (B.9)

adn,1

an,1 an,2 an,3 an,4 an,5

adn,2

adn,3

adn,4

adn,5

P (an,1 ≤ An < an,2, Adn
< adn,2)

P
(

k̄cin ((An, Adn
)) ≥ k

)

P (an,2 ≤ An < an,3, Adn
< adn,3)

P (an,3 ≤ An < an,4, Adn
< adn,4)

Figure B.1: Illustration of the joint probability space



Finally, let us remark that P (An < an, Adn < adn), for any value of an and adn , is also

expressed as:

P (An < an, Adn < adn) = 1− P (An ≥ an)− P (Adn ≥ adn) + P (An ≥ an, Adn ≥ adn) .

(B.10)

The probabilities P (An ≥ an) and P (Adn ≥ adn) are obtainable given the distribution of

An and Adn . The joint probability P (An ≥ an, Adn ≥ adn) requires a joint attenuation model.

The ITU proposes a bivariate lognormal model, assuming An and Adn are lognormal, in [30,

Section 2.2.4]. The recommendation also provides a method to approximate the distribution

obtained with the ITU model with a lognormal model.

B.3 Summarized procedure

The process to compute P
(
k̄cin ((An, Adn)) < k

)
can be summarized as follows:

1. Compute the lowest uplink attenuation amax
n such that ↑kcin ((amax

n , 1)) < k with Algo-

rithm 3.

2. Take I > 2 points an,i from the segment [1, amax
n ], ordered increasingly, with an,1 = 1

and an,J = amax
n .

3. For each i ∈ {2, . . . , I}, do the following:

(a) Compute the lowest downlink attenuation adn,i such that k̄cin ((an,i, adn,i)) < k

(adapt Algorithm 3).

(b) Compute P (An < an,i, Adn < adn,i), e.g. with ITU models.

(c) Compute P (An < an,i−1, Adn < adn,i) in the same way.

(d) Subtract 3.c) to 3.b) to get P (an,i−1 ≤ An < an,i, Adn < adn,i).

4. Sum all P (an,i−1 ≤ An < an,i, Adn < adn,i) to estimate P
(
k̄cin ((An, Adn)) ≥ k

)
.

5. Compute 1− P
(
k̄cin ((An, Adn)) ≥ k

)
to get P

(
k̄cin ((An, Adn)) < k

)
.
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