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Abstract

High-flux, high repetition-rate pulsed neutron sources are of interest for probing studies such as neutron-
induced damage processes in materials employed and considered for shielding purposes in fusion reactors.
Simulating the effect an intense neutron flux has on such materials will ultimately guide designs for future
fusion reactors. Laser-driven neutron sources employing petawatt laser systems show great potential to fulfill
the need for such a neutron source. One of the most common approaches for neutron generation utilizing
lasers as drivers is the pitcher—catcher geometry in which a directional ion beam is generated from a pitcher
target and impinges on a catcher target producing neutrons through nuclear reactions within the catcher
material. Despite the fact that neutron generation using such setups have only recently gained attention, it
has so far shown the highest neutron yields using short-pulse lasers. To date, experiments predominantly
studied neutron generation on a single shot basis, especially since the development of a high repetition-rate
laser-driven neutron source faces a variety of challenges.

In this thesis, the individual components of a successful high repetition-rate laser-driven neutron source
were investigated and developed. The focus of this work was especially the development of a stable target
system compatible with high repetition-rate laser operations, the development of a design for the catcher
target, allowing for optimization of ion beam-catcher overlap, and an efficient ion and neutron beam detection
platform.

For this work, a robust version of the SLAC-developed converging liquid microjet target delivery systems was
designed and fielded. This system was successfully implemented at two different laser facilities, surviving
more than 1000 shots on target with no apparent damage to the nozzle or degradation of the liquid target.
The liquid microjet system was implemented to study high repetition-rate deuteron acceleration from heavy
water microjet targets at the ALEPH laser facility reaching average fluxes of 1x10'? deuterons/sr/min at a
repetition rate of 0.5 Hz. Stable deuteron acceleration over 60 shots was observed at varying laser energies on
target, suggesting a more favorable scaling of the ion beam cut-off energy than currently established in the
literature.

A flexible, repetition-rate compatible neutron generation platform was designed around a stackable catcher
target, which can be adjusted based on laser parameters and experimental conditions. This specific design aims
at enhancing the generation of high-flux, directional neutron beams. A flexible detector setup simultaneously
monitors the ion and neutron beam emission characteristics to study their individual shot-to-shot parameter
changes and the correlations between them. Employing cryogenic or ambient-temperature liquid jet targets
as a pitcher enables high-repetition-rate operation.

This novel platform was successfully tested using cryogenic liquid deuterium jet targets at the Texas Petawatt
laser facility demonstrating efficient generation of forward directed neutron beams with fluxes reaching
7.2x10? neutrons/sr within a narrow divergence angle of £20°. As such, this work lays the foundation for
future high-repetition-rate experiments towards pulsed, high-flux, fast neutron sources for radiation-induced
effect studies relevant for fusion science and applications that require neutron beams with short pulse duration
for the probing of fast evolving processes complementary to X-rays.







Zusammenfassung

Neutronenquellen mit hohen Fluss- und Repetitionsraten sind interessant fiir Anwendungen im Bereich der
Materialwissenschaften, speziell Fusionsforschung, um den Effekt von hohen Neutronenfliissen in fusionsrele-
vanten Materialien zu simulieren. Petawatt-Lasergetriebene Neutronstrahlen haben die nétigen Eigenschaften
und das Potential solche Studien zu erméglichen. Die sogenannten "Pitcher-Catcher"-Konfiguration erzeugt
gerichtete Ionenstrahlen mit Hilfe des Pitcher-Targets, die dann Neutronen durch nukleare Reaktion im
Catcher-Targetmaterial produzieren. Obwohl die Neutronenproduktion in dieser speziellen Konfiguration erst
seit kurzem genauer untersucht wird, erreicht sie bis heute die hochste gemessenen Neutronenausbeute mit
Kurzpulslasern. Studien dazu sind hauptsichlich auf Einzelschussbasis durchgefiihrt worden und folglich sind
mehrere Hiirden auf dem Weg zu einer Laserneutronenquelle mit hoher Repetitionsrate zu iiberkommen.

Thema dieser Arbeit ist die Entwicklung der einzelnen Komponenten einer funktionstiichtigen Laserneutronen-
quelle mit hoher Repetitionsrate, mit Fokus auf der Entwicklung eines stabilen, kompatiblen Targetsystems,
eines Catcher-Targets, welches die Optimierung der Neutronenproduktion erlaubt, und einer effizienten
Detektorplatform fiir Ionen und Neutronen.

Im Rahmen dieser Arbeit wurde ein robustes Targetsystem, basierend auf einem SLAC-entwickelten System,
fiir konvergierende, fliissige Jets entwickelt. Dieses System wurde erfolgreich in zwei unterschiedlichen
Hochleistungslasereinrichtungen getestet, ohne Anzeichen von Schdden am Targetsystem oder Degradierung
der Qualitit des Targets. Das Jet-Targetsystem wurde am ALEPH Laser zur Beschleunigung von Deuteronen
aus schwerem Wasser mit einer Repetitionsrate von 0.5 Hz und einer mittleren Flussdichte von 1x10'2
Deuterons/sr/min verwendet. Gemessenen Spektren erreichten vergleichbare Enegien und Fliissen iiber 60
konsekutive Schiisse fiir drei unterschiedliche Laserenergien. Eine Skalierungsmessung mit den durchschnit-
tlichen Deuteronenspektren fiir die unterschiedlichen Laserenergien zeigt eine abweichende, moglicherweise
glinstigere Skalierung der maximalen Deuteronenenergie als bereits etablierte Skalierungen.

Ein anpassbarer Catcher fiir Neutronengeneration ist der zentrale Baustein einer flexiblen Neutronengener-
ationsplatform fiir hohe Repetitionsraten. Das Catcherdesign kann basierend auf Lasereigenschaften und
experimentspezifische Konstellationen angepasst und gedndert werden und ist optimiert fiir die Generation
von gerichteten Neutronenstrahlen mit hohen Flussraten. Der flexible Detektorenaufbau vereinfacht die
gleichzeitige, durchgéngige Messung von Ionen- und Neutronenstrahlen und die Identifizierung von Korrela-
tionen zwischen Ionen- und Neutronenstrahlemissionscharakteristiken. Hohe Repetitionsraten werden durch
die Verwendung von kryogenen und fliissigen Jettargets als Pitcher-Target ermdoglicht.

Die entwickelte Neutronenproduktionsplatform wurde erfoglreich mit kryogenen Deuteriumjetargets am
Texas Petawatt Lasersystem getestet. Effiziente Neutronenproduktion mit einer gerichteten Komponente und
maximalem Fluss von 7.2x10° Neutronen/sr und niedrigem Offnungswinkel von +20° wurden gemessen.
Damit legt diese Arbeit den Grundstein fiir Experimente mit hohen Repetitionsraten auf dem Weg zur
Realisierung einer gepulsten schnellen Neutronenquelle mit hoher Flussdichte und kurzer Pulsdauer. Diese
Quelle wird Studien im Bereich der Fusionsforschung ermoglichen und zusétzlich als Diagnostik komplementér
zu Rontgenstrahlen einsetzbar sein um kurzlebige Prozesse zu messen.
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1. Introduction

Breakthrough discoveries are usually motivated by enhancing existing technology enabling applications that
are better, faster and easier to field or, in science, to study small-scale phenomena of the world and universe we
live in with unprecedented precision. These often times trigger the development of new technology branches
and the discovery of so far unexplored scientific fields. One example is the Microwave Amplification by
Stimulated Emission of Radiation (Maser) invented in 1954 and a few years later the Light Amplification by
Stimulated Emission of Radiation (Laser) in 1960 [1,2]. To better serve the field of physics for the study of
short-lived micro- and macro-scale phenomena, lasers were further developed to obtain short pulses carrying
large amounts of energy. The invention of chirped pulse amplification by Strickland and Mourou in 1985 [3],
which received the Nobel prize in 2018, was another breakthrough on the way to achieve petawatt (10'°
Watts) laser systems. These lasers find application in medicine, as a tool used in surgeries, and in machining,
on the macro- and the micro-scale. At the physics frontier, a heavily studied field to date is the interaction
of such high-energy, short-pulse lasers with matter, which combines concepts of laser, plasma, nuclear and
condensed matter physics.

Early experiments studying the interaction of a high-power short-pulse laser with matter discovered the
generation of secondary particles such as electrons, ions and X-rays [4-6]. Particularly the generation of
directional, high-flux ion beams using high-power short-pulse lasers has received significant interest from
a variety of fields and their unique ion beam parameters have lead to developments for applications in
medicine, specifically tumor therapy [7-12], plasma diagnostics [13-15], inertial confinement fusion [7,16],
hybrid accelerator designs [17,18], and laser-driven secondary neutron sources [19-22]. Until now, research
towards such applications was limited to low repetition rates predominantly due to cooling limitations of the
laser system and the lack of compatible target systems. Recent advances in laser technology, leading to the
commissioning and successful operation of multiple high-repetition-rate petawatt lasers, promise to overcome
past restrictions [23]. Combined with progress in delivery of continuous targets [24-26], repetition rates of
laser-driven ion sources beyond 1 Hz or greater have become achievable. When employing high repetition-rate,
high-power short-pulse lasers, such ion beam sources can reach high peak and high average ion fluxes at pulse
duration of nanoseconds, which are uniquely suited to generate high-flux, short bursts of neutrons.

Due to their interaction with atoms through the strong force rather than the electromagnetic force, neutron
beams are a versatile, sensitive probe of the atomic structure of a material. Directional, high-flux neutron
beams are of wide interest for applications including fusion energy science [19,21], fundamental physics
research [27], materials science [20, 28], homeland security [29], and medicine [30]. Especially the field of
high energy-density physics can greatly benefit from neutron beams with short pulse duration and a high flux.
Due to the short-lived nature and presence of strong magnetic and electric fields, neutron probing offers a new
way to measure material structure or ion temperature and velocity non-destructively in dense plasmas [27,31].
Neutron sources also find application in the study of radiation-induced effects in fusion science such as damage
cascades or neutron-induced transmutations relevant for fusion reactor materials and astrophysical scenarios
(e.g., to study the s- and r-processes) [32]. These studies are important to advance designs and construction
of internationally-supported fusion pilot plants such as the ITER and DEMO projects [33-36].




Over the past decades different approaches have investigated the development of a neutron source suitable for
aforementioned applications. Conventional neutron sources including nuclear reactors or spallation sources are
established neutron generation approaches, while neutron generation utilizing lasers has only recently regained
attention. High-flux neutron beams required for applications are routinely produced by nuclear reactors
or spallation sources. They rely either on the generation of neutrons through nuclear fission or spallation
reactions induced by a ~ GeV proton beam impinging on a high-Z target. While reactors and spallation sources
are able to achieve high average neutron fluxes of up to 10'° neutrons/(cm? s), their applications are limited
by inflexible probing setups, relatively long pulse duration (hundreds of ns or greater) [37,38], and their
large footprint and operational cost. These limitations have motivated the development of alternative drivers
for high repetition-rate, high flux ion and neutron sources.

Recently, high-power laser systems have demonstrated their utility as drivers of high-flux neutron sources
through Inertial Confinement Fusion (ICF) and the pitcher—catcher approach. In the ICF scheme, neutrons
are produced by heating a target to temperatures exceeding tens of keV while simultaneously compressing
it to pressures in the hundreds of Gbar [39,40]. This way, peak fluxes up to 102" neutrons/(cm? s) can be
achieved through indirect drive of a fusion capsule implosion [41-44]. However, these systems are limited to
low shot rates, resulting in a comparably low average neutron flux. The pitcher—catcher approach commonly
utilizes high-power short-pulse laser systems, which have the potential to reach much higher repetition rates
than their long pulse laser counter parts.In this scheme, two targets, the pitcher for ion acceleration and the
catcher for neutron generation, are implemented in the target chamber. Neutrons are created through nuclear
reactions between the energetic ions and catcher atoms [27,45,46]. The inherently short duration of such
laser-driven neutron beams, on the order of a nanosecond, gives them the potential to become unique probes
of fast-evolving processes, which requires high flux, directional neutron beams. Until this work, peak fluxes of
up to 10" neutrons/(cm? s) have been demonstrated, but shot rates were still limited to repetition-rates of
~1 shot/hour by the laser capabilities and the target replenishing times, resulting in a low average neutron
flux [47].

The advent of high repetition-rate short-pulse laser systems has opened up the path towards particle sources
that could exceed the repetition rates of conventional accelerators. This thesis takes the first steps towards the
development of high-flux laser-driven neutron sources and investigates the physics of high repetition-rate
laser-target interactions in the pitcher—catcher approach. The key components of such a laser-driven neutron
source are the high repetition-rate short-pulse laser, the fast-replenishing target, high-flux directional deuteron
beams, an optimized neutron converter design, and an efficient detection platform to measure the generated
ion and neutron beam spectra. This work focuses on the demonstration of stable, high repetition-rate ion
acceleration based on advanced target concepts and the generation of high-flux directional neutron beams.
Key to this is the stability and control of the pitcher target, which was investigated for two different types of
self-replenishing jets. Furthermore, an ion and neutron detector setup was developed to distinguish between
the directional neutron beam generated within the converter from neutrons produced elsewhere.

Chapter 2 presents the state of the art of short-pulse lasers and describes important fundamental physical
concepts of short-pulse laser matter interactions. These are initially introduced by considering a single free
charged electron and then expanded to the concept of laser interaction with the bulk target. Laser-target
interaction ultimately results in the phenomenon of laser-driven ion acceleration which is explained based
on the established Target Normal Sheath Acceleration mechanism. The targets utilized in this work, an
ambient-temperature liquid microjet target and a cryogenic liquid jet target, are discussed in Chapter 3. It
also includes the development and design of the new ambient-temperature liquid jet system. Additionally,
the essential monitoring diagnostics are described for the individual jet targets. The ambient-temperature
liquid jet target was fielded using heavy water at the ALEPH laser facility at Colorado State University for
the purpose of studying the acceleration of deuterium ions at high repetition-rate. Chapter 4 describes the

2 Chapter 1: Introduction



experimental setup and the experimental results obtained at a repetition rate of 0.5 Hz. The results feature
the first demonstration of deuteron acceleration reaching a peak flux of up to 2x10'! deuterons/MeV/sr and
an average flux of 3x10'! deuterons/MeV/sr/min.

In a next step, the possible ways of neutron generation are explored. Chapter 5 gives an overview of conventional
and laser-based neutron sources. Based on experimental and theoretical data, an adjustable converter concept
is designed. Possible options of implementation at high-power laser facilities are discussed at the end of the
chapter. To be able to diagnose the ion and neutron beams and draw conclusions about correlations of ion and
neutron beam parameters, a characterization platform consisting of ion and neutron detectors is presented in
Chapter 6. Different detectors and their operational principles are explained as well as shielding consideration
for measurements with optimized signal to noise ratios. The optimized converter and characterization platform
was subsequently implemented at the Texas Petawatt laser facility at the University of Texas at Austin. Results
of this experiment are presented in Chapter 7. Data from various shots are presented and the respective ion
and neutron beam data are analyzed in terms of the ion beam-converter overlap, the resulting neutron beam
properties and the primary neutron generation location within the experimental setup (i.e. the catcher target
versus the target chamber wall). Chapter 7 outlines future experiments and next steps in terms of outstanding
analysis and comparison with modeling. Chapter 8 concludes this thesis, summarizing the results and gives an
outlook on the future applications of high repetition-rate particle beams and the implementation of machine
learning algorithms to further optimize laser-driven neutron sources.







2. Short-Pulse Laser Matter Interaction

Soon after the successful demonstration of the first laser by Theodore Maiman in 1960 [2], the interaction
of such lasers, focused to high intensity, with matter was investigated [48,49]. These studies observed the
generation of a plasma upon irradiation of a material accompanied by the emission of energetic particles.
Since then the field of laser-matter interaction has grown exponentially thanks to advances in laser technology
which has lead to a rapid increase in laser intensities on target. One of the key invention, allowing laser pulses
to contain more energy and reach high intensities on target, the Chirped Pulse Amplification technique [3],
was awarded the Nobel prize in physics in 2018. Nowadays lasers with a large variety of parameters such as
pulse duration, energy delivered to the target and intensity on target are available, giving access to explore
the large parameter space of laser-matter interactions. Short-pulse laser are a subcategory of lasers and their
interaction with matter and subsequent acceleration of energetic ions is an extensive field of study [5, 6, 50],
and subject of this thesis.

When a short-pulse laser interacts with a target, the target material, independent of its state (solid, liquid,
gas), will be rapidly ionized and a plasma will be generated. The free electrons and ions of the plasma are
directly subjected to the laser field. Through this interaction of the laser field with free charged particles they
can be efficiently accelerated to high energies through different mechanisms depending on laser intensity and
wavelength and the target parameters. This chapter will focus on the interaction of high-intensity short-pulse
laser systems with matter. Starting with the generation of a plasma by the incident laser pulse, a subsequent
discussing will address the interaction and propagation of the laser pulse with the formed plasma. Important
parameters will be explained including the plasma frequency, the ponderomotive force and the principle of
relativistic transparency.

During the interaction of a laser with the preformed plasma, laser-driven effects within the target can ultimately
lead to acceleration of ions. The phenomenon of laser-driven ion acceleration will be introduced based on
the well-studied Target Normal Sheath Acceleration (TNSA) mechanism. Advanced target concepts such
as structured targets, solid foams or gas, liquid and cryogenic jet targets have enabled the exploration of
the wide parameter space of laser-driven ion acceleration regimes. Since the discovery of TNSA many new
single mechanism or hybrid regimes have been studied theoretically and experimentally. A brief overview of
alternative acceleration regimes will be provided at the end of this chapter.

2.1. High-Intensity Short-Pulse Laser Systems

Central to understanding the interaction of a high-power short-pulse laser is the fundamental knowledge
of basic operational principles of short-pulse laser systems. This includes the formation of the high-power
laser beam starting with an initial low energy pulse and the resulting characteristics of high-power short laser
pulses. The operation of high repetition-rate capable short pulse lasers will be briefly explained, as this is of
importance to this work.




Lasers operate on the principle of amplifying stimulated or spontaneous emission of light by a gain medium.
Placing a mirror at either end of the gain medium creates a cavity which allows light to travel back and forth
and gain energy on every round trip. Depending on the length of the cavity a certain subset of wavelengths
exists as standing waves and will therefore be amplified, resulting in the emission of coherent light. Each
wavelength at which positive interference is achieved in a round-trip through the laser medium is called a
mode. Typical gain media for short pulse lasers are Titanium doped Sapphire (Ti:Sa) or mixed Neodymium
doped Glass (Nd:glass), a mix of neodymium doped silicate and phosphate glass. Their advantage over other
standard gain media such as Helium-Neon (He-Ne) is a wider gain bandwidth, the range of wavelengths that
are efficiently amplified in the gain medium. For Ti:Sa and mixed Nd:glass lasers the gain bandwidth spans a
larger range of wavelengths compared to standard gain media. Through induction of a fixed-phase relationship
between the different modes, called mode-locking, it is possible to amplify a large set of wavelengths, within
the gain bandwidth of the medium which in turn allows for the generation of short-duration laser pulses.
Here, the minimum duration of the pulse is inversely proportional to the width of amplified wavelength range.
Consequently, a wider gain bandwidth enables shorter pulses. The obtained pulse duration of short-pulse
lasers ranges from sub-femtosecond (10716 s) to picosecond (10~!2s). To achieve high energies within the
laser pulse it is send through additional amplification stages. The invention of Chirped-Pulse Amplification
(CPA) ( [3]) ultimately enabled high-power short-pulse lasers by stretching the pulse before and recompressing
it after the amplification stage. This way higher pulse energies are achievable without causing damage to the
laser optics and hardware. Stat-of-the-art pulsed laser systems consist of an oscillator, a stretcher, an amplifier
and a compressor and routinely achieve peak laser intensities of the order of 10'” - 10?3 on target [51-58].

For laser matter interactions the temporal profile of the laser pulse is of importance as it deviates from a
Gaussian pulse shape. A schematic of the temporal profile of a short pulse laser is shown in Figure 2.1. The
Gaussian laser pulse, with a temporal width of less than a picosecond, is shown in green and often refered
to as the main laser pulse. Current laser systems generate a pedestal that precedes and succeeds the main
laser pulse. One distinguishes between two pedestal time scales that result due to different phenomena. The
nanosecond-scale pedestal (ns-pedestal, yellow) is a result of Amplified Spontaneous Emission (ASE) in the

log (Intensity)
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Figure 2.1.: Schematic of a short pulse laser temporal profile. In addition to the main pulse (green), short
pulse laser systems generate long pedestals (yellow and red) before and after the main pulse.
Short prepulses (purple) with higher intensity than the pedestal can also be observed. Adapted
from Ref. 59.
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gain medium of the laser. On a shorter timescale one can observe a picosecond-scale pedestal (ps-pedestal,
red). The ps-pedestal is caused by spectral width narrowing of the laser pulse during the amplification
process [60]. This can be the result of the limited bandwidth of optics used in the laser line. During the
compression stage, a pulse with a narrow spectrum cannot be temporally compressed as much as a pulse with
a large spectral bandwidth. Additionally, prepulses (purple), which are short compressed pulses of light with
an intensity higher than the pedestal, are routinely observed in the laser temporal profile. Those prepulses
can for example be generated by postpulses through compression [61], but can also be generated due to
optical leakage in the laser chain.

The intensity of the prepulses and pedestals is commonly compared to the intensity of the main pulse. Rather
than giving the intensity of both, the typical parameter referring to the prepulse intensity is the contrast,
which is the ratio between the intensity of the pedestal or prepulse and the main laser pulse. The contrast for
the ns-pedestal is usually on the order of 10!, while the contrast for prepulses and ps-pedestals can be on
the order of 10~°. For laser matter interactions, especially laser-driven ion acceleration, a contrast better than
108 is preferred.

2.1.1. High Repetition-Rate Lasers

The repetition rate of a laser system refers to the frequency at which a laser pulse can be delivered to the target.
Depending on the laser system, repetition rates can range from one shot every few hours up to thousands
of shots a second (kHz). The determining factor that limits the repetition rate in most laser systems is the
cooling rate of the amplifiers. Low-power laser systems, delivering energies from 10’s of mJ up to a few
Joules on target, have been able to achieve few Hz to kHz repetition rate as the heat created in the amplifiers
during operation is low enough to successfully cool them with air or liquid cooling flows. For high-power
laser systems, where amplifiers need to increase the laser power significantly during a single pass, cooling
rates are a key issue. During the amplification of a laser pulse, excess energy generates heat, which does
not dissipate fast enough and consequently impacts the performance of the system. In extreme cases, the
excess heat can even lead to damages of the amplifier. Thus, cooling times limit the repetition rate at which
high-power laser system operate. New cooling techniques achieve reduced wavefront degradation due to
thermal effects [62,63]. Changing traditional flashlamp pump lasers with diodes to pump the gain medium
further reduce the waste heat deposited in the gain medium since diode lasers produce a pump spectrum
more closely matched to the gain spectrum of the amplifier medium [64]. These recent developments in laser
technology have been essential to the commissioning of high repetition-rate PetaWatt (PW) class systems [65].

2.2. Laser Induced lonization Processes

When a high-intensity short-pulse laser interacts with a target, a plasma is generated. A plasma is a state
of matter that is microscopically charged but macroscopically neutral, which means that the electrons are
separated from the atomic core, but have not escaped the target. To fully understand how a target can arrive
in such a state, one can study the interaction of laser light with a single atom and its’ subsequent ionization.

The laser induced ionization is explained based on the easiest case, the hydrogen atom. The atom will be
ionized when the electric field strength of the laser exceeds the binding strength F, of the electron, which is
given by

e

E , (2.1
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Figure 2.2.: Overview of laser induced ionization of an atom, where ¢;,, is the binding energy of the electron.
When the laser intensity is much lower than the binding strength of the electron, the atom can be
ionized through multiphoton ionization (a). If the atom absorbs more photons than necessary
to free the electron, its’ kinetic energy is given by E;. If the laser intensity is equal to the atomic
intensity, an electron can be freed through tunnel ionization (b). Finally, barrier suppression
ionization (c), is achieved when the laser intensity is larger than the binding strength. Adapted
from Ref. 66.

where e is the electron charge, ¢, is the vacuum permittivity and ap = 5.3 x 10~° cm the Bohr radius. The
atomic intensity /,, when the laser electric field matches the binding strength of the electron, is then given by

eock,

W
I, = ~ 351 x 1016(:— (2.2)

m2
with ¢ being the speed of light. For any target, the ionization of the atoms is guaranteed when the laser
intensity Iy, is larger than the atomic intensity I,. I;, can be calculated following

Ey,

I, = , (2.3)
L TL Aspot

where Ey, is the laser pulse energy, 7, is the laser pulse length and A, is the laser spot size [66].

Upon interaction of the laser with the front surface of the target, the laser electric field ionizes local atoms. To
ionize an atom and thus free an electron, the transferred energy needs to be large enough for the electron to
reach the continuum outside of the potential. Depending on the intensity of the laser three different ionization
processes are distinguished:

* multiphoton ionization
* tunneling ionization
* barrier suppression ionization

While multiphoton ionization can occur at any given laser intensity, above a threshold of 10'° W/cm? the
ionization rate is large enough to have a significant impact. Similar to the absorption of a single high-frequency
photon, an atom can also be ionized by absorbing several lower frequency photons. One distinguishes two
different cases as shown in Figure 2.2 (a). In the first case, the total energy of the absorbed photons equals
€ion, thus only transferring enough energy to ionize the atom. Another possibility is the absorption of more
photons than necessary for ionization, which leaves the free electron with a kinetic energy E;. This process

8 Chapter 2: Short-Pulse Laser Matter Interaction



is called above-threshold ionization and often the predominant ionization channel during the interaction of
X-ray free electron lasers with matter [67].

At laser intensities approaching the binding strength of the electron, two additional ionization processes
have to be considered: tunnel ionization and barrier suppression ionization. A commonly considered simple
model to describe the two types of ionization is that of a stationary homogeneous electric field overlapped
with the Coulomb potential of the atom. This model has proven to be fairly accurate despite it’s simplistic
approach [66]. As shown in Figure 2.2 (b) and (c) the laser field distorts the Coulomb potential of the atom,
lowering it on the right hand side. If the maximum value of the distorted potential on the right side is larger
than the binding energy at small distances r but drops to below ¢;,,, at a larger distance, quantum mechanics
allows the electron to tunnel through the barrier (green dashed arrow). This process occurs with a finite
probability. Finally, when the maximum value of the potential on the right hand side drops below ¢;,,, the
electron can escape spontaneously as it is not bound by the potential anymore (solid green arrow in (c)).

The considered model allows for the calculation of the appearance intensity for barrier suppression, which is a
species-dependent value, but can be approximated as 1 x 10'* W/cm?. Tying back to short pulse laser systems
and their challenges to maintain a high contrast, this intensity limit can be problematic, as prepulses or even
pedestals can have a high enough intensity to significantly ionize the target before the main pulse arrives.

If the target is of solid density, a dense surfaces plasma is created through field ionization in the electromagnetic
field of the laser pulse during the first few cycles of the laser through the three processes presented above.
After the release of initial electrons, once the number of electrons is high enough, electron impact ionization
will take over to further ionize the target. In the process of electron impact ionization an energetic electron
interacts with an atom to free a additional electrons [68]. The energy initially absorbed by the electrons is
redistributed through electron-electron, ion-ion or phonon-phonon collisions until the local area thermalized
to a Local Thermal Equilibrium (LTE). However, this state takes a comparably long time to establish. Thus,
high-temperature plasmas are often ion a non-LTE state where the electron temperature is different from the
bulk temperature. For short-pulse laser create such plasma states where energetic (hot) electrons are present
and a single bulk temperature can no longer be defined.

2.3. Free Charge in the Laser Field

Once the target has been sufficiently ionized, the target electrons and ions are subject to the laser field directly.
The descriptions of plasma behavior are based on the motion of these individual particles of the plasma. It is
therefore important to consider the interaction of the laser field with a free charge before considering the
interaction of the laser field with the plasma.

The easiest starting point is the consideration of a single free electron interacting with an infinite electromag-
netic wave. For further simplicity we will consider a linearly polarized electromagnetic wave with wavelength
A1, propagating along the z-axis. The respective electric and magnetic field can be described by

= Ey(7)cos (wpt — kz) - éx 2.4)
= By(7)cos (wpt — kz) - €5 . (2.5)

Corresponding variables for the equations above are the time ¢, the spatial coordinate of the electron 7, the
laser angular frequency wy, = 27wc/Ar, the speed of light ¢, the laser wave vector £ = 27/A;, and the unit
vectors €, and ¢;. The equation of motion for electrons in this field is then described by the Lorentz equation
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with the electron charge e, the electron velocity v, and the electron momentum p = ym.v, with the relativistic

Lorentz factor v = (1 + v?/ 02)71/ 2 [66]. In the last step Maxwell’s third equation (V x E = —9B/dt) was
used to further simplify the expression.

This equation can be solved for two different scenarios, when the speed of the electron is considered non-
relativistic, i.e. |v¢| < ¢, and for relativistic speeds. In the case of a non-relativistic electron speed, the effect
of the magnetic field can be neglected. As a consequence, the solution to Equation 2.6 is given by

E
VU = €20 sin (wrt) + v 2.7)
Mew
= Ups sin (wrt) + v; (2.8)

with the electron quiver velocity v,s and the initial velocity v;. By dividing the quiver velocity v,s by the speed
of light ¢ one obtains the dimensionless normalized laser amplitude ag, which can also be linked to the laser
wavelength and intensity following

2.9

c MeWC

W Vos _ €Fyp _ I [W/em™?] A2 [um?]
¢ 1.37 - 1018W/cm2um?

with the laser intensity 77, and the laser wavelength ;. The threshold between non-relativistic and relativistic
regime is given by 7;\2 = 1.37 - 10'*W/em™2um? or ag = 1 [69]. Below this threshold the electron motion is
treated non-relativistically, but above this threshold it needs to be treated relativistically and the magnetic
field in Equation 2.6 can no longer be neglected. In this case, the electron starts to drift along the z-axis with
an average momentum p, = a3/4 which results in a drift velocity vp, derived from relativistic solution of the
equation of motion in the laboratory frame, that scales with the normalized laser amplitude aq as follows
P: g

Vp = C- 7 :C'mez 5 (210)

where the overscore represents values averaged over a rapidly varying electromagnetic phase ¢ = wyt — kz.
Looking at the individual components of this equation, we can determine, that this drift is only a constant
meaning that the electron is effectively only changing position and not gaining energy. This is a result of the
starting point of an infinite electromagnetic wave and is described by the Lawson-Woodward theorem [70].

2.3.1. Ponderomotive Force

While the description of electron motion in a plane laser field proves to be useful, it does not completely
describe the details of electron motion caused by a finite laser pulse. Equation 2.4 and 2.5 can be adapted by
adding a time-varying function f(¢) which is considered to vary slowly compared to the laser frequency [66].
This time dependent function can effectively be incorporated in the field amplitude to obtain E(7,t¢) and
B(7,t). Short pulse lasers in particular generate strong radial intensity gradients due to the small focal spots
and ultrashort timescale of the pulse duration.
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Considering an electromagentic wave propagating in the positive z direction with a radial intensity dependence,
which is typically observed in the small focal spots of short-pulse lasers, the equation of motion for the non-
relativistic case for an electron can be written as

vy e
= ——FE.(F 2.11
ot Me () ( )

Taylor expansion of the electric field using the substitution ¢ = wrt — kz yields

E
E.(7) ~ Ey(x)cos(¢p) + xa(;agx)cos(@ + . (2.12)
Inserting the first order term into Equation 2.11 we obtain
(M = %cos(gb) (2.13)

with the quiver velocity defined in Equation 2.8. Similarly we can solve the equation of motion for the second
order term of the Taylor expansion of the electric field. By using our previously determined first order term,
we arrive at

v e? 0Eo(z)
Ey __mgw%EO 5 % (¢) . (2.14)

The ponderomotive force acting on the electron can then be calculated by taking the cycle-average yield and
multiplying by the electron mass m, yielding

80(2) e 0
Fp=me—— = — —E2 . 2.15
p=m ot dmewy, Oz ° ( )

Effectively, the ponderomotive force pushes electrons out of regions of local intensity maxima towards lower
intensity regions. This is facilitated by a lower restoring force in regions of lower intensity, which pushes the
electrons less efficiently back towards its equilibrium state.

2.4. Laser-Target Interaction

Once the target is sufficiently ionized it can be treated as a plasma. This quasineutral state of charged and
neutral particles exhibit collective behavior as a whole [71]. The term collective behavior means that the
motion of a particle in the plasma not only depends on the local conditions of its’ position but also on the
state of the plasma in nonlocal regions. The reason for this behavior is the accumulation or movement of
charges which induces electric or magnetic fields that affect other charged particles in the plasma. For a
full understanding of the plasma state of the target additional variables determining the dynamics of the
interaction of the laser with the plasma need to be explained. Important parameters describing the plasma
are the Debye length, the plasma frequency and the critical electron density. Following the definition of these
parameters, the energy transfer from the laser to the target electrons is explained, which can occur through a
variety of mechanisms, collectively those processes are called electron heating.
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2.4.1. Debye Sphere and Plasma Frequency

One characteristic of a plasma is the ability to efficiently shield out electric fields. If an electric potential is
introduced to the plasma, the charge particles of the plasma shift accordingly to then efficiently shield the
potential. Effectively this is achieved by the accumulation of charges around the introduced charge and the
length of this shielding cloud can be characterized by the Debye length \p which is given by

FpTe
Ap = | LB (2.16)
Nee

with the permittivity of vacuum ¢y, the Boltzmann constant kg, the electron temperature 7, and the electron
density n.. This particular distance refers to the point at which the strength of the introduced potential drops
to 1/e of its initial value. The number of particles in the shielding or Debye sphere N is given by

Np == n, . (2.17)

Eventhough the plasma can be considered globally quasineutral, there are still local areas where charge
inhomogeneities exist. Those result in a displacement of the electrons relative to the uniform background of
ions and consequently to the build up of electric fields aiming to restore neutrality by pulling the electrons
back to their original position. Due to the inertia of the electrons, they will overshoot that original position and
oscillate around their equilibrium positions with a characteristic frequency w, known as the plasma frequency
and given by

e2n,

(2.18)

Wy =
P meé€Q

with the electron mass m. [71]. A plasma is characterized by Np >1, A\p < L with the pre-plasma scale
length L = ¢,7, calculated using the sound speed c¢s and wy, ~ wr..

2.4.2. Critical Density

Due to the laser-induced plasma generation on the surface of the target, the laser is no longer propagating in
vacuum. As a result, we need to consider the dispersion relation for electromagnetic waves propagating in a
plasma. The dispersion relation for electromagnetic waves is given by

w% = wf) + Pk? (2.19)

and the refractive index given by n = ck/wr. Applying the dispersion relation to the refractive index equation
leads to

w2

_p
2
wr,

n=y/1-— (2.20)

This equation shows that the laser light is able to penetrate the plasma when the laser frequency wy, is larger
than the plasma frequency w,. In this case the plasma is called underdense. It needs to be taken into account,

that the plasma frequency w, is proportional to the electron density n., see Equation 2.18. The threshold
density at which the laser cannot penetrate the plasma anymore is call the critical density and is given by

2 A -2
ne = LT 11 % 107 () em™? . (2.21)
e wm
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When the laser cannot penetrate the plasma anymore, it is called overdense and instead of propagating within
the plasma, the field decays exponentially behind the boundary layer with the maximum spatial reach given
by the skin depth [, = c¢/w,,.

The explained relationship is valid for the non-relativistic case. However, if the electrons are relativistic, i.e.
~ > 1, the formula for the critical density n. needs to be modified by the factor v and effectively increases and
allows the laser to propagate into the plasma further than classically possible. This phenomenon is called the
relativistic transparency regime and is especially relevant in a variety of laser-driven acceleration regimes.

2.4.3. Electron Heating

Electron heating is a seed for other processes including ion acceleration, which will be the main topic of this
work. Here, a few common mechanisms of electron heating will be discussed as efficient electron generation
is important for laser-driven ion acceleration. Previously the mechanism of laser-induced ionization was
discussed in Section 2.2, particularly focusing on the interaction of the laser field with a single atom and
the eventual transfer of energy to other atoms through collisions. While this model builds a good basis for
many standard short-pulse laser-matter interaction simulations, experiments have shown, that this type of
mechanism is not the only one that needs to be taken into account in terms of electron heating.

For intensities above 10> W/cm? the plasma temperature rises significantly such that collisions become
ineffective during the laser-target interaction, as the collision frequency scales with T, 3/2 [66,72,73]. The
high absorption observed in experiments for laser intensities higher than 10'> W/cm? can be explained
by collissionless absorption processes. While the ponderomotive force as an electron heating mechanisms
has already been explained in Section 2.3.1, the principle of some of the other most common collissionless
absorption processes will be explained here. However for a more detailed description of electron heating in
the collissionless regime, the reader is referred to other literature such as Reference 66.

Resonant absorption relies on resonantly driving a plasma wave at the critical density interface over a number
of laser periods and thus coupling energy into the plasma. This mechanism can occur when the incoming laser
light is p-polarized and interacts with a rising density gradient. After energy gain over multiple laser periods
the plasma wave is eventually damped either by collisions or by particle trapping and wave breaking [66].
Resonant absorption stops to be one of the dominant absorption mechanisms, when the density gradient
becomes too steep.

Brunel heating is a mechanisms that predominantly takes place when the target shows a very steep density
gradient on the laser facing side. It can be divided into two steps. During the first step a thermal electron
with the right momentum positioned near the edge of the target is accelerated out of the target by the laser
field. The distance up to where it is accelerated is well beyond the Debye length . When the field reverses,
the momentum of the electron reverses and it is consequently accelerated into the target plasma. Due to the
overcritical density of the plasma, the laser will only reach to the skin depth c/w, into the target. As a result
the accelerated electron can travel unaffected further into the target where it eventually is absorbed through
collisions.

J x B heating as a mechanism is similar to Brunel heating as electrons are directly accelerated by the incident
laser field. The driving force of the acceleration is the ¥ x B component of the Lorentz force (see Equation
2.6). This mechanism occurs for any polarization except for circular polarized light. For an incident linearly
polarized wave, it gives rise to a longitudinal force term that is composed of the pondoromotive force and the
J x B heating term, which oscillates at twice the laser frequency. Normal incidence is the most efficient for
this type of heating mechanism and it becomes significant at relativistic quiver velocities [66].

2.4. Laser-Target Interaction 13



Direct laser acceleration relies heavily on the optimal injection of electrons into the laser field. The two criteria
are a far enough distance from the critical density to gain a significant amount of energy and the injection at
the ideal phase of the laser. This results in requirements for the initial velocity and position of the accelerated
electron relative to the laser electric field phase. As a consequence electrons can only gain a significant amount
of energy when they are injected during the accelerating half cycle of the laser pulse and can escape into the
target bulk before the onset of the decelerating half cycle. For relativistic laser intensities, a laser phase velocity
and electron velocity close to the speed of light ¢ is required for the electrons to experience a significant
positive acceleration from the wave over an extended distance [74].

Each different mechanism can be used to predict a resulting electron temperature and the scaling with laser
intensity can vary largely based on the underlying mechanism. This work will focus on relativistic laser plasma
interactions. We will therefore follow the approach as described in Reference 75 where the hot electron
temperature is proportional to the ponderomotive potential. This dependence is a result of the J x B heating
mechanism and predicts a hot electron temperature scaling following

T, =511 |(1+0.7303)2) " 1] kev (2.22)

with the laser intensity ;5 in 10'® W/cm? and the laser wavelength )\, in micrometers [66].

Once a population of hot electrons is successfully generated, they can establish large enough electric fields to
efficiently generate and accelerate ions from the target surface or the bulk, which will be discussed in greater
detail in the next section.

2.5. Laser-Driven lon Acceleration

Experiments, investigating the interaction of high intensity lasers with matter, showed efficient acceleration of
electrons, protons and ions [4,5,50,76,77]. Compared to particle beams produced by conventional accelerators
the laser-accelerated particle beams exhibit unique properties such as high brightness, high spectral cut-off,
high directionality, low emittance and microsecond duration [78].The most widely-studied mechanism for laser-
driven ion acceleration is the TNSA [5, 6,50]. Subsequent studies have explored alternative mechanism both
theoretically and experimentally [79-84]. Several of those studies have demonstrated enhanced acceleration
performance from ultrathin (submicron thick) targets irradiated by high-contrast laser systems as a result of
relativistic transparency effects [79,80,84-86]. The effect of relativistic transparency was previously discussed
in Section 2.4.2.

2.5.1. Target Normal Sheath Acceleration

The efficient acceleration of ions from the interaction of a tightly focused high-power laser with a solid-density
target was first observed twenty years ago [4,5,77]. The first identified mechanism of ion acceleration was
named Target Normal Sheath Acceleration (TNSA), due to the emission of ions normal to the target surface.
TNSA was for the first time theoretically explained by Wilks et al. [6]. To date TNSA is the most studied
mechanism of laser-driven ion acceleration and is well known due to its robustness, directionality of the
accelerated ions and high particle yield.

TNSA arises when a petawatt laser pulse interacts with a thick, solid density target. Figure 2.3 illustrates the
different stages of this interaction. In the first step, shown in (a), the target front surface is rapidly ionized by
the pedestal or rising edge of the laser pulse. During this first ionization stage, free electrons are created.
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Figure 2.3.: (@) Upon interaction of a high-power short pulse laser with a solid target, the front surface of
the target is ionized and a preplasma is formed. (b) When the main pulse arrives at the target,
electrons are accelerated to MeV energies penetrating the target. (c) Hot electrons begin to
reflux in the target, establishing an electrostatic sheath field at the target backside, that ionizes
atoms in the surface layer. (d) A forward directed ion beam is driven by the electric sheath field,
accelerating ions to MeV energies, while electrons copropagate alongside. The target expansion
occurs on much longer time scales than the laser pulse, leading to a random expansion after the
end of the laser pulse.

When the main laser pulse interacts with the preheated target, (b), the freed electrons begin to oscillate
in the electromagnetic field of the laser and are accelerated into the target at relativistic velocities, mainly
through the ponderomotive force or relativistic mechanisms like J x B heating [72]. The forward driven hot
electrons have an average energy on the order of several MeV. Due to their high kinetic energy their collisional
range is much larger than typical target thicknesses of 10 - 25 um. The beam of hot electron propagates to
the rear side of the target, where the relativistic electrons will leave the target and escape into vacuum. This
triggers a return current of cold (less energetic) electrons towards the positive ions at the front side of the
target. Electrons returning to the front surface are accelerated back into the target. Sufficiently energetic
electrons, break through the backside of the target as shown in (c), but are then pulled back into the target
due to space charge confinement. The energetic electrons that temporarily leave the target before refluxing,
or permanently escape the target, establish a strong electrostatic sheath field on the back side of the target
extending over a length approximately equivalent to a Debye length Ap from the initially unperturbed rear
surface [87]. The electrostatic field is sustained by continuously refluxing electrons with high enough energies.
The strength of the electric field can be calculated using

kgT,
E= B¢ (2.23)
ecs,iont
where c¢; ion = \/ZT./m; denotes the ion speed in the target [6]. Electric fields around TV/m are generated

through this process, which are orders of magnitude higher than the ionization threshold of atoms, and as a
consequence are sufficient to instantaneously ionize a thin layer at the rear surface of the target. Here, the
maximum charge state found under the accelerated ions is a measure of the maximum field strength that
appeared at the rear surface of the target. The ions generated at the rear surface are accelerated away from
the target bulk, normal to the surface, reaching energies up to tens of MeV. The generated ion beam expands
isotropically in all directions as the ion trajectories depend on the local orientation of the expanded rear

2.5. Laser-Driven lon Acceleration 15



surface as well as the electric field lines driven by the time dependent electron density distribution. In principle
any ion species present in the rear surface layer of the target can be accelerated through TNSA, however, the
acceleration of light ions is preferred, especially protons due to their high charge-to-mass ratio. These light
ions usually originate from a contamination layer on the rear surface of the target [5,6,88,89]. For single
species continuously refreshing targets, as used during later presented experiments, such a contamination
layer is not formed and as a result ions of the target bulk material are accelerated. The resulting ion beam
exhibits a broadband energy spectrum with an exponential profile up to a high cut-off energy that is dependent
on the hot electron temperature. The opening angle of the emitted beam is energy dependent. Protons with
the highest energy are emitted with the smallest opening angle up to a few degrees half angle. If the protons
have less energy, the opening angle is consequently larger. Below about 30% of the maximum energy, the
opening angle reaches a maximum and stays constant for lower energies [4-6, 89, 90].

While the presented scaling proves useful in a lot of scenarios, especially Equation 2.23 fails to describe
the physics of TNSA both at early times as the electric field strength F diverges for ¢ — 0 and long times
t > 71, since the electric field quickly decays after the laser pulse ends. The performance of TNSA in terms of
maximum achievable ion energy is limited by two factors, the cooling of the hot electrons and the increase in
scale length [6]. As the strength of the accelerating field is inversely proportional to the scale length of the
plasma ct, the acceleration performance degrades as the scale length increases. By requiring the scale length
to always be smaller than the Debye length Ap. Mora et al. established a scaling law for the maximum proton
energy following

Up.maz = 2 ZifTeln (7’ +V72 4+ 1) (2.24)
Epmaz = 22k, [in (7 + /72 +1))] ’ (2.25)

with 7 = wpt//2en, where ey = 2.71828 is the Euler number, and the ion plasma frequency w,, =
\/ne’oZe2 /(mjeo) with the electron density of the unperturbed plasma n.o [88, 91, 92]. This equation
is still dependent on the acceleration time ¢ as a free parameter and thus effectively not limiting the maximum
achievable proton energies. Experiments however observed a sharp cut-off energy for ions accelerated through
the TNSA mechanism. To accommodate the fact, that the electron temperature is not constant over the full
duration of the target evolution, Fuchs et al. [78,93] introduced a finite acceleration time ¢,.. to substitute
t in Equation 2.25. Two different cases are distinguished based on two classes of laser architectures with
different laser pulse duration 77, following

1.37L, for 7, = (0.15 — 10)ps
tace =

(2.26)
a(TL + tmm) for r;, = (30 - 100)f5

where « varies between 3 (I;, = 2 x 10'® W/cm?) to 1.3 (I, = 3 x 10! W/cm?) and t,,;,, = 60 fs as the

minimum energy transfer time between electrons and ions for short laser pulse durations.

While this approach resolves the dependence of the proton cut-off energy on the laser parameters, the
target thickness is not taking into account, but has been shown to have an impact on the proton energy
spectrum [78,94-97]. Over the past years a variety of theoretical models have been proposed in order to
attempt to fully describe TNSA [98]. In an early attempt to build an analytical model Fuchs et al. [78]
established the dependence of the cut-off proton energy on the target parameters through the hot electron
density, which in his model is given by

Neo = SELTe and (2.27)
CTLSsheath
Ssheath = T (Agpor + d tan(6))? (2.28)
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with the laser to hot electron conversion efficiency f, the laser pulse energy Ey, the laser pulse duration 7,
the sheath area Sgpcqih, the laser spot size Ay, the target thickness dr and the electron divergence half
angle 6. Additional works have tried to establish analytical scaling laws of ion cut-off energy with target and
laser parameters [78,95,99-101]. While all of those models can describe the presented data very well, their
applicability to data sets from other facilities is very limited. This is due to the complexity of the generated
system, which requires models to make phenomenological assumptions or simplifications to be able to solve
the equations of motion.

Zimmer et al. bridged the gap between different experiments and data sets by establishing an empirical scaling
of the proton energy with the four parameters (laser energy E7,, laser pulse duration 7z, laser spot size Ao
and target thickness d) using experimental data from many different laser facilities [102]. The presented
scaling relies on choosing a reference data point, from an experiment in the vicinity of the parameters of
interest, as a basis for the prediction of the cut-off energy following

—0.58
E 0.59 —0.09 As . d —0.16
Erae = E:na;t ’ (L) (TL> pot <> (2.29)
EE T£ Agpot d

with the reference values marked with the label r. The exponents indicate a stronger dependence on laser
energy and spot size compared to the laser pulse duration and target thickness.

In general, two main criteria for optimizing the laser-target interaction conditions have been identified over
the past years from simulations and experiments. First, the laser system should have a high contrast, which
will result in a smaller preplasma that is generated at the target front surface. However, as electron heating
benefits from the formation of a preplasma, it is challenging to choose the optimal laser contrast. To precisely
tailor the preplasma, two pulse schemes have been successfully implemented [103]. In addition to that, it
is important to optimize the target thickness. It should be thick enough to avoid disturbance of the back
surface caused by the shock wave launched into the target by the laser. On the other hand, it needs to be thin
enough to limit scattering of the hot electron beam. An unperturbed beam is important to maximize the field
established on the back side of the target. Typically effective target thicknesses range between hundreds of
nanometers to several micrometers [87]. Higher cut-off energies are observed for longer (>ps) laser pulses.
Thus it is recommended that experimental campaigns perform scans of the parameter space around chosen
laser and target conditions as for each laser facility individual parameters to optimize the maximum proton
energy for a specific facility. It is important to point out, that all those scalings, analytical or empirical, are
solely applicable to the regime of TNSA. Once a transition to a different acceleration regime occurs, new
scaling models would need to be established and followed.

2.5.2. Enhanced Target Normal Sheath Acceleration

Although very robust and predictable, the TNSA mechanism faces some limitations, that can be more or less
severe depending on the application of the laser-driven ion beam. To mention a few limitations, the relatively
low cut-off energy that is achievable is a limiting factor for applications that use ions to penetrate matter such
as for tumor treatment using laser-driven sources [104]. The energy limitation, sets an upper boundary for
the maximum depth at which a tumor can be treated. Additionally, the large bandwidth of energies of the
TNSA ion beam can be complicated for applications that prefer a smaller bandwidth beams.

The need for different ion beam properties has driven the exploration of novel acceleration regimes theoretically
and experimentally. Among the identified regimes are Collisionless Shockwave Acceleration [81-83], Radiation
Pressure Acceleration [79], Breakout Afterburner [80] and Enhanced Target Normal Sheath Acceleration [84].
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The interested reader is referred to the publications listed for the first three mechanisms, which are less
relevant to the presented work. This section will focus on the enhanced TNSA mechanism. Mishra et al.
studied the interaction of a high power laser with a cryogenic hydrogen target, which is especially of relevance
for the second experiment that is part of this work, as it utilized a cryogenic jet target.

The enhances TNSA mechanism is based on relativistic transparency, which occurs during the irradiation by the
laser and enables the laser to penetrate the target further than initially possible by lowering the target density
due to relativistic effects as explained in Section 2.4.2. The TNSA mechanism limit in terms of maximum
cut-off energy is caused by the accelerated ions, that leave the target surface, pulling the hot electrons back
and cooling them in the process. Effectively, this results in a decrease in the sheath electric field. If the electron
energy in the sheath region is continuously replenished, the electric sheath field will decay much slower. This
reheating of electrons occurs during relativistic transparency of the target. In this regime the group velocity of
the laser is much smaller than the speed of light ¢ when the laser crosses the near critical density plasma. As a
result the laser interacts with the expanding target over an extended period of time. It is to be noted, that
the time at which the target becomes relativistically transparent is of great importance with regards to the
maximum cut-off energy of the ion beam. If relativistic transparency occurs too early, the TNSA field will be
weak and the laser will cross the target bulk without significantly heating the expanding electron population.
In the other extreme case, if relativistic transparency occurs too late in time, only a small fraction of the laser
energy will reach the rear side of the target and thus prevents significant energy coupling into reheating the
hot electron population.

Using an analytical model, validated by extensive Particle In Cell (PIC) simulations, Mishra et al. found a
criterion for the minimum laser pulse duration 7;, based on other laser and target parameters to achieve
maximal cut-off energies of the laser-driven ion beam. The relativistic gamma factor ~ for a p-polarized laser
is defined as v = /1 + a2/2 ~ ao/+/2 for the normalized laser potential ay > 1. Starting with the simplified
assumption of a 1D-like expansion and a fast electron temperature defined by the laser ponderomotive scaling
we obtain

neodo = ned (2.30)

(I2 Qa,
kgThot = <\/1 + ?0 — 1| med® ~ 7%771@62 (2.31)

with the initial target thickness dy and the expanded target thickness d. The thickness evolution throughout
laser irradiation can be approximated by d ~ dy + c¢st, where ¢s = \/ ZkpTho/m;. Relativistic transparency
occurs when n. = yn, =~ ag/v/2n., ideally this transition occurs at the peak of the laser pulse intensity, adding
the requirement ¢ ~ 7, /2. For a high laser intensity (a, > 1), we can utilize the expressions above together
with the assumption that by the time the laser peak intensity reaches the target it is significantly pre-expanded
such that d > dy. Equation 2.30 can then be rewritten to obtain an expression for the optimal areal density of
the target as a function of the laser parameters

3
Neo , ay Zme N 34Me
. do =~ cT1r, 2By 0.59 ¢ T4/ ag i (2.32)
This equation relies on the fact, that the target is initially opaque to the laser and eventually becomes

transparent during irradiation. We therefore can add further requirements to the model for the initial density
neo and the target thickness dy

Ney > Yn. and (2.33)
do > \/yc/wp, . (2.34)
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This results in a condition for the normalized vector potential aq as follows
ap < min [\/ineo/nC , 5 x 103(do(m)?)neo(102em™3) (2.35)

Additionally the laser pulse duration is required to be larger than the time it takes for the initial density to
drop to the relativistic transparency threshold. Using Equation 2.30 and the approximated thickness evolution

we obtain
we () 230
which can be simplified for n.g/n. > ag/v/2 to
S L Ry BT (2.37)

c ag/znc V2Zm,

As an example for a laser pulse with ay ~ 10 and a 1 pm thick cryogenic hydrogen target (n.o ~ 40n.) the
minimum required pulse duration to observe enhanced TNSA is 125 fs.

This equation can be used to predict whether in the experiments conducted at the Advanced Laser for Extreme
PHotonics (Fort Collins, USA) (ALEPH) and Texas PetaWatt (Austin, USA) (TPW) laser facilities, presented in
this work, enhanced TNSA is expected to be responsible for the acceleration of ions from the target. Table 2.1
summarizes the laser and target parameters observed during the experiment used as input for the calculation
including the laser intensity, the target thickness and the target electron density. The second-last column
shows the minimum required pulse duration for both laser facilities for enhanced TNSA to play a roll in the
acceleration process. The last column shows the measured laser pulse duration for each system. While the
pulse duration of the ALEPH laser, 45 fs, is much smaller than the necessary 1020 fs to observe enhanced
TNSA effects, the pulse length of the TPW laser is more than three times the threshold of enhanced TNSA. It
is therefore expected, that enhanced TNSA played no role during experiments at the ALEPH laser, but it likely
occurred during ion acceleration using the TPW laser.

Laser facility || laser intensity | target thick- | target electron | min. pulse du- | laser pulse du-
(ao) ness (um) density (n.) ration (fs) ration (fs)
ALEPH 12 5 50 1020 45
TPW 31 1.2 40 40 137

Table 2.1.: Summary of laser and target parameters of the ALEPH and TPW laser facilities. The minimum
required pulse duration to observe enhanced TNSA is shown in column 5. Enhanced TNSA can be
expected to occur for the experiment conducted at the TPW laser, but is unlikely to have been
responsible for ion acceleration during the experiment at the ALEPH laser facility.

2.5. Laser-Driven lon Acceleration
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3. Continuously Replenishing Jet Targets

There are two components to laser-driven ion acceleration, the laser system delivering the laser pulses and
the target delivery system. Traditionally, single solid foils have been used for laser-driven ion acceleration
experiments. Once the shot rate of high power lasers increased, multi-target holders were developed to make
use of advancing laser capabilities. However, the transition current to high repetition-rate capable laser systems
now require faster replenishing targets which has led to significant development in this area.

Requirements for such fast replenishing target systems are the stability of the target itself and the ability
to operate at repetition rates of multiple Hz to kHz. In order to make use of these laser system capabilities,
targetry systems need to be developed that can match and even exceed the laser repetition rate. A large variety
of systems has been developed over the past decade based on different materials ranging from tapes [105-107]
to cryogenic [108,109] and liquid jets [110-114]. Jet targets specifically are promising fast replenishing target
systems as they can reach target thicknesses of sub to several micrometer. Cryogenic and ambient-temperature
liquid jet targets are developed and continuously improved at SLAC National Accelerator Laboratory (Menlo
Park, USA) (SLAC).

In this chapter, the technical details of those two targetry systems and the parameters of the targets they
generate will be explored. Additionally, the implementation in a vacuum chamber and the target related
diagnostics setup will be explained with regards to the two experiments that delivered the core data of this
thesis. The ambient-temperature liquid jet platform will be explained first, as this target was used for the
later presented experiment conducted at the ALEPH laser at Colorado State University, presented in Chapter
4. Subsequently, the cryogenic jet system will be explained, which was implemented at the Texas Petawatt
laser facility at the University of Texas at Austin, presented in Chapter 7.

3.1. Ambient-Temperature Liquid Jet Targets

Ambient temperature liquid jet targets have been developed and studied at SLAC for the past few years
[111,113,115]. Their primary applications are found within biology and chemistry, where liquids or structures
dissolved in a liquid are studied at the Linear Coherent Light Source (Menlo Park, USA) (LCLS) free electron
laser or the Stanford Synchrotron Radiation Lightsource (Menlo Park, USA) (SSRL). Due to the low laser and
X-ray intensities on target, the jet forming nozzles have been historically machined from glass. Those designs
are however not strong enough to withstand the harsh environments encountered in high-power laser-matter
interactions.

In the course of this thesis, a new design was developed and machined out of tungsten, a more robust material
that is more resistant to heat and shock strain. The developed two-piece microfluidic nozzle assemble, shown
in Figure 3.1, is based on the same principle as the successfully tested and implemented glass nozzles. The
design consists of two initially identically “blank” plates, a “top plate” and a “bottom plate” as shown in (a).
A 1.6 mm diameter through hole is machined into the top plate as the liquid inlet, which is feeding liquid
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into the 25 um deep converging microfluidic channel etched into the bottom plate. The channel extends all
the way to the bottom of the plate, where the liquid is injected into the vacuum chamber to form the target.
The right channel geometry was determined by testing glass proto-types with different channel geometries
prior to the experiment. For optimal ion acceleration, a liquid jet thickness of around 1 um and below is
preferred. The corresponding output channel geometry of 100 x 25 um was then laser cut into the bottom
plate [111,116]. A 500 nm thick layer of gold, coated onto the bottom plate around the channel, enhances
the seal created using four high-strength stainless steel fasteners, one in each corner of the assembly, which
are exerting uniform pressure across the sealing surface. Once the nozzle is sealed and assembled, the output
surface on the bottom is polished to create a smooth transition from one plate to the other at the nozzle exit.
This ensures that the jet emerges perpendicular to the nozzle output surface to facilitate alignment of the jet
and ensure reproducibility of the jet position when nozzle assemblies are exchanged.

The liquid jet target is formed by a converging channel geometry with the underlying principle of jet formation
illustrated in Fig. 3.1(c). Due to the converging geometry of the nozzle, opposing, high-speed flows are
generated along the channel wall. These flows converge at the nozzle exit and flatten the liquid from the center
of the channel to form a sheet perpendicular to the channel plane [111,115,117]. The lateral expansion of the
sheet is limited by the surface tension, which will ultimately overcome the fluid inertia and collapse the edges
into rims with diameters of several tens of um. While the length of the primary sheet (1-5 mm) is linearly
dependent on the flow rate, the width is limited to ~0.7 mm. The highest speed flows are found within the
rims, which ultimately causes the sheet to narrow again and recombine. Analogous to the sheet formation at

(a) Top plate Bottom plate

Liquid inlet Liquid jet
(b) 16 mm (¢c) Liquid flow

-

25 mm

Figure 3.1.: (a) Exploded-view of the top and bottom plate showing the liquid inlet channel and the microfluidic
channel etched into the bottom plate. (b) Side view of the collapsed nozzle design and liquid
jet that is formed perpendicular to the sealing plane. (c) Schematic illustration of the nozzle
geometry and the formation of the jet sheets, arrows indicate flows with maximum speeds.
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Figure 3.2.: Thickness gradient along first sheet ranging from multiple um to 100s of nm for a glass prototype
nozzle [115]. The thickness gradient is shown at different flow rates from 3.1 ml/min to 2.2 ml/min.
The thickness gradient is stationary in space, while increasing flow rates results in larger and
wider sheets, consequently giving access to a larger thickness range.

the nozzle exit, a second sheet, which is smaller than the predecessor sheet, is formed perpendicular to the
first sheet. This recombination and subsequent sheet formation process repeats to form successively smaller
sheets as energy is dissipated through viscous effects in the “fluid chain” geometry [118,119]. After generation
of five consecutive sheets with alternating orientation the rims eventually no longer separate and the jet
collapses into a cylinder.

Converging liquid jets exhibit a thickness gradient across the individual sheets with decreasing thickness
for larger distances to the nozzle output. This thickness gradient is observed for each individual sheet. An
example of a thickness gradient for a glass nozzle proto-type is shown in Figure 3.2, where the same nozzle
was operated at increasing flow rate settings resulting in increasing sheet sizes. The thickness gradient is
stationary in space as it is set by the nozzle geometry, this is illustrated by the dashed white lines at set
thicknesses across the four different flow rates. As the flow rate through the assembly is increased, the sheet
grows in length and width and generated addition target regions with sub-micrometer thicknesses. This
principle is valid until the flow rate reaches a maximum above which the primary sheet begins to fray into a
spray of droplets and the subsequent fluid chain cannot form [115]. For details on the measurement of the
thickness, see Section 3.1.2.

3.1.1. Water Jet Operation

The stability of the water target is influenced by the percentage of air present in the water and the stability
of the flow rate at different points along the liquid line, Peek tubing (1/8 in. outer diameter). To ensure
optimized stability of the water target, additional components are added to the liquid line before the water
is injected into the target chamber. The liquid is pumped through the whole line shown in Figure 3.3 by
a High Performance Liquid Chromatography (HPLC) pump (LC-20AD, Shimadzu Scientific Instruments),
which applies a constant flow rate across the full water line. The pump draws liquid from a reservoir, where
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Figure 3.3.: Schematic of liquid water line to the jet nozzle. The liquid is stored in a liquid reservoir and
pumped through the line by a HPLC water pump. Several filters, a degasser and a pulse damper
ensure a stable flow without any contaminants or flow fluctuations. The liquid is injected into
the vacuum chamber through the nozzle and collected by a catcher a few millimeters below the
nozzle, which is connected to a vacuum pump.

large impurities and particles are prevented to enter the water line by a filter. Before entering the pump, a
degasser eliminates air bubbles in the water flow. After the dual plunger HPLC pump, the liquid passes a pulse
damper, which compensates for small flow rate fluctuations to prevent the target from pulsing with the plunger
frequency of the pump. This pulse damper is realized using an water filled reservoir with a compressible
air bubble. A second filter in the line prevents large particles to enter and clog the nozzle assembly. The
liquid passes the vacuum feedthrough and is then injected into the vacuum chamber through the nozzle. Two
shut-off valves are located along the liquid inlet line to enable shut-off of the liquid flow when required, while
maintaining sufficient pressure and liquid in the line to easily restart operation.

To mitigate the influence of the vapor, that surrounds the target at all times, on the vacuum quality during
operation, a heated catcher system evacuated the liquid from the target chamber by intercepting the jet at
the convergence point of the first sheet, i.e. when the first sheet has collapsed into a cylinder. The tip of the
catcher assembly is made from copper and narrows to a 500 um orifice at the top. Heating the catcher tip
and cylindrical body beyond 100° C ensures that the liquid does not freeze when coming in contact with
the catcher body, but instead vaporizes and is immediately evacuated from the catcher body. Metal vacuum
tubing connects the interior of the catcher to an oil-free small scroll pump, Leybold SCROLLVAC or equivalent,
with liquid and cold traps installed before the pump. The scroll pump creates a pressure difference between
the interior of the catcher, where the pressure equals the vapor pressure of the liquid, above 15 mbar, at the
set temperature and the liquid and cold traps outside the chamber, a few mbar. This pressure difference allows
for efficient evacuation of the liquid vapor, which is reliquefied and collected in the liquid and cold traps.

For implementation during the experiment the nozzle was mounted on a 6-axis motorization stage including
X-y-z motion, rotation and tip/tilt of the target. This allowed for precision alignment of the target in the
focal plane of the laser. The presented setup including the catcher line was able to operate for up to one
hour without interruption. However, the presented evacuation system was sensitive to local temperature
and pressure differences. Changes in temperature and pressure could lead to a reduction of the efficiency
of the system, which resulted in a lower pressure in the cold trap outside of the target chamber. Once this
pressure drop was observed, the issue could be solved by stopping and restarting the liquid jet as well as
venting the catcher line outside of the target chamber, which took roughly 10 - 15 minutes. Additional efforts
are currently focusing on the improvement of the system based on these complication, to implement a more
robust system in the future.
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3.1.2. Water Jet Diagnostics

During operation, except for on shot, the jet is monitored continuously by four different imaging lines, two
low-resolution large Field Of View (FOV) imaging systems, a high resolution laser focus and jet imaging
system and a medium resolution thickness measurement through a white light interferometry line. All four
imaging lines were blocked on shot to prevent damages to the imaging systems and cameras. Figure 3.4 shows
the setup of the four imaging lines with respect to the jet target. For each imaging line exemplary images
show the Region Of Interest (ROI) of each imaging system.

The FOV imaging systems consist of a camera and objective, which can be a fixed or adjustable focal length
objective depending on the setup. The main constraints are the size of the field of view, at least 4x4 cm
and a resolution of at least 10 um. During the experiment presented in Chapter 4, the angle between the
two large FOV imaging lines was 110°, in general an angle close to 90° is recommended. The two large
FOV imaging lines allow for millimeter precision positioning of the jet near the target chamber center (TCC)
and relative alignment of the catcher to the jet throughout the whole duration of the experiment, to ensure
efficient evacuation of the water by the catcher, see FOV1 and FOV2 in Figure 3.4.

A high resolution (0.3 um per pixel) imaging system is set up in the laser forward direction used an /1.6
lens, equivalent to a magnification of 20. This imaging systems serves two purposes, primarily it can be used
to inspect and optimize the laser focus. Additionally it can monitor the laser target overlap and enables the
precise positioning of the jet in the laser focal plane using features on the rear surface of the jet. In Figure 3.4
the laser spot on the liquid sheet can be seen as the dark spot inbetween the two converging liquid rims.

Nozzle Focus Imaging

White light

L5um jnterferometer

Figure 3.4.: Optical setup for monitoring the ambient-temperature liquid jet target. The jet and laser-target
overlap are diagnosed using the focus imaging system. A dark spot is observed where the laser
interacts with the target and it turns opaque to the light due to a change in density. Two large
FOV imaging lines at 110° from each other image the nozzle, the jet and the liquid catcher using
surrounding light. White light interferometry set up in reflection mode using a collimated white
light source measures the thickness of the jet, see inset on the left. The working principle of the
white light interferometry is explained in the text below.
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Figure 3.5.: Setup for the white light thin film interferometry measurement. A white light source paired with a
fiber couple illuminates the target at an angle of 9°. The reflected light is collected by an objective
and imaged using a camera. Following Bragg's law (see inset on the right) two waves interfer
constructively if the distance travelled by the wave penetrating the target is equal to n times
the wavelength of the light. For this particular setup 6 is 81° and the incident wavelengths span
the visible spectrum. Bragg'’s law is only fulfilled for a small subset of wavelengths of one color
given a particular target thickness.

White Light Thin Film Interferometry

The thickness of the jet is measured using white light interferometry set up in reflection at an angle of 9°
from the target normal as shown in the setup sketch in Figure 3.5. A collimated, continuous white light
source, Ocean Optics HL-2000-HP or equivalent, illuminates the target. The reflected light is collected by
an objective, in this specific setup using a magnification of 10x, and imaged using a Charge Coupled Device
(CCD) camera. Based on the thickness of the target, different wavelengths fulfill Bragg’s law stated in the
inset in Figure 3.5. If the distance travelled within the target is equal to multiples of the wavelength, the light
will interfer constructively. For incident white light and the thickness gradient across the primary sheet this
results in different constructively interfering wavelengths at different locations on the liquid sheet, leading to
the observed rainbow pattern. The high resolution imaging line has a field of view that accommodates the full
length of the liquid sheet, in this case 5 mm.

It is important to note, that this technique is especially useful for thicknesses around and below 1 um and
becomes ineffective above a few micrometer. Figure 3.4 shows an example of a white light interferometry
image. As can be seen in the image, the sheet shows different colors at different distances from the nozzle
(top of the image). Those colors can then be related to a thickness of the sheet in that specific location. Three
different thicknesses are identified as an example, to give the reader an idea of the thickness range of the jet.
Additionally, dark areas are observed in the captured interference image. These areas correspond to areas of
high surface roughness, which leads to an uncollimated reflection of the light and a decreased intensity of the
positively interfering reflected light.

3.2. Cryogenic Jet Targets

Micron-scale, cryogenically-cooled, and fast replenishing jet targets have been developed at SLAC over the
past decade [26,120,121]. While the cryogenic jet was initially operated with hydrogen, the repertoire of
sample cases has been extended to many higher Z gases such as CH4, CO2, Ne, Ar and Kr. For the presented
work in this thesis, the focus will be on low-Z, hydrogen and deuterium, cryogenic jets. This section will

26 Chapter 3: Continuously Replenishing Jet Targets



~ Sample gas
o line
\_‘

Source body and
- sample reservoir

Source flange
with filter

Aperture
Ferrule

' e Cap

e,

Indium seals

Figure 3.6.: The in-vacuum hardware of the cryogenic jet source assembly consists of a source body, a
source flange and a cap. The sample gas is liquefied in the source body and injected into the
vacuum chamber through the aperture held by the cap [26].

therefore focus on the operational principles of jets using these two gases.

The main jet hardware consists of a liquid-helium continuous-flow cryostat which cools a hollow copper
assembly, called the source, mounted in the vacuum chamber. Figure 3.6 shows an exploded Computer Aided
Design (CAD) image of the source assembly. It consists of the source body with the sample reservoir, the source
flange with the filter and finally the cap that holds and seals the aperture to the source flange. The low-Z
gas is injected into the reservoir in the cold copper assembly, where it is cooled to cryogenic temperatures.
When the reservoir is filled, the pressure in the gas line pushes the liquid through the aperture and injects it
into the vacuum chamber at speeds around 100 m/s [108]. The aperture, located at the lower end of the
source, determines the shape of the jet as it enters the vacuum chamber. Depending on the exact injection
speed, the liquid jet solidifies through evaporative cooling a few millimeters below the nozzle. Since the target
forms directly inside the vacuum chamber from ultra-high purity gas, cryogenic jets are contaminant-free,
single-species and near-critical density targets.

The jet stability, quantified in terms of jitter, is directly influenced by the jet backing pressure and injection
temperature. Under stable operating conditions in a laminar flow regime, the jitter increases linearly with the
distance from the nozzle [120]. Its position stability was previously characterized at a distance of 10 mm from
the aperture to range from 3 to 12 um [122]. Recently, significantly improved jet stability was shown after
optimization of the jet operational parameters and improved vacuum conditions [26]. Vacuum conditions were
improved by adding a liquid jet catcher assembly located a few millimeters below the laser-target interaction
point. It captures and evacuates the majority of the cryogenic jet target before vaporization to ensure a
sufficient vacuum level (<10~3 mbar).

To date, three different types of cryogenic jet targets have been demonstrated using the source assembly shown
above. As mentioned before, different target geometries are obtained by changing the aperture geometry
and aspect ratio. Planar jets are formed using rectangular shaped apertures, cylindrical and droplet targets
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(b)

Figure 3.7.: Shadowgraphy images show the three currently available cryogenic jet configurations. (a) Planar
jets with accessible dimension of (10 — 40) x (0.5 — 4) um. (b) Cylindrical jets with diameters
ranging from 2 — 10 um. (c) Droplet jets with droplet diameters between 10 — 19 um.

utilize circular apertures. The different target types are displayed in Figure 3.7, with a planar jet shown
in (@) and a cylindrical and droplet jet shown in (b) and (c) respectively. Using different aspect ratios for
the nozzles, planar jets with dimensions between (10 — 40) x (0.5 — 4) um, cylindrical jets from 2 — 10 pum,
and droplet jets with diameter from 10 — 19 um have be generated. For the presented work in Chapter 7,
rectangular apertures with an aspect ratio of 4 x 20 um were used to produce planar cryogenic deuterium
jets. For further details on the characterization and thickness estimated for the analyzed shots, please refer to
Chapter 7 directly.

3.2.1. Cryogenic Jet Diagnostics

The cryogenic jet is continuously monitored between shots using four imaging systems with three separate
purposes. Two low magnification large FOV imaging lines at 90° from each other monitor a larger section
of the cryogenic jet. The focus imaging set up in laser forward direction monitors the jet position in the
laser plane and the laser target overlap. Using the same imaging line as the focus imaging, a Michelson
interferometer determines the thickness of the planar sheet and the rims of the jet. Figure 3.8 shows an
overview of the different imaging lines with example images from the experiment presented in Chapter 7. All
four imaging lines are blocked on shot to prevent damages to the imaging lines and cameras.

The low magnification large FOV imaging systems have a magnification of (2 - 5)x, where one imaging system
usually has a slightly larger magnification than the other, set at a relative angle of 90°. The FOV is usually on
the order of 500 x 500 um with the images shown in Figure 3.8 only showing the ROI while the full images
is roughly four to five times larger than the ROI. These imaging systems monitor the jet during cool down and
the initial liquifying process. For this, the catcher is moved up vertical such that it is visible in the bottom of
the frame for both imaging systems and the nozzle is moved down to be visible on the top of the frames. Once
the jet has stabilized, the catcher is moved to it’s final position and the two FOV imaging lines are used to
position the jet at the Target Chamber Center (TCC) which coincides with the focal position of the laser.

The focus imaging set up in laser forward direction is a high resolution (sub-um per pixel) imaging system
using an f/1.6 lens, equivalent to a magnification of 15 - 20. Without the jet, this system is used to inspect
and optimize the laser focus and with an operating jet, it allows for precise positioning of the target at the
laser focal plane and to monitor the laser focal overlap. Figure 3.4 shows the Texas Petawatt laser focal spot,
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Figure 3.8.: The cryogenic jet is diagnosed using the focus imaging, two larger field of view (FOV) imaging
lines at 90° from each other use low power pulses off-harmonic laser to backlight the target. The
focus imaging line, which also served the Michelson interferometer, uses either a low amplified
focused main beam to inspect the laser focal spot and laser-target overlap or the pinched
main laser beam at low amplification as a backlighter for the interferometer measurement. A
removable mirror allows switching between the two different diagnostics.

bright spot in the center of the planar cryogenic jet target. A removable mirror enables switching between the
focus imaging camera and the Michelson interferometer setup, which is shown in the inset of Figure 3.8.

The Michelson interferometer setup uses a fraction of the image line of the focus imaging. The beam is
redirected to the Michelson interferometer setup by removing a mirror in the optical setup. The beam is then
split into two beams using a 50/50 beam splitter. The two beam travel along the two independent arms of the
interferometer, depicted as black and orange beam paths in the figure. On one arm, the beam is reflected by a
movable mirror, while on the other arm, it is reflected using a hollow roof prism mirror. The two beams are
overlapped after passing through the beam splitter again. If the two beam paths are exactly the same length,
the interference is constructive and fringes are formed as seen in Figure 3.8. The evolution of the spacing and
shape of the fringes across the jet allows to measure the thickness of the rims and the planar sheet inbetween
the two rims. For angles of incidence close to 90° the phase shift A introduced by the jet can be approximated
by

A3 <2md _ 2”) (3.1)

with the wavelength ), the thickness d and the refractive index n [123]. Since the wavelength and the density
of the target are known quantities, the phase change can be directly related to the thickness of the target.

3.2. Cryogenic Jet Targets 29






4. High Repetition-Rate Deuteron Acceleration from
Heavy Water Jets

A key achievement on the way to efficiently using laser-driven ion beams for diagnostics application of short-
lived processed or secondary particle generation is the stable acceleration of ions across minutes to hours.
This increases the signal-to-noise ratio and the resolution in probing applications and increases the average
flux of secondary particle sources. With regards to upcoming high repetition-rate PW laser systems, there is a
need to develope and optimize stable target systems that can be efficiently operated at high repetition rates
and laser powers.

Using an ambient-temperature liquid heavy water microjet, described in Section 3.1, high repetition-rate
(0.5 Hz) laser-driven deuteron acceleration was investigated using the frequency-doubled, high contrast
ALEPH laser [124] at Colorado State University (Fort Collins, USA) (CSU). A high repetition-rate compatible
Thomson Parabola (TP) spectrometer in target normal direction measured the spectrum of the accelerated
deuteron ion beam. Data for three different laser energies on target, 5.5 J, 3.2 J and 1.5 J, was recorded
over 60 consecutive shots (2 min) respectively. At a laser energy on target of 5.5 and 3.2 J the shot-to-shot
stability of the laser-driven deuteron beam was studied. The stability of the ion beam is quantified using the
accuracy of a linear increase of the cummulative sum of the ion beam flux at a given energy by calculating the
coefficient of determination R?. Average deuteron ion spectra for all three laser energies on target were used
to investigate the ion beam parameter scaling with laser energy.

In the following, the experimental setup and the working principle of the Thomson parabola as a key
diagnostic will be explained. Subsequently, the experimental data will be discussed and compared with
existing publications on high repetition-rate laser-driven ion acceleration studies in terms of the ion energy
cut-off scaling. The experimental results presented in this chapter have been published in Reference 125 and
116. A short outlook section compares the scaling of the ion cut-off energy extracted from Particle In Cell
(PIC) simulations as a function of target thickness and discusses the potential of the ambient-temperature
liquid jet target as a suitable platform to study these scalings at high repetition-rate.

4.1. Experimental Setup

The design of the experimental implementation of the liquid heavy water jet target at the ALEPH laser at
Colorado State University (CSU) builds on the experimental platform developed for cryogenic liquid jet
targets [15,122,126-129]. Figure 4.1 shows a simplified schematic of the setup. The frequency-doubled
ALPEH Ti:Sapphire laser (400 nm, up to 5.5 J, 45 fs, 0.5 Hz, 7% shot-to-shot energy stability) is focused
to a spot size of 1.8 um (FWHM) diameter using an f/2 off-axis parabola (OAP). Intensities reached up to
1.2x10?! W/cm? on target, corresponding to a normalized vector potential ag ~ 12. A laser contrast of 10~ '2
at —25 ps was achieved through laser pulse cleaning prior and fielding of a laser frequency doubling stage
after the compressor.
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Figure 4.1.: Simplified schematic of the experimental setup for 0.5 Hz deuteron acceleration from a heavy
water jet using the frequency-doubled ALEPH laser. A Thomson parabola equipped with a high
repetition-rate compatible microchannel plate (MCP) detector was positioned in the laser forward
direction.

The heavy water, deuterium oxide (MilliporeSigma (formerly Sigma Aldrich), 99.9%), jet is generated using
the tungsten nozzle assembly presented in Section 3.1. It is irradiated by the laser at an incident angle of
45°. To prevent occlusion of the incoming laser by the nozzle assembly, the laser-target interaction point
was located 4 mm below the output surface of the nozzle. A primary sheet of this length is generated at a
flow rate of around 5 ml/min, which presents a large load on vacuum pumps connected to the chamber. To
investigating the behavior and survivability of these nozzles for the first time while minimizing the risk of
damaging laser or vacuum equipment, the flow rate was limited to around 3 ml/min. For this given flow
rate, the laser interacts with the center of the third consecutive sheet along the fluid chain. Figure 4.1 shows
examples of liquid jets at the two different flow rates with the laser-target interaction point marked by the
purple arrow. The thickness at the interaction point on the third sheet was inferred to be (5 + 1) um. This
value was obtained by estimating the jet thickness as a function of nozzle output dimensions using a study
conducted by Crissman et al. (Ref. 115) using the same nozzle channel geometry fabricated in glass. Crissman
et al. thickness measurment together with insitu shadowgraphy measurements of the liquid jet target and
the principle of conversation of flow allowed to determine the thickness on the third sheet. A differentially
pumped Thomson Parabola (TP) ion spectrometer, set up in the target normal direction, was used as the
primary diagnostic during this experiment to distinguish between different ion energies and charge-to-mass
ratios of the accelerated ions.

4.2. Thomson Parabola Spectrometer

Originally developed as a mass spectrometer, a Thomson parabola (TP) spectrometer employs electric and
magnetic fields to disperse ions according to their charge-to-mass ratios and energies. These detectors are well
suited to measure the energy spectrum and flux of different isotopes in a laser-driven ion beam. To maintain
a high resolution, TPs sample a small solid angle, typically a few usr. The solid angle is determined by the
entrance pinhole of the Thomson parabola. Ions passing through the pinhole are displaced by parallel or
antiparallel static homogeneous magnetic and electric fields, see Figures 4.1 and 4.2 and drift the distance to
the detector assembly after leaving the fields.
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Figure 4.2.: A Thomson parabola consists of a pinhole and as shown here antiparallel, or parallel, electric
and magnetic fields. lons of the different charge-to-mass ratio trace different parabolas in the
detector plane. The ions deflected to positions further away from the zero point (dashed line)
on the detector have lower kinetic energy, while the deflection of higher kinetic energy ions is
smaller. Figure adapted from Ref. 130.

The magnetic field is generated by a permanent magnet and causes a deflection of the charged particle
perpendicular to the field lines according to

Fp=q-ixB 4.1)

where ¢ is the ion charge, ¥ the ion velocity and B the magnetic field. Contrary to that the deflection by the
electric field, typically generated using two parallel electrodes, is parallel to the field lines following

with the ion charge ¢ and the electric field E. Assuming z as the beam axis and the magnetic field and the
electric field oriented anti-parallel along the x-axis (see Figure 4.2), the decoupled deflection for the electric
and magnetic component are described by

ZeELg- (Dg+ )

_ d 3
7 T an (4.3)
2
222 B Ly (Dp+ )
= ith .
Ymag 2m Ern w1 (4.4)
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the ion charge state Z, the electron charge e, the ion mass m, the kinetic energy of the ion E};,, the magnitude
of the magnetic (B) and electric (F) field, the length of the magnetic (L) and electric (Lg) field, the drift
length after the magnetic (Dp) and electric (D) field.

Following equations 4.3 and 4.4 ions with the same charge-to-mass ratio ¢/m = Ze/m will trace the same
parabola in the detection plane. The reference point for the deflection measurement, called zero point, is
defined by the interaction point of the trajectory of all neutral particles and photons through the field with
the detector, see dashed line in Figure 4.2. Since the deflection scales inversely with the kinetic energy of
the ions, higher energetic particles experience a smaller deflection. Consequently, high energy particles will
appear closer to the zero point, while low energy ions are deflected further away from the zero point. The drift
section between the magnetic and electric assembly and the detector plane determines the magnitude of the
deflection and with this the length of the parabolas on the detector. Shorter drift sections are typically used to
resolve energies on the order of a few MeV, while larger drift sections are employed to resolve energies in the
range of 10’s of MeV.

The parabolas observed in the detection plane can be recorded using different types of detector units, which
are typically chosen based on the need of the experiment. For single shot experiments, ion traces are usually
recorded using an Image Plate (IP) [131]. However, IPs must be read out using a nonconfocal phosphor
scanner, such as the Typhoon FLA 7000, and are consequently not suitable for high-repetition-rate operation.
To adapt to high repetition-rate operation, a combination of a MicroChannel Plate (MCP) with a scintillator
and a fast, gated camera are commonly used. These types of detectors are limited in repetition-rate by the
dead time of the detector unit and the frame rate of the optical camera, but can sustain repetition rates beyond
the 10 Hz level. In the experiments presented in this work both types of detector units were employed to
measure the deflected ion beam. Their individual detection principles are explained below.

4.2.1. Microchannel Plate Detector Assembly

A MCP is a cluster of 10-107 individual miniature electron multipliers that are oriented parallel to one another
as shown in Figure 4.3. The channels are angled 8° with respect to the surface normal direction and each of the
channels of the Hamamatsu model (F1942-04) used in this work has a diameter of 25 um. The channel matrix
is usually fabricated from lead glass and treated to optimize the secondary electron emission characteristics.
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Figure 4.3.: A MCP is an assembly of many electron multipliers. When an ion hits the MCP material several
electrons are liberated, which are amplified in one of the electron multiplier channels starting an
electron cascade that is detected as an output signal at the end of the channel. Figure adapted
from Ref. 132.
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Furthermore, the channel walls are semiconducting to allow charge to replenish from an external voltage
source applied to the front and back of the MCP assembly (Vyicp in and Viycp out). MCPs can be purchased as a
single stage amplifier, or a multi-stage amplifier unit. The MCP used for the presented experiments is a double
stage MCP with two channel matrices mounted in a chevron configuration, meaning the channels of the
second stage are tilted the opposite way compared to the first stage. This configuration reduces background
noise in the MCPs, which are directly sensitive to charged particles and energetic photons.

When an ion impinges on a channel wall it causes the emission of secondary electrons, which are accelerated
by a voltage applied across the MCP. This voltage is typically varied between 1-5 kV. On their way through the
channel the electrons multiply by generation of additional secondary electrons in the channel wall through
a cascade process as illustrated in Fig. 4.3. Based on this principle the minimum signal gain of the MCP is
10* for an applied voltage of 1 kV. The precise gain for given experimental conditions is dependent on the
applied voltage, the operation temperature and vacuum of the MCP assembly. After an electron cascade has
depleted all the electrons of predominantly the last 20% of the channel wall along the channel, the channel
takes time to recover/ recharge before it can detect another signal. This time interval is called dead time and
is usually on the order of 102 s for each channel. Since an MCP consists of an average of 10°-10° channels,
the effective dead time of the plate is 10~7 — 10~®s [133]. In addition to a fast recovery time, MCPs also
exhibit excellent timing properties in terms of response, which is due to the short transit time of electrons
through the channel, only a few nanoseconds. This is much faster than decay times of phosphor screens or
read out speeds of CCD cameras [133-136].

After the electrons leave the MCP, they gain energy due to a potential generated by the voltage (Vpy in)
applied to the electrode connected to the phosphor screen, an inorganic scintillator. The valence band and the
conduction band of an inorganic scintillator are separated by forbidden states which are never occupied, i.e.
the band gap. Small amounts of impurities, activators, are added to the lattice. These activator centers locally
modify the band structure of the crystal by adding allowed energy states in the band gap, see Fig. 4.4. When
the electrons generated in the MCP impinge on the scinitillator, electron-hole pairs are formed. These pairs
either travel through the scintillator separately or as an exciton, a bound electron-hole pair. For independent
migration of the electron and hole, the hole can ionize an activator center. Once a free electron encounters
such an ionized activator it drops into this activator site. The created excited activator state decays under
emission of a scintillation photon of a given wavelength. Typical half-lives of any excited activator state are
50-500ns. [134,135,137]. The scintillation light emission spectrum is determined by the energy structure
of the activator. Usually the transition energy is around 3 €V, as a consequence the emitted light is part of
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Figure 4.4.: An inorganic scintillator has a valence and a conduction band. Additional energy levels are made
available in the band gap through doping the material with so called activators. These levels
are usually passed when deexcition of the atom from the conduction band occurs in the local
impurity regions of the activators. The transitions between the added energy levels in the band
gap are the scintillation transitions, that result in the emission of a scintillation photon, that is
later detected by the CCD camera. Figure adapted from Reference 134.
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the visible spectrum [134]. One distinguished two different types of scintillation namely fluorescence and
phosphorescence. Fluorescence describes the prompt emission of visible or ultraviolet (UV) radiation from a
material. Phosphorescence generally shows slower emission of light and longer wavelength of the emitted
light. To capture all emitted scintillation photons, the acquisition time window of the camera used to capture
the light therefore needs to accommodate for the different decay times.

Note, that each individual combination of scintillator/MCP and camera for a given experimental setup requires
a separate response calibration to be able to relate the number of incident ions to the recorded pixel value.

4.2.2. Image Plate

For single shot experiments, where repetition-rate compatible detector units are not essential, the deflected
ion beam is commonly detected using image plates (IPs) (Fujifilm, Tokyo, Japan) [138-140]. The size and
shape of the detector is adaptable as they can be purchased in larger size and then cut to the desired format.
Typically, BAS-MS (multipurpose standard) and BAS-TR (tritium) image plates are used for ion detection
with four (BAS-MS) or three (BAS-TR) layers total. Table 4.1 gives an overview of the different layers and
their composition, density and thickness. The sensitive layer of image plates is the europium-ion (E>*) doped
phosphor layer. Incoming ions transfer energy to the Eu?* dopant, which creates a free electron and Eu*.
The free electron is then trapped by FBr or FI to form the metastable state FBr— and FI~ respectively. The
number of created electrons and thus metastable states is proportional to the energy loss of the ionizing
particle in the sensitive layer and consequently to the total number of incident particles. Compared to the
BAS-TR type mage plate, the BAS-MS image plate has an added protective layer which prevents protons with
energies lower than 650 keV to reach the sensitive layer [141, 142]. A magnetic layer at the back of each
image plate facilitates mounting for readout purposes.

Due to the difference in the thickness of the sensitive layer, the response of the BAS-MS image plate is roughly
a factor of 2-4 higher than the response of the BAS-TR image plate [143]. On the other hand, due to the
additional protective layer, the sensitivity of the BAS-MS image plate to protons with energies below 10 MeV
starts to decline and drops to O at an incident proton energy of 650 keV. BAS-TR image plates benefit from the
lack of this protective layer and show a constant sensitivity across the few MeV proton energy range [143].
For both image plates an energy dependent sensitivity, with a rapidly decreasing sensitivity towards higher

TR MS
composition | density thickness composition | density thickness
[g/cm?] [m] [g/cm?] [um]
Protective C2H-50 1.66 9
Phosphor Cpn 2.85 50 Con 3.31 115
Support | CoH,O 1.66 250 CyH50 1.66 190
Magnetic | Cpag 2.77 160 Crnag 2.77 160

Cph = BaFBr0_85IO.15:Eu2+
Cmag = ZHMH2F65NO4QH15C10

Table 4.1.: Composition and thicknesses of BAS-MS and BAS-TR image plate layers [141]. Both detectors
consist of a magnetic, a support, and a phosphor (ion sensitive) layer. The BAS-MS image plate
has an additional protective layer.
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Photo-Stimulated Luminescence (PSL) photon.

incident proton energies (> 100 MeV) is observed. Due to the higher sensitivity in the few MeV range, BAS-TR
image plates are commonly used as detector units in laser-driven ion acceleration experiments [144].

The spatially encoded signal recorded by the image plates is read out using the principle of photo-stimulated
luminescence (PSL). When the previously exposed image plate is illuminated with coherent light (635 nm,
2.1 eV), the electrons trapped in the meta-stable FBr~ and FI~ states are excited to the conduction band.
Upon encounter of an ionized dopant Eu?* or Eu®* electrons from the conduction band will deexcite under
emission of a PSL photon (3.2 eV, 390 nm). A non-confocal phosphor scanner, such as the Typhoon FLA 7000,
is used to illuminate the image plate and collect the emitted light with a given resolution. Here, the number
of PSL read by the scanner is directly related to the number of impinging particles in each pixel. During the
readout process the scanner rasters the surface using a chosen resolution setting, as small as 25 x 25 um?. A
photomultiplier collects the emitted light and records and saves the value to the pixel to a readout file. In
order to minimize the loss of the PSL induced by white light, the measurements are carried out in a dark
room. Additionally, the time interval between image plate irradiation with ions and the scanning of the IP is
recorded to account for the fading of the signal. After the measurement the IPs are erased through exposure
to white light [141,142].

4.2.3. Thomson Parabola Setup during this Experiment

During the experiment described in this chapter, the Thomson parabola used a 500 pm diameter pinhole
located 1.1 m away from the target with a corresponding solid angle of 0.16 psr. A 0.53 T magnetic field and
a 0.83 kV/m electric field separated the accelerated ions based on their charge-to-mass ratio and energy. In
the detector plane, the ion signal was recorded using an MCP detector assembly. For our geometry and field
strengths, the minimum resolvable deuteron energy is ~0.2 MeV, constrained by the size of the MCP.

The absolute response of the TP was calibrated using a solid state nuclear track detector, allyl diglycol carbonate
(CR-39). A 1 mm thick piece of the nuclear track detector CR-39, cut into a series of 2 mm wide bars separated
by 2 mm wide gaps, was placed 4 cm in front of the MCP for a single shot. Ions impinging on the bars of
the CR-39 leave a track of broken molecular chains along their trajectory through the material [145,146].
The signal of the ions passing through the gaps is recorded using the MCP assembly. Exposing the irradiated
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Figure 4.6.: Sum of all 60 consecutive raw TP images for 5.5 J, (a), and 3.2 J, (b), on target. Oxygen charge
states up to O”* are accelerated for 5.5 J on target while a maximum oxygen charge state of
05" is observed for 3.2 J on target.

CR-39 to sodium hydroxide post experiment slowly dissolved the plastic polymer in undamaged spots, while
damaged spots are etched away faster, identifiable as dark pits [147]. The total number of ions is counted on
each bar allowing to calculate the impinging flux of ions on the CR-39 [148]. Comparing the ion numbers
detected on the CR-39 with the signal levels on the MCP establishes an ion energy dependent conversion
factor from particles to counts. This established conversion factor can then be applied to the signal level
detected by the MCP to convert count levels to ion flux with an uncertainty of 20%.

4.3. Experimental Results

For a laser energy of 5.5 and 3.2 J on target, 60 consecutive shots were recorded in laser forward direction at
a repetition-rate of 0.5 Hz. Summing over all raw recorded TP images on shot for the two laser energies shows
the degree of ionization of the target and the accelerated species. The sum of the raw TP images for the two
runs are shown in Figure 4.6. As can be seen, the different charge-to-mass ratios trace different parabolas
on the camera image and consequently allow to distinguish between different charge states of oxygen and
deuterons. The zero point of the TP is located outside of the frame shown in the figure, but was previously
recorded for precise energy determination of the pixels along the individual parabolas.

Oxygen charge states up to O%* are routinely detected for 5.5 J on target while O+ is only observed on a
limited number of shots, see arrow in Figure 4.6 (a). The degree of ionization of the oxygen atoms present in
the target decreased as expected with the laser energy on target. Figure 4.6 (b) shows oxygen charge states
up to O for a laser energy of 3.2 J on target.

For further evaluation, the presence of O%* needs to be investigated. Due to the same charge-to-mass ratio of
0%t and D, the two ions would trace the same parabola in the detection plane. Since O3t is much heavier
than DT, the oxygen ions would be deflected much less and artificially increase the cut-off energy measured
when taking the lineout of the DT trace. The raw TP images in Figure 4.6 suggest, that O+ ions were not
present in the accelerated ion beam. This was confirmed by the CR-39 calibration measurement, which can
distinguish between different ion species. Due to their higher mass, 0%t ions will create larger tracks on the
CR-39, which allows us to tell 0%+ and D ions apart. Figure 4.7 on the right shows one of the etched bars of
the CR-39 corresponding to a center deuteron energy of 0.49 MeV. The observed tracks are all the same size
and can solely be attribute to deuterium. The contribution of 0%t is therefore considered negligible.
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Figure 4.7.: Microscope image of one bar of the CR-39 after four hours of etching. Observed tracks are all
the same size and can be attributed to deuterons (~ 0.49 MeV) with no presence of 03*.

The shot-to-shot stability of the deuteron spectrum is investigates using a waterfall plot, see Fig. 4.8, which
displays the 60 consecutive deuteron spectra for both 5.5 J (120 TW) and 3.2 J (70 TW) on target. For the
5.5 J laser energy on target run, one can distinguish between a high yield, high energy range, shot 15 to
40, and a lower yield, lower energy range for the remaining shots. Deuteron cut-off energies up to 4.4 MeV
and fluences up to 2x10'! deuterons/MeV/sr are consistently observed for high yield shots. Low yield shots
reach cut-off energies of up to 2.0 MeV and fluences just below 1x10!! deuterons/MeV/sr. The observed
fluctuations in deuteron cut-off energy and fluence indicate a change in the laser-target interaction. A possible
explanation for this could be target instabilities, either influenced by short-lived vacuum fluctuations or by
the nozzle quality. At lower laser energy on target, 3.2 J for the subsequent run, improved stability at lower
cut-off energies (1.25 MeV) and fluence (< 1x10'! deuterons/MeV/sr) is observed. For shots 1 to 50, the
cut-off energy and fluence of the deuteron beam fluctuates by only a small amount, while a decrease in cut-off
energy and peak deuteron fluence is observed for shots 50 to 60. Similar to the previous run, this suggests a
change in the interaction conditions of the laser with the target. Both data sets show fluences of around 10'°
deuterons/MeV/sr per shot for energies up to 40% of the cut-off energy. At a repetition-rate of 0.5 Hz, this
single shot fluence corresponds to an average fluence of 3x10'! deuterons/MeV/sr/min.

An ideal pulsed deuteron source maintains a stable fluence of particles at a certain energy over minutes to
hours. This enhances the predictability of the total delivered charge and minimizes measurement uncertainties
due to fluence fluctuations. This fluctuation in fluence can be quantified by calculating the cummulative yield
across the acquired shots, which should linearly increase with time for the case of an ideal source. For the two
previously presented runs at 5.5 and 3.2 J on target the cummulative sum was calculated at deuteron energies
of 0.25 and 1 MeV. Figure 4.9(a) and (b) show the cummulative sum (black), the corresponding linear fit
(red for 5.5 J and blue for 3.2 J), and the 20 confidence interval (grey). At a deuteron energy of 0.25 MeV a
narrow confidence interval supports the assumption of an ideal pulsed source. For 1 MeV deuteron energy,
(b), the cumulative sum diverges more significantly from the desired linearly increasing trend, as shown
by the fluctuating cummulative sum and the resulting larger confidence interval. The measured deuteron
fluence appears to oscillate between a low- and a high-yield mode across the full spectrum, especially visible
for deuteron energies close to the cut-off. The long oscillation period of about 1.5 min, as can be seen in
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Figure 4.8.: Deuteron energy spectra for laser energy of 5.5 J (top) and 3.2 J (bottom) on target for 60
consecutive shots recorded at 0.5 Hz. The fluence in units of deuterons/MeV/sr is indicated by
the color bar. For 5.5 J laser energy on target, maximum cut-off energies and peak fluences of up
to 4.4 MeV and 2x10!! deuterons/MeV/sr are reached. A lower laser energy on target of 3.2 J
results in lower cut-off energies up to 1.25 MeV and fluences below 1x10!! deuterons/MeV/sr.
Fluctuations in terms of deuteron energies and peak fluences are likely caused by a change in
the laser-target interaction.

the left plot of Fig. 4.9 (b), cannot be attributed to noise or measurement uncertainties. As pointed out
before, they are likely caused by changing target orientation or thickness fluctuations of the liquid sheet
resulting in a change in the laser-target interaction. Future efforts will focus on exploring different machining
techniques, nozzle materials and designs for access to different water jet thicknesses and enhanced target and
thus deuteron beam stability.

For a more quantitative assessment of the accuracy of the assumption of a linear increase of the cumulative
sum, we calculate the coefficient of determination

2 4 >ilyi — fi)2
S SO @2

where y; are the data values, f; are the linear fit values and 7 is the average value of the data in Figure 4.9
(c). Data points above 3 MeV (marked red squares) for 5.5 J on target were excluded from the respective
fit, as more than 75% of the shots delivered no dose at those energies. The experimental data shows an R?
> 0.96 for deuteron energies up to 0.75 MeV for both laser energies on target. While the R? value for 3.2 J
on target stays almost constant below 60% of the average cut-off energy for that run, the R? value for 5.5 J on
target starts decreasing notably at 10% of the average cut-off energy. The drop-off in stability towards higher
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Figure 4.9.: Cumulative sum of deuterons at (a) 0.25 MeV, and (b) 1 MeV for 60 consecutive shots (black).
The solid red and blue lines are linear fits for 5.5 and 3.2 J on target, respectively. A grey shaded
region indicates the 95% confidence limits of each fit. (c) Characterization of the accuracy of a
linear fit as a function of energy for 5.5 (red) and 3.2 J on target (blue) using the coefficient of
determination R?.

energies is much more gradual than the sharp drop off in stability for the 3.2 J on target run. This supports
the conclusion of a more stable run for 3.2 J laser energy on target.

An additional run of 60 consecutive shots at a repetition rate of 0.5 Hz recorded the deuteron spectrum for
1.5 J laser energy on target. The evolution of the deuteron cut-off energy was studied as a function of the
incident laser power by calculating the average deuteron energy spectrum for laser energies on target of 1.5 J
(35 TW), 3.2J (70 TW), and 5.5 J (120 TW) for 60 consecutive shots. The fast replenishing nature of the
heavy water jet and ability to operate the jet target for multiple individual consecutive measurements without
interruption enabled continuous data acquisition to ensure the target parameters were comparable between
measurements. Fig. 4.10 shows the average spectrum and the fluence and standard error at selected deuteron
energies for the three consecutively recorded runs. For all laser energies on target the spectrum exhibits a
semi-Maxwellian distribution with deuteron cut-off energies of 0.6, 1.25 and 4.4 MeV for 1.5, 3.2 and 5.5 J
on target respectively. The calculated error bars for the low-power laser shots (35 TW, orange) are larger
compared to higher laser power on target. This can be explained by the low signal levels on the MCP, which
are close to the noise threshold, making signal discrimination more difficult. Calculated as a percentage of the
average fluence, the standard error at a sample energy of 0.25MeV is 21% for 1.5 J, 2% for 3.2 J and 4% for
5.5 J on target and at a sample energy of 1 MeV it is 9% for 3.2 J and 12% for 5.5 J.
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Figure 4.10.: Average fluence for 5.5 (red), 3.2 (blue) and 1.5 J (orange) laser energy on target calculated
from 60 consecutive shots at 0.5 Hz. The error bars and shaded regions depict the standard
error range of the shot series for each energy.

Previous single shot experiments using Ti:sapphire laser systems with comparable parameters (<10%! W/cm?
on target (ap<12), 30 fs pulse duration and micrometer thick solid-density targets) have investigated the
dependence of proton cut-off energies as a function of laser energy on target [149,150]. Table 4.2 gives
details of the individual experimental parameters for the three experiments. While laser pulse duration and
energy on target vary within the same order of magnitude, the main differences in terms of laser parameters
on target are the laser wavelength, the intensity on target and the picosecond laser contrast. This work used
a frequency-doubled Ti:Sa laser, the other two studies used the fundamental laser wavelength at 800 nm.
Furthermore the intensity on target and laser contrast differed by up to two and four orders of magnitude
respectively. However, as the laser amplitude ay shows, the maximum value achieved during experiments is
an ag of 12 with the same maximum laser amplitude for the work bei Zeil et al. and this work. Another main
difference are the target composition and thicknesses. Zeil et al. used metal foils of 5 um thickness, while
Noaman-ul-Haq used VHS (plastic) tape with 15 um thickness.

For each individual experiment the laser intensity on target I; was varied by adjusting the laser energy while
keeping the laser spot size constant. The individual data points for the three experiments are plotted in Figure
4.11. For better comparison, the data is shown as a function of the laser intensity and the wavelength squared
(Ir.\?) to account for the difference in wavelength and intensity of the individual experiments. We observe

this work [125] Zeil 2010 [95] Noaman-ul-Haq 2018 [150]
laser wavelength [nm] 400 800 800
laser pulse duration [fs] 45 30 30
laser energy [J] 1.5-5.5 0.3-3 0.3-1.5
laser intensity [W/cm?] <1.2x 102! <3.1x 1020 <5x 10%?
laser amplitude ag <12 <12 <5
picosecond laser contrast 10~12 5x107° 10-8
target (thickness) D50 (5+1 um) | metal foils (5 pm) VHS (15 um)

Table 4.2.: On target laser and target parameters of experiments comparable to this work.
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a difference in terms of cut-off energy for given laser intensities between previously published work. This
discrepancy can in parts be explained by the different wavelengths of the laser as 400 nm laser light has a lower
coupling efficiency than 800 nm. Additionally the exceptionally high laser contrast of the frequency-doubled
ALEPH laser can be beneficial in cases, however a small prepulse has also been shown to boost the ion cut-off
energy [151]. Additionally, this work employs a target with a slightly lower density compared to the other
two works.

To investigate the scaling of the ion cut-off energy, the data sets were fit separately using a scaling with the
normalized laser amplitude a( following E,, ., x ag. This scaling was deduced from the theoretical works by
Mora and Wilks et al. [6,88]. Following Mora’s model of expansion of a plasma into vacuum, the maximum
achievable ion energy E,,,, can be calculated using

Emaz ~ Eo [In(27))*>  with (4.6)

Ey = ZkpT, and 7 = wyt/V2e 4.7)

with Z the ion charge number, kg the Boltzmann constant, 7, the electron temperature, w,; the ion plasma
frequency, e the electric charge [88]. Consequently the maximum ion energy is proportional to the hot electron

temperature T.. Wilks et al. found a dependence of the hot electron temperature on the poderomotive
potential U, which in turn depends on the normalized laser amplitude a, following

1/2
T, ~ mc® (1 + 2Ug> with (4.8)
mc
U,leV] = 9.33 x 10" I[W/ecm?1)\?*[um?] and (4.9)
I [W/cm?] A2 [um?
ap = | ZLLW/em ] A [pm’] (4.10)
1.37 - 1018W/cm*pum?

with the laser intensity /; and laser wavelength A\. Combining equations 4.6 - 4.10 we find that the ion
maximum energy F,,.. scales linearly with ag through F,,,, « T, x ag [6,72,88].
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Figure 4.11.: The cut-off energies (MeV/nucleon) in this work (blue cross) shows a more favorable trend with
laser intensity compared to other observed scalings in by Zeil et al. [95] and Noaman-ul-Haq
et al. [150] using similar laser parameters. Grey lines are fits scaling with the normalized laser
amplitude a.
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The three data sets were individually fitted using that linear dependency on ay and resulting fits are shown in
grey in Figure 4.11. Comparing the scaling of cut-off energies with laser intensities on target, a linear trend
and good agreement with the F,,,, x a¢ scaling can be observed for the works of Zeil and Noaman-ul-Hagq.
While the two data points at lower energy for this work also agree with this scaling, the high laser energy on
target data point shows a significant deviation from that trend and indicates a more favorable, potentially
more exponential than linear, trend with increasing normalized laser amplitude. Future investigations will
aim to understand the relative discrepancies in terms of cut-off energies compared to other studies using
comparable laser parameters and an optimized target thickness.

Focusing more specifically on the high repetition-rate aspect of this experiment, Table 4.3 presents a summary
of previously published work on high repetition-rate laser-driven ion acceleration. They are sorted by year
and compared based on the laser parameters, second column, including repetition rate, energy and intensity
on target. The third column summarizes the ion beam acceleration performance by stating the accelerated
ion species, the maximum achieved energy and the average flux. Dashed lines in the flux column represent
uncalibrated ion data which prevents a flux calculation.

As can be observed in the table, this work presents the first stable, 0.5 Hz deuteron source delivering 5x10'°
deuterons/sr/pulse (1.5x10'? deuterons/sr/min) over 60 shots (two minutes) and a maximum deuteron
energy of 4.4 MeV using a 120 TW laser. All other studies reporting on high repetition-rate ion acceleration
have so far solely investigated the acceleration of protons using various laser systems and varying laser
parameters. Previous experiments at higher repetition rate but significantly lower (sub-J) laser energies on
target resulting in sub-MeV proton energies [114,152] reach comparable average fluxes to the ones presented
here. Another experiments reaching similar fluxes is presented by Gauthier et al. [126], where the same
average flux is achieved at a higher repetition rate of 1 Hz using cryogenic liquid jet targets to produce protons
up to 6 MeV. The data presented earlier demonstrates consistently higher peak ion flux at MeV energies,
exceeding the flux presented by Gauthier et al. [126] by a factor 1.5 per shot and thus promise higher average
fluxes when operated at a higher repetition-rate.
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Paper details

Laser parameters

Ion parameters

Year First author Journal Rep. Energy Intensity | Species Max. Flux
rate 0)) (W/cm?) energy (#/st/
(Hz) (MeV)  min)
2002 P.McKenna  Rev. Sci. In-| <10 <02 <10% Ht 1.5 *~ 1010
strum.
2003 T. Fujii Appl. Phys. Lett. | <10 0.088  6.8x10'® | H* 1.2 -
2003 1. Spencer Physical Review | 2 0.2 < 10" HT 1.5 *~ 1010
E
2009 B. Hou Appl. Phys. Lett. | 500 0.003 2x10¥® | HF 0.5 ~ 1012
2009 A. S. Proc. of SPIE 1 1 1x10% | HT 4 * ~ 101
Pirozkhov
2017 M. Gauthier  Appl. Phys. Lett. | 1 3 5x10%° | Ht 6.5 ~ 1012
2017 M. Noaman- Phys. Rev. Accel. | 0.2 2 ~6x10Y | Ht 6 -
ul-Haq Beams
2017 S. Goede Phys. Rev. Lett. | 1 3 5x 10 | Ht 6.5 ~ 102
2018 J. T. Morrison New J. Phys. 1000 0.011  5x10® | HF 2 ~ 10!
2018 M. Noaman- Nuclear  Inst.| 0.2 1.5 5x10Y¥ | HF 6 -
ul-Haq and Methods in
Physics Research
2018 M. Noaman- Nuclear Inst.| ~1 2 ~ 10?0 HT 4.5 -
ul-Haq and Methods in
Physics Research
2019 B. Aurand Phys. Plasmas 5 0.7 10%0 HT 0.065  * ~ 10'2
2019 Y. Gershuni  Nuclear  Inst.| 0.2 0.5 ~ 10" HT 2 ~ 101
and Methods in
Physics Research
2022 P. Puyuelo- Plasma  Phys. | <1 4 4 x10¥ | Ht 3.5 *~ 101
Valdes Control Fusion
2022 F. Treffert Appl. Phys. Lett. | 0.5 5.5 1.2x10% | Dt 4.4 ~ 1012

* estimated from spectrum in published work

Table 4.3.: Summary of previously published work on high repetition-rate laser-driven ion acceleration [105,
112,126,150,152-161].
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4.4. lon Beam Optimization

Converging liquid jets present an ideal platform for methodical ion acceleration performance optimization by
leveraging the accessibility of thicknesses ranging from 10s of micrometer down to sub-micrometer. The liquid
jet thickness range of interest can be adjusted by changing the appropriate channel geometry [111,115].
Along the liquid sheet different thicknesses can be accessed by vertical translation of the liquid jet nozzles.
This capability provides access to different ion acceleration regimes and the experiment<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>