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ABSTRACT 
While ftness tracker users consent to the processing of their sensi-
tive data based on privacy policies, previous research has demon-

strated that legal texts often remain unread or incomprehensible. 
This questions whether the given consent is indeed informed. While 
past research concentrated on improving privacy comprehension, 
our research aims to better understand user requirements for inter-
active and transparent privacy information and control systems. We 
mainly focus on users’ assessment of contextual and functional as-
pects. Findings from an online survey with ftness tracker users and 
non-users (� = 204) reveal that such systems need to support users 
and potential users throughout the usage life cycle, illustrating a 
dynamic change in requirements and their prioritization of infor-
mation transparency and privacy control. Design recommendations 
derived from our results support the development of interactive and 
comprehensible privacy systems that enable more knowledgeable 
decisions on sharing and processing ftness tracker data. 

CCS CONCEPTS 
• Human-centered computing → Visualization application do-
mains; •  Security and privacy → Human and societal aspects 
of security and privacy. 

KEYWORDS 
Privacy information, privacy choice, interactive visualization, user 
requirements, ftness tracker 
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1 INTRODUCTION 
During the past decade, wearable technologies have become an

integral part of people’s everyday lives. For many, daily health ac-
tivity tracking using ftness trackers is standard practice and is even 
gaining traction in professional health contexts. Large amounts of 
sensitive data are collected while the user’s main attention is on an 
activity detached from the active operation of a computer, making 
data collection less salient to the user and, hence, less of a user 
focus [8]. However, like many data-collection technologies, ftness 
trackers – considered wrist-worn wearable devices collecting ft-
ness data accessible via original vendor apps (e.g., Garmin, Apple, 
or Fitbit) – require users’ consent for acquiring, storing, converting, 
or sharing data. To this end, technology providers strive to comply 
with legal frameworks such as the General Data Protection Regu-
lation (GDPR) by obtaining user consent to corresponding textual 
privacy policies. That said, it remains questionable to which extent 
frequent consent requests and the comprehensibility of such textual 
privacy statements lead to an informed decision, with research high-
lighting that users are often unaware of the data practices [13]. Pre-
vious research has demonstrated extensively that these legal texts 
often remain unread due to their length, complexity, and readability, 
while users still provide the requested consent [20, 26, 37, 40, 44]. 
In addition, these textual statements rarely provide individual pri-
vacy choices [2]. In practice, decoupled from the initial privacy 
notice, few privacy controls are available inside the account set-
tings. However, dark patterns [16] and common usability errors 
such as non-privacy-related labels often make privacy settings even 
more difcult to fnd, and understand [18], or users are unaware of 
the related security risks [24], underlying today’s user challenges 
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to control their data [4]. This issue is further exacerbated by ftness 
tracker users forgetting their privacy settings or having inaccurate 
mental models of corresponding processes [48] and how ftness 
tracker ecosystems work [43]. A large body of research has been 
dedicated to addressing these limitations and increasing the digital 
sovereignty and self-determination of the individual. A substan-
tial portion focused on designing better comprehensible privacy 
statements, showing that higher visibility of privacy information 
alone could improve decision-making [42]. Various strategies that 
difered in interactivity, application of textual format, and visualiza-
tions were explored. A common approach is shortening or break-
ing textual privacy information into smaller chunks to enhance 
transparency, such as multi-level policies with short, condensed, or 
complete textual representations [31]. Short text snippets were also 
utilized as contextual privacy notices embedded with the afliated 
software feature [10, 30, 46]. However, work performed in the con-
text of ftness trackers also showed that removing familiar privacy 
practices from statements to reduce the amount of information and 
to sharpen the focus does not always lead to higher awareness for 
the remaining privacy information [14]. Instead, icons as visual aid 
were able to better highlight the presence of privacy choices [19], 
or by helping users to compare their preferences with vendors’ 
policies [5], even in combination with textual elements [9]. Moving 
away from the textual format, other authors explored a standard-
ized table layout, similar to nutrition labels, allowing users to fnd 
relevant information faster and more accurate [22, 23]. More play-
ful strategies encompass a mobile escape room game to improve 
understanding [38] or a comic-based policy to increase user atten-
tion [41]. However, designing privacy systems that allow users to 
adapt privacy choices to their individual needs has received less 
attention, despite the meaningful efect on users’ privacy aware-
ness, leading to less information disclosure [25]. To facilitate higher 
control over user data, a few studies investigated interactive sys-
tems and user requirements for managing privacy choices. Past 
work identifed design recommendations to increase awareness, 
control, and deployment of contextual privacy choices [13]. Other 
previously derived guidelines show that privacy systems should 
prevent information overload, allow direct control, use accessible 
language, and allow comparisons between privacy policies [34]. 
Based on their results, the authors designed a standardized table 
layout integrating privacy information with embedded additional 
user interface (UI) elements such as help icons and toggle buttons, 
signifcantly reducing the time spent by users compared to the 
textual privacy policy. Regarding the design specifcs for providing 
privacy choices, type, functionality, timing, channel, or modality 
should be considered during the design process [11]. Although some 
approaches were explored, the established user requirements often 
remain limited to general concepts, isolate privacy choices from 
the related privacy information, or do not consider potential new 
users. Thus, a deeper understanding of the usage context of this 
novel interactive and transparent technology is required. Using the 
potential of interactive visualizations to facilitate privacy control 
and enable users to make an informed decision about their ftness 
tracker data requires the initial understanding of user needs [28] 
and characteristics. 
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In the following, we aim to understand the usage context for 
privacy decisions embedded into privacy systems and relevant soft-
ware functionalities. With this work, we contribute a frst outline 
of user requirements for researchers and practitioners to develop 
interactive and transparent privacy systems. The present survey 
represents the frst of a series of user research activities from which 
we aim to derive requirements. 

2 METHODS 
To better understand users’ requirements for interactive and trans-
parent privacy systems, we conducted an online survey. The fol-
lowing reports on our sample and the design of the questionnaire. 

2.1 Sample 
Participants were recruited from September 30th to November 9th, 
2020, in Germany via online channels of the project partners (Chair 
of Software Engineering, Institute of Industrial Engineering and 
Ergonomics, and Institute of Applied Ethics at RWTH Aachen Uni-
versity; the research group Human-Computer Interaction at the 
University of Bremen; the Privacy and Security in Information Sys-
tems group at the University of Bamberg; the Digital Opportunities 
Foundation; the German Informatics Society), including website 
announcements, newsletters, and Twitter. This resulted in � = 204 
responses, including 149 complete and 55 partial responses. Partial 
response means that the analyses for individual user requirements 
are based on all responses received for the respective questionnaire 
item, including responses from participants who did not provide 
an answer to other items. We consider this reasonable since the 
requirement items are – other than the ones from standardized 
questionnaires – conceptually distinct. The age of the participants 
ranged from 18 to 82 years, with a mean (�) of 39.47 years and a 
standard deviation (��) of 16.65 years (� = 149). Of the 145 par-
ticipants that disclosed their gender, 44% identifed as female, 56% 
as male, and none as non-binary. 29% (� = 59) of the sample were 
users of ftness trackers at the time of the survey. 

2.2 Questionnaire 
The questionnaire was implemented in the online survey tool Uni-
park and consisted of two parts. The frst part included questions 
focusing on participants’ current behavior concerning privacy poli-
cies, the disclosure of their personal data, and their information 
needs for making decisions on ftness tracker usage. The second 
part included psychometric scales to assess relevant characteristics 
of the participants that are expected to afect their attitudes and 
actions in this context. This article focuses on questions addressing 
user needs and requirements for the central areas of user interac-
tion with privacy information. Items that question these topics are 
included in the frst part of the questionnaire. These include (a) the 
use cases in which users would like to receive privacy information, 
(b) the accepted time users are willing to spend on controlling their 
privacy settings, (c) which devices they want to use for receiving 
privacy information and controlling privacy settings, (d) which 
representations they prefer for receiving privacy information, and 
(e) the functions users require for improving the understanding 
and control of their data (items are provided in the supplemental 
materials). The second part of the questionnaire contained items 
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assessing the afnity for technology interaction (ATI) [12] and the 
mobile users’ information privacy concerns (MUIPC) [47] scales. 
The ATI theory is based on the need for cognition construct [6] 
and models a human’s tendency to actively engage in technology 
interactions as a critical personal resource. Therefore, individuals 
with higher ATI are expected to cope more easily with difculties 
in interacting with technical systems, facilitating the adaptation 
of new technologies. The MUIPC construct builds on central the-
oretical work in the domain of privacy attitudes, including the 
Concern for Information Privacy Model [36] and the Internet Users’ 
Information Privacy Concerns Model [27], and transfers them to the 
application domain of mobile devices. To our knowledge, there was 
no validated German version of the nine-level MUIPC scale devel-
oped by Xu and colleagues [47], so we created a translated version 
of the English original (see supplementary materials). To ensure 
translation quality, three independent translators produced parallel 
translations, see [17], which were then compared and merged by 
a team of two subject matter experts with German and English as 
their native languages, respectively. 

3 RESULTS 
Our work aimed to identify users’ needs and requirements for tools 
that seek to provide comprehensible privacy information, as well 
as support users in efciently controlling their data by adapting 
privacy settings. Since the scope of the presented analyses was 
descriptive and not confrmatory, mostly confdence intervals (CIs) 
are reported. 

3.1 User Group 
To identify the needs and requirements of specifc user groups, 
the user characteristics were analyzed concerning ftness tracker 
usage, ATI, and MUIPC. As outlined in the Method section, the user 
group consisted of � = 55 participants who have used a ftness 
tracker at the time of data collection, and � = 134 participants 
who have not (� = 15 participants did not make an indication). To 
account for diferences in behavioral variables between the two 
major groups, non-parametric permutation tests (accounting for the 
vastly diferent group sizes) were performed. Participants’ values 
on the MUIPC scale were, on average higher than the mid-point of 
the 7-point-Likert scale (� = 5.50), with small and non-signifcant 
mean/median diferences in the ftness tracker user (� = 5.26) 
and non-user group (� = 5.59;   = 1.38; � = .167). Similarly, the 
ATI-scale values were slightly higher than the scale mid-point in 
the complete sample (� = 3.98). Again, there were no considerable 
diferences between the ftness tracker user group (� = 3.91) and 
the non-user group (� = 4.12;   = −1.00; � = .324). Hence, the 
sample was reasonably representative (e.g., in terms of the means 
of ATI) [12]. 

3.2 Use Cases 
The frst question was during which usage phases enhanced data 
privacy information would be required (see Fig. 1 for the selection 
of usage phases). In the ftness tracker non-user group (� = 114), all 
phases were approximately rated as equally important (see Figure 
1), including phases before device ownership (e.g., during purchase 
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decisions). In contrast, ftness tracker users (� = 44) had a prefer-
ence for usage situations in which they already owned the device 
(i.e., for device setup, during usage, and for updates). 

3.3 Time for Privacy Settings 
We wanted to assess how much time users perceived as acceptable 
for adapting their privacy settings to their individual and specifc 
needs. The participants willing to spend more than 60 minutes 
adjusting their privacy settings were only non-users (see Figure 1). 
This user group, on average, also indicated being willing to spend 
more time (� = 27.99���) than users (� = 20.82���). Yet, this 
mean diference was not signifcant (  = 0.90; � = .370; as indicated 
by a permutation test), which is why further interpretation is based 
on the complete sample. As depicted in Figure 1, the majority of the 
� = 204 participants who responded to the question would accept 
spending approximately 10 minutes adapting their privacy settings 
(46.20%). Yet, a substantial share of participants was willing to 
spend 15 to 30 minutes (36.71%) and even 35 to 60 minutes (13.92%). 
Furthermore, this variable correlated positively with an afnity 
for technology interaction (Spearman rho correlation coefcient; 
� = .19; � = .019) and users’ privacy concerns (� = .18; � = .026), 
although both correlations had small efect sizes. 

3.4 Devices for Information and Control      
Users were asked which devices they would like to use to receive in-

formation and exert control over their data. For ftness tracker users, 
the order of most frequently indicated devices was smartphone 
(86.36%; 95%�� = 72.65% − 94.82%), notebook (65.91%; 95%�� = 
50.08% − 79.51%), tablet (40.91%; 95%�� = 26.34% − 56.75%), and 
smartwatch (29.54%; 95%�� = 16.76% − 45.20%) or desktop com-

puter (29.54%; 95%�� = 16.76% − 45.20%) with the same percentage. 
For non-users of ftness trackers, the order of preferred options 
was notebook (73.68%; 95%�� = 64.61% − 81.49%), smartphone 
(69.30%; 95%�� = 59.97% − 77.60%), desktop computer (54.39%; 
95%�� = 44.79%−63.74%), tablet (35.97%; 95%�� = 27.19%−45.49%), 
and smartwatch (10.53%; 95%�� = 5.56% − 17.67%). 

            

3.5 Representations of Privacy Information 
To identify requirements for representations of privacy informa-

tion, users were asked how privacy-related information should be 
presented to them by a visual transparency-enhancing tool. As 
can be seen, when considering the confdence intervals (CIs) in 
Figure 1, there were no substantial diferences between ftness 
tracker users and non-users. Participants preferred the presenta-
tion of privacy-related information through static visualizations, 
keywords, interactive visualizations, text, animations or videos, 
and interactive games. In summary, there was a tendency for par-
ticipants to vote for a simple presentation of information, mainly 
through visualization techniques. 

3.6 System Functions 
To identify the system functions users require to improve under-
standing and control of their data, they were asked about their pre-
ferred features. Again, considering the confdence intervals (CIs) in 
Figure 1, observing no substantial diferences in responses between 

https://27.19%�45.49
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Figure 1: Relative Frequency and 95%-Confdence Intervals of the closed questions for use cases, time for privacy setings, 
privacy information representations and functionalities, for the ftness tracker non-user and user group 

ftness tracker users and non-users led us to report aggregated re-
sults. Notably, for most users (72.15%), defning general data settings 
that would be applied to all their devices was an important aspect, 
followed by being able to display the data processing for all their 
devices (57.60%). In contrast, defning which data may be processed 
for single devices was reported to be prospectively being used less 
often (35.44% for defning data settings and 36.08% for displaying 
data processing). Only comparing how diferent devices process 
one’s data received a lower share of positive ratings (29.11%). Other 
categories were expert recommendations (56.33%), learning about 
data processing (43.67%), and the usage of exemplary data (42.41%). 

4 DISCUSSION 
In the present study, we explored user needs and requirements as a 
basis for designing comprehensible visual representations of pri-
vacy policies and controls. We expect them to promote the develop-
ment of information systems that support digital self-determination 
when using ftness trackers. The rationale for considering non-
ftness tracker users was that the system to be developed based on 
user requirements should promote acceptance or use. Additionally, 

the vendors’ perspective was incorporated by considering the opti-
mal time within the usage cycle to access privacy information or 
functional requirements derived from the overall project objective. 

4.1 Facilitating Privacy Control Exceeds 
Transparent Privacy Information 

It was found that participants considered their control over the 
data collection and processing to be far more critical than receiving 
detailed information about these data practices (see section 3.6). 
Future privacy-preserving systems should, therefore, emphasize 
easy-to-use functionalities that allow users to exercise control over 
their data as pursued e.g., in recent work [34], while previous re-
search often focused on enhancing privacy comprehension [14, 46]. 
At the same time, limits need to be investigated regarding how 
much control is appropriate or overwhelming for users. Together 
with [33, 35], current work confrms the importance of these re-
quirements for users. However, this need cannot be addressed solely 
by developing a technical system. It would involve unifed, multi-

vendor labeling of technical or legal actors, activities, and processes 
to accommodate changes to the external framework conditions. 
Defning concrete data models might also be challenging due to 
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imprecise legal formulations (e.g. legitimate interest). Moreover, 
centralized control over data collection and processing requires 
systems to control concurrent ones. However, this contradicts eco-
nomic interests or would increase implementation eforts. 

4.2 Central Privacy Control and Access to 
Multiple Fitness Tracker and Applications 

Defning privacy settings that apply to all devices received a con-
siderably large agreement of over 70% percent among participants 
(see section 3.6). In addition, the fact that participants preferred a 
one-time privacy setting for all devices and applications refects the 
need for a user interface that facilitates central access to various dig-
ital services and their privacy settings and is, therefore, open to all 
vendors and manufacturers. This means moving away from the cur-
rent status quo in which users manage multiple user accounts from 
diferent vendors towards an inter-device control and inter-device 
presentation of information. Beyond the context of ftness track-
ers, other data-collecting devices could also be integrated. How-
ever, moving to centrally controlling privacy across data-collecting 
devices would require increased device integration [1], which in 
turn poses even more security and privacy risks [7, 15] through 
more comprehensive user data, vulnerable to misuse [29]. On the 
other hand, connected devices [39] share less data [32] and would 
only bear privacy risks through insecure connections. However, 
considering data security throughout development while applying 
encryption technologies may overcome this contradiction [3]. 

Finally, a diversity of technologies was also refected in the ques-
tion of which devices should be ofered for accessing transparent 
and interactive privacy systems, highlighting smartphones and 
notebooks as the most commonly preferred with an agreement of 
at least 65% from both user and non-user groups (see section 3.4). As 
desktop computers achieved still over 50% with non-users, devices 
with screen sizes of smartwatches or larger should be included, 
especially for tasks that require more time or for which more visual 
information needs to be conveyed. For example, tasks that mainly 
concern ftness tracker non-users or new users, such as compar-

isons between vendors or initial setup (see section 3.2). One-third of 
ftness tracker users also selected the smartwatch, which, however, 
only received 10% voting of the non-user group. Based on these 
results and considering the limited screen size, we see the smart-

watch as most valuable for ftness tracker users during usage for 
short privacy-related tasks, such as deciding on contextual privacy 
choices or receiving notifcations about concise privacy updates. 

4.3 Diferent Users Want to Spend Diferent 
Amount of Time on Privacy Settings 

Almost half of the participants are willing to spend up to 10 min-

utes adapting privacy settings to their needs (see section 3.3). To 
be accessible for broader user groups, interactive privacy informa-

tion should support participants in controlling and adjusting their 
privacy settings efciently, with a time scope of max. 10 minutes. 
This is an important fnding, as current textual privacy policies 
disclose extensive information about data handling by complying 
with the GDPR, which leads to considerably higher reading time. 
For example, privacy policies from popular vendors such as Fitbit 
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or Xiaomi require 29 mins and 33 mins, respectively1, which can 
even go up to, e.g., 63 mins for Facebook’s app privacy statement. 
However, only one out of six available legal bases for data practices 
requires the user’s consent. Isolating or highlighting, e.g., these 
privacy decisions, can reduce users’ time on mandatory privacy 
consent. At the same time, to support users with a higher interest 
or concerns who want to invest more time and resources (almost 
40%), privacy systems should provide enough optional depth to 
manipulate the settings more fne-grained. 

4.4 Diverse User Requirements at Diferent 
Stages of the Usage Cycle 

As our results show a consistent demand for all considered use cases, 
requirements are not only user-specifc but also concern individual 
steps within the usage cycle, from purchase decision support to 
setup, usage, and update support (see section 3.2). Since each stage 
serves a specifc purpose and comes with its own user requirements 
and primary user group, privacy-enhancing tools should adapt to 
these diverse conditions. For example, ftness tracker non-users 
might be mainly interested in comparing data practices of diferent 
vendors before a potential purchase and, therefore, rely on high-level 
and comparable privacy information. However, during the initial 
setup of a device, in-depth privacy controls would become more 
relevant for ftness tracker users. During long-term use, only mi-

nor adaptations of the settings in response to data privacy updates 
might be required. The diferent timing options of privacy choices 
identifed by previous work, such as at setup, context-aware or 
periodic, could be applied here throughout the usage cycle [11]. 
To accommodate the dynamic change of requirements, we also 
recommend adapting the choice of information representation to 
the individual use case’s primary purpose. Comparing diferent 
vendors’ data practices relies on an efcient comparable, transpar-
ent display of data, making keywords or static visualization more 
valuable. Interactive visualizations should be provided during initial 
setup and long-term use to support individual privacy controls. 

4.5 Supporting Decision-Making for Privacy 
Choices 

Our results for system functions showed a considerable need for 
learning about data practices and expert recommendations, sug-
gesting an essential requirement to provide not only transparent 
privacy information and controls but also guidance to support users 
in their privacy-related decision-making (see section 3.6). Such need 
for knowledge resources has also been identifed in previous fnd-
ings [13] and should support users with a better understanding 
of the consequences of privacy practices and their own privacy 
decisions. The underlying decision-making process of weighing 
benefts against potential privacy-related risks is known as the pri-
vacy calculus [21]. For example, the purchase decision of a ftness 
tracker from a specifc vendor, the disclosure or non-disclosure of 
certain data types, or the sharing of activity data among friends or 
social media platforms can considerably impact users’ data privacy 
and the scope of the tracker’s functionality. Hence, the value users 
get out of their devices. Privacy decisions can be, therefore, often a 

1Calculated with the tool Ratte from the University of Regensburg [45]. 



CHI EA ’23, April 23–28, 2023, Hamburg, Germany 

subjective trade-of between gained functionality and impacted data 
privacy security. Our recommendation is to support the substantial 
amount of users (>40%) seeking to gain data literacy by facilitating 
the acquisition of competency with privacy information. 

4.6 Limitations and Future Work 
While present work provides valuable insights into ftness tracker 
users’ and non-users’ needs, study limitations and future oppor-
tunities should be acknowledged. As with many online surveys, 
their subjective character might be subject to social desirability. 
Future studies on users’ needs for interactive and transparent pri-
vacy information would proft from controlling this variable. In 
addition, confounding variables could include diferent background 
knowledge and the fact that respondents had to imagine the func-
tional and non-functional properties to evaluate them. Additionally, 
surveyed participants may have a diferent understanding of terms 
about the queried criteria than initially assumed. Furthermore, ac-
quiring participants through universities and social media may 
have led to an over-representation of individuals from Germany 
with higher education and technical afnity. 

5 CONCLUSION 
The present work investigated user needs as a basis for the develop-
ment of comprehensible visual representations of privacy policies 
and privacy controls. We found that an efcient and personalized 
one-time setting to control data collection and processing across 
diferent devices and platforms is far more critical for people than 
being informed about these processes. This has implications for 
technology development and the governance of legal and economic 
frameworks. One question to be answered in this regard is how we 
want to resolve or mitigate the confict between individual and eco-
nomic interests. After the legal and economic groundwork has been 
done to prioritize individual needs, systems that enable digital self-
determination can be developed. We further found that information 
about and the control of privacy must be provided at diferent lev-
els of detail at various stages of the usage cycle. This fnding is 
essential for developing adaptive systems, assistance systems, and 
dynamic user models. These would allow for dynamic adjustment 
of the degree to which background and expert knowledge must be 
included. Future work can build on these results, investigate more 
detailed requirements, and validate them for various application 
scenarios. Furthermore, quantifying the impact of particular user 
requirements on digital self-determination would prioritize them. 
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