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Abstract— A pedagogical agent is an animated interface in an 

interactive online learning environment. Its role involves guiding 

users through instructions and participating in direct discussions. 

Numerous research studies underline the advantages of 

pedagogical agents in delivering instruction, tailoring learning 

experiences, and promoting inclusivity. The authors utilize 

machine learning techniques to develop an interactive multimodal 

application (combining visuals and audio) designed as a 

pedagogical agent. This application is intended to assist in teaching 

primary school students (aged 6 to 8) the recognition of colors and 

letters. Additionally, it incorporates voice interaction to assess 

their learning progress. The overarching objective of this 

pedagogical agent is to seamlessly integrate artificial intelligence 

(AI) into educational settings, thereby amplifying student 

engagement and motivation during the learning process. This 

paper will explore the journey of creating a machine learning-

based application and its potential utility in supporting educators. 

Furthermore, the authors will investigate potential augmentations 

that could render the application more adept at aiding students 

with dyslexia. The paper will emphasize the significance of human-

computer interaction (HCI), as it significantly shapes pedagogical 

agents' design and operational aspects. 

Keywords— Human-Computer Interaction HCI, Inclusive 

education, machine learning, multimodal pedagogical agent, 

sensory disability, Graphical User Interface (GUI). 

I. INTRODUCTION AND BACKGROUND 

Research studies underscore the critical significance of 
integrating technology in classrooms to enhance student 
engagement and personalized learning [1, 2, 3, 4]. Educators 
now have various technological tools aiding students in 
comprehending subjects. Incorporating diverse learning 
techniques promotes the potential for all students to grasp the 
educational content [5, 6, 7]. 

Challenges faced by students in classrooms, such as learning 
disabilities (dyslexia) and ADHD [8], along with motivation and 
engagement issues [9], can impact academic performance.  
Tailoring educational content to meet individual learner needs 
fosters motivation, leading to improved learning outcomes. This 
personalized approach enhances material engagement, 
maintaining retention and understanding [10]. Addressing these 
challenges and catering to varying learning preferences remains 

a substantial 21st century educational challenge [11]. Cultivating 
an inclusive classroom accommodating all students' needs 
promotes their success and well-being, ensuring equitable 
learning opportunities. 

STEM education (science, technology, engineering, and 
mathematics) is pivotal. It cultivates critical thinking and 
problem-solving, which are imperative for today's society [12, 
13]. Educational institutions must prioritize STEM programs 
and resources to prepare students for future careers, enabling 
access to high-quality STEM education. 

This paper introduces a machine learning application, a 
pedagogical agent, aiding students in learning colors and letters 
while acting as a teaching assistant for inclusive instruction. 
Developed using PyTorch and a feedforward neural network, 
the application initially classifies letters (A to Z) and colors 
(blue, green, orange, red, violet, yellow). A voice interaction 
component facilitates visual and audio communication. The 
ML-based pedagogical agent offers alternative learning methods 
and support for all students.  

A. The Evolution of Pedagogical Agents 

The concept of pedagogical agents originated in the 1970s 
with the emergence of Intelligent Tutoring Systems (ITS), aimed 
at emulating human tutors in addressing student queries, 
identifying misconceptions, and providing feedback [14]. Over 
the last two decades, the prominence of pedagogical agent 
research has steadily increased [15], with a notable surge in 
development between 1998 and 2000 [16]. These agents have 
demonstrated their capacity to adapt to individual learning paths 
and accommodate distinct needs [17]. Pedagogical agents 
manifest in various forms: text-based, voice-based, 2-D 
character-based, 3-D character-based, and even human-like 
representations. Progress in human-computer interface 
technology has created more authentic and human-resembling 
instructional agents [18]. 

II. VISION HUMAN-COMPUTER INTERACTION (HCI) AND 

ITS CRUCIAL ROLE IN SHAPING INCLUSIVE PEDAGOGICAL 

AGENTS 

Human-Computer Interaction is centered around optimizing 
interactive computer systems' user experience and interface 
[19]. The goal is to design user systems that are effective, 



efficient, easy to use, and enjoyable. In the context of 
pedagogical agents, HCI supports personalizing and adapting 
learning experiences. This leads to individualized learning paths 
for learners based on their interests, preferences, and learning 
styles. Consequently, learners benefit from a customized and 
practical learning experience. Real-time feedback and 
assessments from pedagogical agents allow learners to track 
their progress and receive immediate guidance. 

A pedagogical agent's user interface encompasses visual and 
auditory elements, including the agent's appearance, voice, 
animations, and interactive components like buttons, menus, and 
dialogue boxes [21]. Designing the user interface adheres to HCI 
principles like stability, accessibility, and flexibility. This 
ensures effective interaction between learners and agents, 
enabling learners to leverage the agent's instructional support. 

Within pedagogical agents' architecture, HCI plays a vital 
role in interactions between humans and computer systems. It 
encompasses design, usability, and digital interface 
effectiveness [19]. Pedagogical agents have emerged as tools for 
inclusive education, supporting diverse learners, including those 
with disabilities [20]. The connection between HCI and 
pedagogical agents lies in designing accessible and effective 
agents for all learners, regardless of abilities. Designing 
interfaces for pedagogical agents considers visual and auditory 
accessibility, navigation, and interaction options [21] to 
accommodate learners with disabilities [22]. Usability, 
responsiveness, adaptability, and ease of use are crucial for an 
inclusive learning experience. 

HCI's role in shaping pedagogical agent design is pivotal for 
inclusive education. It ensures usability and accessibility for 
diverse learners, including those with sensory or learning 
disabilities. HCI incorporates emotional affect and cognitive 
processing in user interactions [23]. Pedagogical agent design 
aligns with HCI considerations, resulting in more effective and 
user-friendly systems that cater to diverse cognitive and 
emotional states. This holistic approach creates pedagogical 
agents capable of delivering engaging and personalized learning 
experiences, ultimately enhancing user learning outcomes. 

A. Text-to-speech (TTS) and Pedagogical Agents 

Text-to-speech vocalizers, or speech synthesizers, are 
computer systems that generate human-like speech by 
converting text into spoken words [22, 24, 25, 26]. They provide 
voices and personalities to artificial agents, virtual assistants, 
and robots. Text-to-speech vocalizers have also brought 
innovative advancements in education [24]. Text-to-speech 
technology has been shown to facilitate language learning, 
particularly in improving speaking and pronunciation skills [22, 
27]. It allows the users to customize the speech output's pace, 
pitch, and volume to align with their preferences and 
requirements, which helps learners who may be facing 
difficulties listening to their own words during the writing 
process. This, in turn, helps them monitor and revise their 
writing outcomes. 

Engaging with a pedagogical agent using text-to-speech 
technology can benefit students with learning disabilities such 
as dyslexia, who may struggle with reading and writing [22] and 
often experience challenges with memory retention [28]. Our 

machine learning-based pedagogical agent employs text-to-
speech vocalizers (synthesizers) to assist students in their 
educational journey. It integrates multi-sensory instruction 
(audio and visual), personalized learning (helping students 
enhance their auditory verbal memory), and supportive 
feedback. This integration aims to benefit students in 
overcoming challenges and achieving academic success. This 
approach makes education more accessible and inclusive.  

Technological progress has enhanced the communication 
abilities of pedagogical agents when interacting with students 
[29]. These agents, used in educational settings, have become 
more sophisticated in their communication skills due to 
technological advancements. However, as pedagogical agents 
continue to increase in learning environments, it is important to 
gain a deeper understanding of how students communicate with 
these agents to evaluate their effectiveness in facilitating 
learning [30,31]. 

III. PEDAGOGICAL AGENTS: BENEFITS FOR STUDENTS 

LEARNING AND MOTIVATION 

Pedagogical agents have been found to offer significant 
benefits to students, including facilitating collaboration and 
providing feedback as students engage in the learning process. 
These agents can communicate with students using various 
methods, such as facial expressions, natural language, and hand 
gestures, which enhances the interactive and engaging nature of 
the learning experience [21]. 

A. Empowering Learning Through Interactive Pedagogical 

Agents 

Pedagogical agents have significantly impacted students' 
motivation to study. Students tend to place a higher level of trust 
and confidence in the information these agents provide than in 
information provided by traditional teachers. This can be 
attributed to the interactive and dynamic nature of the agents, 
which students find appealing and engaging [21]. Overall, 
pedagogical agents can transform how students learn and 
interact with learning material, enhancing motivation and 
engagement in the learning process. 

B. Exploring Multisensory Approaches for Enhanced 

Learning and Engagement 

The possibilities of multimodal pedagogical agents in the 
teaching and learning process have been recently explored, 
especially for students with learning disabilities [15]. Dyslexia 
is a learning disability that can significantly impact students' 
educational experiences. In response to these challenges, 
researchers have explored multimodal applications, which 
integrate different modes of information, such as text, audio, and 
visual features. Incorporating multi-sensory technology in 
education offers numerous advantages, including increased 
student engagement and improved learning outcomes [32]. 

Artificial intelligence has been integrated and brought into 
action in education, promoting advancements in several areas. 
Intelligent educational systems offer teachers and students 
timely, personalized guidance and feedback [33]. Visual 
feedback has traditionally been the norm for providing 
information to users in computer interfaces. However, 
incorporating other sensory modalities, such as audio, can 



enhance user experience and provide new ways of engagement 
for different user groups in diverse environments [34]. 

Having multiple modalities in a user interface has the benefit 
of spreading the interaction across various senses or control 
abilities of the user. If one modality is not available or fully 
utilized, another can be employed to ensure successful 
interaction, especially for those with sensory or situational 
impairments [34, 35]. At the same time, a study showed that 
preschoolers at risk of dyslexia improved various pre-reading 
skills, such as phonological awareness, after practicing these 
skills on multimedia intervention software on a computer device 
[36]. 

Pedagogical agents with interactive and multimodal features 
increase students' vocabulary acquisition with various learning 
needs [37, 38,39]. These multimodal applications incorporate 
audio and visual features and can be powerful tools for teaching 
dyslexic students [40]. This approach enables all students to 
learn through different sensory modalities, providing a more 
engaging and accessible education experience. 

IV. THE ML-BASED PEDAGOGICAL AGENT 

The authors have developed a cutting-edge educational 
agent that employs computer vision to enhance interactive 
learning for young students, specifically focusing on letters and 
colors. This agent seamlessly incorporates visual and auditory 
cues, cultivating a seamless communication channel between 
users and the system. The project was developed in three stages: 
creating a neural network classifier for letters, implementing 
color recognition, and adding voice interaction using Python's 
text-to-speech library. These stages converge to offer an 
engaging, multisensory learning experience. The agent's 
merging of technology and pedagogy benefits learners and 
opens routes for future educational innovations, demonstrating 
the transformative potential of interactive technology in 
education. 

The implications of this pedagogical agent extend beyond 
the direct learning process. The agent accommodates diverse 
learning styles and abilities by combining visual and audio 
elements, fostering inclusivity in education. 

A. Material and Methods 

The pedagogical agent was constructed using Machine 
Learning (ML). The ML application was built using the PyTorch 
framework and the feedforward neural network. PyTorch is an 
efficient deep-learning tensor library built on Torch and Python, 
enabling real-time testing and execution [41]. 

A dataset is a collection of various kinds of data that have 
been digitally preserved. Any project using machine learning 
needs data as its primary input. For addressing various A.I. 
difficulties, datasets often include photos, texts, audio, videos, 
and numerical data points [42]. 

Neural networks are computerized structures with 
interconnected nodes that mimic the function of brain neurons. 
They can cluster and categorize raw data using algorithms, 
identify hidden patterns and correlations, and – with time – 
continually learn and improve [43]. A feedforward neural 
network is an artificial neural network in which nodes' 
connections do not form a loop. Because all information flows 

forward in feedforward neural networks, they are sometimes 
referred to as a multi-layered network of neurons [44, 45]. 

B.  Letter Classification 

When employing PyTorch for machine learning model 
training, the subsequent actions were executed: dataset 
preparation, establishment of data loaders, construction of the 
machine learning model, specification of the loss function and 
optimizer, and ultimately, model training. 

(a) Preparing the Letters Dataset 

The dataset of letters was sourced from Kaggle and consisted 
of 26 classes, each representing a letter of the English alphabet. 
There were approximately 52 images available for each letter. 
However, it was necessary to expand the dataset further to 
ensure practical model training. Various data augmentation 
techniques were applied to achieve this, artificially increasing 
the dataset's size, and improving the model's learning process. 

The dataset was then divided into two subsets: a training and 
validation set. Specifically, 80% of the dataset was used for 
training, while the remaining 20% was set aside for testing and 
validation purposes. 

(b) Creating the Data Loader 

To ensure adequate training of a neural network, it is 
essential to input data in batches, typically comprising 32 or 64 
batches, each consisting of multiple images. This approach of 
using batches is employed to optimize the training process by 
reducing the time needed for adjusting parameters. If the neural 
network were trained on a per-image basis, where parameters 
are updated for each image individually, it could lead to 
inconsistent parameter adjustments and sluggish generalization. 

However, the training process becomes more reliable and 
efficient when the neural network is evaluated on a batch of 32 
images. Parameters are adjusted based on the collective 
information from the entire batch. A well-known deep learning 
framework, PyTorch, includes a built-in feature called 
"DataLoader" that facilitates the organization of images into 
batches. The DataLoader automatically shuffles images, 
ensuring the selection of batches is random. This randomness 
guarantees a diverse and representative sample for training. 

The utilization of batch-based training offers benefits 
beyond just speeding up the process. It also enhances the neural 
network's overall performance and ability to generalize. By 
allowing the network to learn from multiple images 
simultaneously, it captures underlying patterns and data 
structures more effectively, thus improving its generalization 
capability. 

(c) Creating the Machine Learning Model 

The utilized model in this research was constructed using a 
feedforward neural network architecture, representing a 
straightforward yet exceptionally efficient design approach to 
attain favorable results. The input image, possessing dimensions 
of 28x28 pixels, undergoes a process of flattening into a column 
vector comprising 784 individual elements. Within the 
feedforward structure, each distinct class is associated with a 
concealed layer with a dimension of 512 and an output layer 
with a capacity of 26 units. 



(d) Training the Model   

The model learns by using data from the Data-Loader, 
checking its output against what is expected, and calculating a 
loss. Then, we see how accurate the model is using test data. 
These are the main steps in training the model. 

C. Color Classification 

The dataset used in this study came from Kaggle and had six 
color categories: Green, Blue, Orange, Red, Violet, and Yellow. 
Each category had around 25 images. We divided the dataset 
into 80% for training and 20% for model testing. 

To figure out the colors in the images, we used a mix of two 
techniques: k-means clustering and measuring color differences. 
We applied the k-means algorithm to find the primary colors in 
each image. We then transformed this primary color into its 
HSV (Hue, Saturation, Value) form. 

D. Speech Recognition 

A voice interaction functionality was developed to facilitate 
"communication" with the software, utilizing a combination of 
a TTS (text-to-speech) library and a speech recognition library 
referred to as STT (speech-to-text). In Python, a convenient 
module called pyttsx3 was employed for text-to-speech 
conversion. This module stands out due to its compatibility with 
both Python 2 and 3 and its offline capabilities, distinguishing it 
from alternative libraries. This user-friendly tool enables the 
transformation of written text into spoken words and offers 
support for two distinct voices (male and female) made available 
through the "sapi5" interface on Windows [46]. 

V. EXECUTING THE MACHINE LEARNING MODEL 

To enhance functionality and user experience, the machine 
learning application was divided into two modes: 'Vision Only 
Mode' and 'Voice Interaction Mode.' Before commencing the 
recognition process, users must indicate their chosen model 
preference as shown in Figure 1.  

 
Fig. 1. Within the user interface, individuals have the choice to opt for either 

visual mode (option 1) or voice interaction mode (option 2). 

A. Engaging Voice Interaction Mode 

Upon enabling the voice interaction feature (depicted in 
Figure 3), the user is required to subsequently designate the 
appropriate microphone (device microphone) from the provided 
list of available devices. 

B. Executing Letter Recognition Process 

In the 'vision only' mode, the camera initiates the recognition 
process, promptly displaying the identified letter in real-time at 
the upper-left corner of the screen (as depicted in Figure 2). The 
system audibly announces the recognized letter, offering 
immediate feedback to the user. 

Upon engaging in the 'voice interaction' mode, the user is 
directed to select the appropriate microphone to optimize the 
recognition process. Once a letter is presented before the 

camera, the recognition process begins, operating briefly. Upon 
completion, the system promptly notifies the user of the end of 
recognition, facilitating their progression to the next step. 

To initiate letter recognition, the user is prompted to 
articulate a word commencing with the letter they provided 
earlier. For instance, if the user displays the letter 'H' before the 
camera, they must utter a word that starts with the letter 'H.' 
Following this, the system delivers feedback by affirming 'the 
word is matching' for correct responses or indicating 'the letter 
is not matching' for incorrect ones. 

 
Fig. 2. Using the vision-only interaction mode for letter recognition. 

C. Executing Colour Recognition Process  

The application's color recognition and voice interaction 
procedures are congruent with the steps mentioned above. The 
sole distinction lies in the 'voice interaction' mode as shown in 
Figure 3, wherein the system prompts the user to articulate the 
color they have presented for verbal recognition verbally. 

 

Fig. 3. Using the Voice interaction mode for color recognition (the color’s 
name can be seen in the top right corner). 

VI. EVALUATING SYSTEM FUNCTIONALITY: A 

COMPREHENSIVE EXAMINATION 

During the training phase of the letter classification model, 
26 classes representing each letter of the alphabet were utilized. 
This dataset comprised approximately 52 images per class. The 
data was partitioned, allocating 80% for training and 20% for 
testing. A batch size of 32 and 5 epochs were employed for the 
validation set. However, upon conducting tests, it was observed 
that the program encountered difficulties recognizing certain 
letters, specifically B, C, D, E, K, O, R, and S. 

This issue may stem from the dataset's size, as insufficient 
data can lead to overfitting. Overfitting can yield impressive 
results during training, but the model might struggle to 
generalize or demonstrate robust recognition when presented 



with new data. To avoid such problems and ensure dependable 
model performance, working with a sufficiently extensive 
dataset is imperative. Notably, the testing and training phases 
yielded an accuracy of around 98%. Exploring alternative 
optimization techniques could be considered for future 
endeavors to enhance accuracy. 

Various testing scenarios were executed to evaluate the 
system's accuracy. The first scenario, described in Table 1, 
involved assessing the program's vision component using a 
laptop camera. Testing encompassed letter and color recognition 
against a white background with standard room lighting. 
Optimal outcomes were achieved in this scenario. In contrast, 
the least favorable results were obtained when testing against a 
vividly colored background in a dimly lit room. 

Table 2 presents the outcomes of system testing in voice 
interaction for letter and color recognition. Notably, higher 
accuracy was attained when the system was assessed in a quiet 
environment, and the user maintained a proximity of less than 
50 cm from the laptop. 

The system displayed its highest recognition accuracy when 
a white background was employed for color and letter 
recognition, particularly in a quiet room. However, recognition 
accuracy notably declined when the software was deployed in 
noisy surroundings featuring varied colors and ambient noise.  

Maintaining an ongoing process of detecting and identifying 
letters and colors posed a difficulty in system testing. As a 
solution, it is advisable to enhance the system by capturing a 
screenshot of the letter/color prior to commencing the 
recognition process rather than depending solely on continuous 
camera detection. Upgrading to superior hardware is 
recommended to improve detection accuracy and voice 
interactions. Introducing a high-quality microphone for voice 
interactions can expedite user comprehension, thereby reducing 
occurrences of misinterpreting spoken words. 

TABLE 1: System testing for the letters and colors using the vision-only mode. 

Testing type Letters Colors 

With room lighting 80 % pass 

20 % fail  

All pass 

Decreasing the 

room lighting 

67 % pass 

33 % fail 

All pass except 

blue, green 

Using a white 

background 

85 % pass 

15 % fail 

All pass 

Using a noisy - 

colorful 

background 

57 % pass 

43 % fail 

All pass, except 

blue, green 

 

TABLE 2: System testing for voice interaction. 

Testing type Results 

In a quiet room The system works fine. 

In a noisy room - 

classroom 

The microphone can't hear the 

voice, and the speaker is low. 

Sitting close (less than 

50 cm from the laptop) 

to the microphone 

The system works fine. 

Sitting far (more than 

50 cm from the laptop). 

The microphone can't hear 

well. Misinterprets the words. 

 

VII. ENHANCING INCLUSION: FUTURE DEVELOPMENTS FOR 

THE PEDAGOGICAL AGENT 

The challenges encountered by students with learning 
disability in acquiring letter and color knowledge can be 
effectively addressed by integrating sensory components into 
the existing application. These enhancements include audio-
guided instructions and voice-based interactions, facilitating 
letter recognition and auditory-verbal memory for dyslexic 
learners. Furthermore, these attributes deliver immediate 
feedback and positive reinforcement for accurate responses, thus 
maintaining learning outcomes and motivation for all learners.  

Several tools and technologies can be integrated further to 
enhance the Machine Learning-based Pedagogical Agent for 
inclusive education. Specifically tailored to the needs of 
dyslexic students, the application's user interface can be 
designed to accommodate dyslexia-friendly fonts, suitable color 
contrasts, and distinct visual cues that facilitate reading and 
comprehension. Embracing a phonics-centered methodology, 
emphasizing the correlation between letters and sounds can be 
particularly advantageous for dyslexic students grappling with 
phonological processing difficulties. Additionally, integrating 
letter contour highlighting and color-coded letter systems can 
contribute to more efficient letter recognition and differentiation 
among dyslexic students. 

The future trajectory of the Machine Learning-based 
Pedagogical Agent is decidedly promising, marked by ongoing 
technological and research advancements. Continued progress 
in hardware and software domains augments the pedagogical 
agent's precision, speed, and user-friendliness.  

VIII. CONCLUSION 

The main objective was to develop a pedagogical agent 
using machine learning that can be seamlessly integrated into 
the field of education to perform advanced image recognition 
and effectively distinguish between letters and colors. By 
leveraging the power of artificial intelligence (AI) in the 
classroom, this project holds immense significance as it has the 
potential to revolutionize traditional teaching methods and 
inspire educators to adopt innovative techniques to improve 
student learning outcomes. With the developed application, 
teachers can now utilize a sophisticated tool to evaluate the 
learning progress of students aged 6 to 8 more precisely and 
efficiently. However, as with any innovative project, there is 
always room for improvement and further development. Several 
potential modifications could be considered to enhance the 
application's capabilities and expand its potential in the field of 
education. Firstly, instead of students holding the letter or color 
in front of the camera for recognition, the system could be 
modified to prompt students to present a specific color or letter. 
This would add an interactive element to the process, 
encouraging students to actively engage with the application and 
participate in the learning process, thereby fostering a more 
dynamic and immersive educational experience. Secondly, to 
optimize the application processing overhead, the continuous 
recognition approach could be refined by capturing a screenshot 
and performing recognition only when the letter or color is in 
front of the camera. This will ensure smooth and efficient 
operation during classroom activities. 



      To broaden the application's language recognition 
capabilities, it could be enhanced to read complete words instead 
of just individual letters. This would enable teachers to assess 
students' language skills more comprehensively and provide 
feedback on their word recognition abilities, thus facilitating 
language development. By incorporating these potential 
modifications, the application could be further refined and 
extended to unlock new possibilities in the field of education. 
With continuous improvements and advancements, this project 
has the potential to impact how teachers teach, and students 
learn, paving the way for a more innovative and effective 
educational environment. 

      The simplicity of this machine learning (ML) application 
sets it apart from other research in the field, as it has been 
designed explicitly with elementary students in mind. This 
consideration is crucial, ensuring the software is user-friendly 
and accessible to young learners. The software has been 
developed to be easily compatible with Raspberry Pi, making it 
simple to operate on any humanoid robot with a camera, 
microphone, speaker, and Raspberry Pi. The ease of use and 
compatibility of this software make it a viable option for 
integration into classrooms, where it has the potential to 
motivate teachers to explore and apply different methods to 
enhance students' learning experiences. The software's 
adaptability to different hardware configurations, such as 
Raspberry Pi, ensures that it can seamlessly integrate into 
classroom setups without requiring significant modifications or 
investments in specialized equipment. 

      As a future improvement, adding a Graphical User 
Interface (GUI) could further enhance the user experience of the 
software. Including a GUI would allow users to interact with the 
software through visual elements on the screen, providing a 
more intuitive and user-friendly interface for choosing between 
camera and voice interaction options. For instance, users could 
click on the screen to select their preferred option rather than 
using the keyboard to input numerical choices (1 for camera, 2 
for voice interaction). Implementing a GUI could make the 
software even more accessible and user-friendly, especially for 
young students who may be more familiar with graphical 
interfaces. By incorporating a GUI, the software could provide 
users a seamless and interactive experience, enhancing their 
engagement and making the learning process more enjoyable 
and effective. The potential addition of a GUI in future iterations 
could further enhance the software's usability and user-
friendliness, motivating teachers to explore innovative methods 
for enhancing students' learning experiences. With continuous 
improvements and refinements, this software has the potential 
to contribute to the advancement of education by incorporating 
ML technology in a simple and accessible manner. 
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