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Neuronal responses to omitted tones in the auditory
brain: A neuronal correlate for predictive coding
Ana B. Lao-Rodríguez1,2†, Karol Przewrocki3†, David Pérez-González1,2,4†, Artoghrul Alishbayli3,
Evrim Yilmaz3, Manuel S. Malmierca1,2,5*‡, Bernhard Englitz3*‡

Prediction provides key advantages for survival, and cognitive studies have demonstrated that the brain com-
putes multilevel predictions. Evidence for predictions remains elusive at the neuronal level because of the com-
plexity of separating neural activity into predictions and stimulus responses. We overcome this challenge by
recording from single neurons from cortical and subcortical auditory regions in anesthetized and awake prep-
arations, during unexpected stimulus omissions interspersed in a regular sequence of tones. We find a subset of
neurons that responds reliably to omitted tones. In awake animals, omission responses are similar to anesthe-
tized animals, but larger and more frequent, indicating that the arousal and attentional state levels affect the
degree towhich predictions are neuronally represented. Omission-sensitive neurons also responded to frequen-
cy deviants, with their omission responses getting emphasized in the awake state. Because omission responses
occur in the absence of sensory input, they provide solid and empirical evidence for the implementation of a
predictive process.
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INTRODUCTION
Mismatch negativity (MMN) is a component of the auditory event–
related potentials that is elicited when acoustic expectations are vi-
olated. It has been shown to correlate with behavioral and percep-
tual measures of deviance detection. Furthermore, the amplitude of
the MMN response indexes the magnitude of the expectancy viola-
tion. The MMN response is widely considered as a neurophysiolog-
ical correlate of a perceptual prediction error (1–9) that results from
the comparison between the actual sensory (bottom-up) input and a
memory trace, so-called prediction, encoded in top-down activity
(10–14). A prediction error would arise when there is a mismatch
between the internal prediction and the actual sensory input. A dis-
tinct aspect of the MMN is that the omission of an expected audi-
tory stimulus (analogous to the deviant stimulus in an oddball
paradigm) is often accompanied by elicitation of the omission
MMN component in humans (15–22). This is important because
it confirms that MMN is not simply a passive, bottom-up process
that leads to synaptic adaptation to repeated stimuli due to a cons-
tant stimulation of the same afferent pathways (8, 23). Previous
studies have argued that the omission response provides conclusive,
empirical evidence of the predictive process, as it occurs in the
absence of sensory input (19, 20).

Thus, predictions can be studied by examining the neuronal sig-
nature to the omission of an expected sound. Omission responses
therefore might constitute a critical and underestimated test, partic-
ularly in animal models, which may be pivotal in uncovering the

substrates of predictive processes. If stimulus-evoked neuronal ac-
tivity indexes the difference between a sensory signal and its top-
down prediction, then the omission of a predicted sensory signal
should lead to neural activity, which reflects the pure prediction
signal (4, 19, 20, 24–27). A classic functional magnetic resonance
imaging study has previously examined the topic of auditory
imagery by introducing gaps of silence in familiar and unknown
songs, showing neural activation of auditory cortex (AC) during
the gaps of silence (28). However, empirical data at the single-
neuron level in animal models to support the predictive coding hy-
pothesis in this context are elusive.

We therefore aimed to investigate whether single neurons in dif-
ferent auditory areas respond to the omission of stimuli similar to
the human MMN response. We used two rodent species that have
proven to share a similar auditory system (29, 30), which allow easy
experimental manipulation in anesthetized or awake preparations.
We found neural responses to the (silent) omission of a predictable
pure tone in a subpopulation of neurons in the AC neurons under
urethane anesthesia and in the awake state. In the latter, the propor-
tion of AC neurons exhibiting omission responses was found to be
substantially larger (~36% of recorded neurons, compared to 22%
in anesthetized). These neurons responded to pure-tone stimuli but
showed an even larger response when tones in a sequence of iden-
tical tones were omitted. We explored responses at different rates of
tone trains and found that this distinct response to the omitted
stimuli mostly occurred during rapid tone trains as in human
MMN studies [stimulus onset asynchrony (SOA) ≤ 150 ms]. Omis-
sion selectivity increased during the sequence, primarily because of
further adaptation of the response to the standard tone. In the awake
state, omission responses became more distinct from deviant re-
sponses. Spatially, strong omission responses were more abundant
in the caudal portions of the primary AC (A1), posterior auditory
field (PAF), suprarhinal auditory field (SRAF), and ventral auditory
field (VAF) in anesthetized rats.
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RESULTS
Below, we first describe the quantitative characterization of omis-
sion-related responses and their dependence upon several experi-
mental factors such as species, brain region, brain state, SOA, and
sequence predictability. Then, we compare omission-related re-
sponses in relation to corresponding stimulus-bound (evoked) re-
sponses. Moreover, we investigate the latency of the responses, their
sequence dependence, relation to pure-tone deviant responses, and
their laminar and field specificity.

We tested whether neurons of the auditory pathway exhibit ele-
vated responses to the omission of sounds within a fixed-rate, repet-
itive sequence, i.e., whether their response signifies a violated
expectation of a regularly repeating sequence. For this purpose,
we recorded neuronal activity in the AC of urethane-anesthetized
rats (n = 77) and mice (n = 350) as well as awake mice (n = 393),
and also from the inferior colliculus (IC) (n = 48; cf. Supplementary
Materials) in urethane-anesthetized rats in response to a set of long
pure-tone sound sequences. The sequences corresponded to an
oddball paradigm (31) where the deviant was an omitted stimulus
(Fig. 1 and fig. S1). We tested each neuron with a set of tone se-
quences, with fixed frequencies and intensities chosen to fall
within its frequency response area. Sequences differed in their

SOA (SOA: 125, 250, or 500 ms), in which the pre-activity and
the analysis windows were chosen in accordance to the increasing
SOAs to capture possible long latencies, and precise sequencing,
either with a random number of tones before an omission or a
fixed number (periodic). In a subset of the recordings in the
mouse AC, we also presented classical oddball sequences of identi-
cal temporal structure with pure-tone deviants.

Omission responses were defined as a temporally localized ele-
vation of spiking activity occurring during the periods of silence
(omitted deviant; Fig. 1, asterisks in AC recording trace) when a
stimulus was omitted (randomly or periodically, 10% probability
in both cases) in a long sequence of tones (Fig. 1). Significance
was assessed on a neuron level first before aggregating across
neurons. This is essential as the classical theory of predictive
coding (14) suggests that only a subset of neurons will respond to
the omission of a predictable stimulus, likely signaling a prediction
or prediction error (see Discussion for details), particularly inhibi-
tory neurons (19–21). Specifically, we compared the neuronal activ-
ity recorded just before each omission trial (time windows of−25 to
5, −75 to 5, and −195 to 5 ms), with the window corresponding to
the timing of the expected stimulus (5 to 120, 5 to 150, and 5 to 225
ms, respectively), using one-sided Wilcoxon signed-rank test at a

Fig. 1. Experimental setup and design for recording from the IC and AC. While stimulating with sequences of pure tones, neuronal activity was recorded using
microelectrodes in the urethane-anesthetized rats (AC and IC) as well as urethane-anesthetized and awake mice (AC). The long tone sequence consisted of a repeating
tone (standard probability: 90%) that was occasionally replaced by an omitted tone (average deviant probability: 10%). Traces correspond to actual recordings (from the IC
and AC of urethane-anesthetized rats, respectively). Red stars indicate neuronal responses during an omitted tone. SOA denotes the amount of time between the start of
one stimulus and the start of the following stimulus.
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significance level of 0.05. We only checked for elevations in firing
rate here, while we do not exclude that other neurons might show
systematic reductions of their activity. To preempt a positive detec-
tion bias due to circular analysis (“double dipping”) (32, 33), we im-
plemented split data analysis, i.e., half of the omission trials were
used to assess whether a neuron showed a significant response,
and the other half of the data were then used further on. In this
way, random elevations of firing rate cannot systematically influ-
ence all subsequently analyzed measures. Following these criteria,
19.5% (15 of 77) and 21.7% (76 of 350) neurons from urethane-
anesthetized rat and mice, respectively, as well as 35.6% (140 of
393) neurons from awake mice responded to omitted tones in 125
ms of SOA and are referred to as “omission-sensitive neurons.”Data
from the IC are only reported in the Supplementary Materials (cf.
fig. S2), as the number of omission-sensitive neurons was too low
for subsequent analyses.

Evidence of omission responses in AC neurons
Omission responses were originally found at an SOA of 125 ms in
human electroencephalography (EEG) recordings (16). In the
present experiments in rodents, we consistently find omission re-
sponses for this SOA (see Fig. 2A, red traces; representative
neurons with significant omission responses, i.e., omission-sensi-
tive neurons) under all three recording conditions. Omission re-
sponses in the AC of anesthetized rodents (Fig. 2A, left and
middle) are salient in comparison to the preceding stimulus re-
sponse, which is the last stimulus in the stimulation sequence

before the omission. The omission response for the awake mouse
AC neuron is very distinct, both in size and timing (Fig. 2A, right).

Next, we computed grand-average peristimulus time histograms
(PSTHs) including all neurons showing significant omission re-
sponses (Fig. 2B; see Materials and Methods for details) for the
three conditions. As in the individual cells, the omission responses
are more robust as we progress from anesthetized to awake animals.
Significantly, while positive omission responses are present in anes-
thetized rodents, AC populations (Fig. 2B, left and right), they are
even more pronounced in the awake mouse preparation (Fig. 2B,
right). The stimulus-evoked response (blue) shows less adaptation
in awake mice (Fig. 2B, right) as opposed to cortical neurons in
anesthetized rats and mice (Fig. 2B, left and middle). In awake
mice, the onset responses to each stimulus are visible and the omis-
sion-evoked activity (red) is readily recognizable (Fig. 2B, right).
The firing rate in response to sound stimulation is low in anesthe-
tized rodents, except for the first stimulus after the omission, and it
tends to increase during omitted tones (Fig. 2B, left and middle).

The shape of the responses to the stimulus typically had an onset
component, both in individual examples and at the population
level. Using the 115-ms analysis window that includes most of the
evoked responses (see Materials and Methods), only in the case of
the anesthetized animals the response to the stimulus after the omis-
sion was larger than the response to the stimulus previous to the
omission (P = 0.0125 and P < 0.0001 for rats and mice, respectively;
Wilcoxon test). However, when using a 30-ms analysis window en-
compassing only the onset component, we found that the response
to the stimulus after the omission was larger than the response to
the stimulus previous to the omission under all conditions (anesthe-
tized rat: P = 0.0496, anesthetized mouse: P = 0.0402, awake mouse:
P < 0.001;Wilcoxon test). Under the awake condition, as opposed to
the responses to the stimuli, the omission responses tended to be
more sustained and started from the expected time of occurrence
of the omitted stimulus, often continuing to the subsequent stimu-
lus presentation.

In summary, omission-evoked responses are strongly represent-
ed at 125 ms of SOA occurring both under anesthetized and awake
states in the AC, with a substantial increase in magnitude in the
awake state (for comparison with our smaller dataset from the IC,
see fig. S2). At longer SOA (250 and 500 ms), we still detected a
small subset of omission-sensitive neurons, but their average re-
sponses (based on the second half of the split data analysis) did
not provide substantial evidence for reliable omission responses at
these SOAs.

Comparison between sound and omission responses
Above, we identified putative omission-sensitive neurons using the
split data approach on half of the omission trials. Below, we evaluate
their response on the population level and compare them to re-
sponses to stimuli (not just the preceding one) and responses to
stimuli after the omission. Each of these responses was referenced
to the omission preceding activity to have a common local baseline,
as we expect the spontaneous rate before the stimulation sequence
to overestimate the within-sequence spontaneous rate (Wilcoxon
test with Holm-Bonferroni correction, P < 0.05; Fig. 3). AC
neurons from anesthetized rats and mice responded with similar
firing rates to stimuli and omissions (P = 0.577 and P = 0.067, re-
spectively; Fig. 3, A and B). On the other hand, awake mice AC
neurons showed a significant enhancement of omission responses

Table 1. Summary of firing rates.

Firing rates
(spks/s)

AC
anesthetized

rat

AC
anesthetized

mouse

AC
awake
mouse

Mean

Stimulus 1.0963 0.4046 2.0372

Omission 1.1347 1.0728 5.3385

After-omission 2.9421 3.1175 2.0246

Median

Stimulus 0.8614 0.3840 1.4255

Omission 1.087 0.9116 3.2464

After-omission 1.1592 1.8439 1.8081

P values

Stimulus/pre-
omission

0.0002 <0.0001 <0.0001

Omission/pre-
omission

0.0001 <0.0001 <0.0001

After-omission/
pre-omission

0.0001 <0.0001 <0.0001

Omission/
stimulus

0.5765 0.0670 <0.0001

Stimulus/after-
omission

0.0384 <0.0001 0.2756

Omission/after-
omission

0.2769 0.0016 <0.0001
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relative to stimulus responses (P < 0.001; Fig. 3C; cf. Table 1
for details).

We found that the response to the omission was particularly
stronger than to the first stimulus after an omission under the
awake condition, highlighting the omission response in the se-
quence (P < 0.001; Fig. 3C). The average firing rate in response to
after-omission stimuli was significantly larger than the average re-
sponse to the rest of stimuli in anesthetized rat and mouse neurons
(P = 0.038 and P < 0.001), but not in awake mice AC neurons (P =
0.276), although it is also significant when using a 30-ms window,
adapted to the brevity of the response (see above). The reduced
average response to all stimuli (excluding after omissions) is prob-
ably due to an adaptation effect to the repeated stimuli (7, 34),
which is later released by the occurrence of the omission and sub-
sequent after omission (see more details below in the “Omission-
sensitivity dynamics depend on brain state” section).

Furthermore, we tested whether there were differences in the re-
sponse to the omission under the periodic and random conditions
(with a common, average probability for omissions of 10%), but
there were no significant differences at the population level (P =
0.93, Wilcoxon test). As an occurrence of the omission in the peri-
odic sequence is more predictable, we originally hypothesized a
greater response under the random condition. The lack of a differ-
ence could be explained by the length of our shortest sequence
under the random condition (3) in relation to the dynamics of re-
sponse adaptation (see more details below in the “Omission-sensi-
tivity dynamics depend on brain state” section and Discussion).

In summary, we find two important features regarding the omis-
sion firing rates: First, for omission-sensitive neurons, the firing rate
during the omission is similar to the sound-evoked firing rate under
the anesthetized condition (in both rat and mouse), but under the
awake condition, the omission response is even larger than the

Fig. 2. Neurons in the AC show responses to the omission of a predictable sound. (A) Representative examples of omission responses in individual AC neurons.
Neurons from the three recorded conditions are shown in the different columns (anesthetized rat, anesthetizedmouse, and awakemouse; from left to right, respectively).
Firing rates (spikes per second) and time (ms) are represented in vertical and horizontal axes. The duration of the stimuli and omitted tones (75 ms) is represented by
vertical gray-shaded and white continuous line boxes, respectively. The responses have been computed as centered on the omitted tone whose response is occurring
during the white vertical reference box. The red traces indicate responses during the omission analysis window. The preomission activity is also depicted as reference
(gray horizontal line). Shaded areas indicate SEM. (B) Grand average of the responses of all the omission-sensitive neurons, per recorded condition, indicating the number
of neurons included.
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sound-evoked activity over the analysis window. Second, the neural
response of omission-sensitive neurons exhibits a timed rise at the
start of the expected tone following an omission.

To quantify the comparison between sound- and omission-
evoked activities, we computed an omission index (iOmi) at the cel-
lular level [iOmi = (Omi FR − Stim FR)/(Omi FR + Stim FR)], for
the omission-sensitive neurons, under the three recorded condi-
tions, where the firing rate (FR) for stimuli was averaged from all
stimulus presentations (Fig. 4A). Negative and positive iOmi
values show neurons that exhibit a larger response to the sound
or to the omission, respectively.

The average iOmi (Fig. 4A, vertical red dotted lines) quantifies
the response selectivity to omissions for a group of neurons, here
applied to the omission-sensitive neurons. Anesthetized rat AC
neurons respond similarly on average to the stimulus and to the
omission (iOmi = −0.089, P = 0.661, Wilcoxon test with Holm-
Bonferroni correction; Fig. 4A, left), as well as anesthetized
mouse AC neurons (iOmi = −0.006, P = 0.836; Fig. 4A, middle),
while in awake mouse AC neurons, the average response to the
omission is larger than to the stimulus (iOmi = 0.055, P < 0.001;
Fig. 4A, right). Notably, the average iOmi is significantly larger in
the awake mouse AC than in the anesthetized mouse AC (P =
0.0013, Wilcoxon rank sum).

Next, we compared the omission-sensitive (Fig. 4B, red) neurons
to their complement, referred to as omission-insensitive (Fig. 4B,
blue) neurons, in terms of the difference in activity to omissions
and stimuli. In line with the definition of these groups of cells, we
find that the omission-sensitive neurons have a larger difference
than omission-insensitive neurons, thus relatively responding
more to omissions (P = 0.028 and P = 0.016 for anesthetized rats
and mice, respectively, and P = 1.7 × 10−8 for awake mice, Wilcoxon
rank sum tests). While under urethane anesthesia, the difference is

negative, i.e., greater responses to stimuli than to omissions, in both
species (Fig. 4B); this relation reverses for the omission-selective
neurons in the awake mouse (Fig. 4B, right, red). In all comparisons
above, both omission and stimulus responses were referenced to the
activity in the preomission period to focus on relative changes
within cells instead of absolute firing rates.

In summary, the degree of omission selectivity in the neural re-
sponses was comparable between species in the AC and increased in
the awake compared with the anesthetized state in themouse.While
omission selectivity differed in omission-sensitive and omission-in-
sensitive populations under all conditions, the difference was most
pronounced in the awake state.

Response latencies of omission and sound responses
To explore the omission responses further, we measured and com-
pared the peak latency for the omission- and sound-evoked activity
(paired Wilcoxon test with Holm-Bonferroni correction, P < 0.05;
Fig. 5). Response latencies for omitted tones, stimuli, and after-
omission stimuli are shown in Fig. 5 for the three recorded condi-
tions. The neurons show very similar latencies for the omission- and
stimuli-evoked responses in both anesthetized preparations (Fig. 5,
A and B, and Table 2), while the latency of the omission responses is
larger than the latency of the stimuli-evoked responses in the awake
mouse AC (P < 0.001); this is probably caused by multiple factors,
including differences in the profile of the responses to the stimulus
(peaking closer to the sound onset) and the omission (more sus-
tained responses), overall larger firing rates, and reduced stimulus
adaptation under the awake condition, which would contribute to
faster responses. A real and genuine omission response should be
time-locked to the period when the stimulus is expected to
happen (but it is omitted). These latency data support the notion
that the source of the omission response (i.e., putative prediction)

Fig. 3. The prevalence and strength of omission responses increase under awake condition. Firing rates of omission-sensitive neurons in the AC of the anesthetized
rat (A), anesthetized mouse (B), and awake mouse (C). Sound-, omission-, and after-omission–evoked activities are represented by blue, red, and purple violin plots,
respectively. In this and similar violin plots, the horizontal solid lines indicate the mean of the distribution, while the inner gray box indicates the interquartile range.
Similarly, thewhite circles indicate themedian and thewhite triangles show the 95% confidence interval for themedian. Evoked firing rates have been baseline-corrected,
relative to preomission activity. Asterisks directly over the violin plots indicate that the distribution is statistically different from 0 (Wilcoxon test with Holm-Bonferroni
correction; see Table 1). Asterisks over horizontal lines indicate significantly different distributions (Wilcoxon test with Holm-Bonferroni correction; see Table 1). *P < 0.05,
**P < 0.01, and ***P < 0.001.
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could differ from the stimulus response (forward response) as
posited by predictive (14) coding (cf. Table 2 for details).

Comparison between omission and deviant responses
Responses to unexpected changes in tone properties, so called devi-
ants, are very related to responses to omissions, as the latter can be
considered a special case of a deviant. Their properties have long
been studied under the topic of stimulus-specific adaptation—
often considered a special case of predictive coding—where a
certain degree of adaptation occurs for the repeated standard stim-
ulus, while the deviant stimulus leads to a larger response, in higher
auditory areas even larger than it would be in isolation (7, 8, 10, 23,
34). A natural question is whether the classical deviant responses
co-occur with omission responses.

To address this question, we compare here the neural response
for omission-sensitive neurons in the anesthetized and awake
mouse AC (targeting A1). In the awake dataset, the deviant and
omission conditions were presented for a subset of 126 (of a total
of 393) cells, while in the anesthetized set, they were presented for
all 350 cells, of which 55 and 76 were omission-sensitive, respective-
ly. As usual, the deviant response (Fig. 6A, left column, orange) was
larger than the standard response (P = 1.4 × 10−9, one-sided Wil-
coxon signed-rank test; Fig. 6A, left column, blue), which, under the

anesthetized condition, was nearly completely adapted. The omis-
sion response was less precisely timed than the deviant response,
but was significantly larger than the preomission period (Fig. 6A,
left, red). Under this condition, both omission-sensitive and omis-
sion-insensitive neurons responded similarly to omission and
deviant stimuli, as evidenced by the overlap of the cumulative dis-
tributions of the difference between deviant and omission responses
(P = 0.15, Wilcoxon rank sum test between the two populations on
omission-deviant responses; Fig. 6A, middle and right). The curves
intersect the ordinate at 0, indicating that responses to deviants
were, on average, larger than to omissions.

On the other hand, the omission-sensitive neurons (Fig. 6B) also
showed a very strong response to the deviant and a clearer response
to the standard than under the anesthetized condition, likely
because of reduced stimulus adaptation. In addition, the awake
preparation shows a clear sustained response to the omission,
with an overall rate similar to the deviant response (P = 0.36).
Under this condition, omission-sensitive neurons respond to omis-
sions with larger firing rates than to deviants (P = 0.0017), which is
not the case for omission-insensitive neurons (Fig. 6B, middle).
This is also indicated by the “dent” in the cumulative distribution
of the difference between omission and deviant responses for the
omission-sensitive neurons (Fig. 6B, right, red). These response

Fig. 4. Responses to omission become larger than stimulus responses under the awake condition. Distribution of iOmi between the recorded conditions. (A) iOmi
for omission-sensitive neurons show progressively increasing values, from negative under the rat anesthetized condition, to positive values in the mouse preparations,
being highest under the awake condition. Positive iOmi values indicate that the neuron responds with higher firing rates to the omission than to the stimulus, while
negative values indicate the opposite. (B) Comparison of omission-sensitive (red) with omission-insensitive (blue) neurons shows increasing omission selectivity toward
AC and further in the awake state. This is indicated by a larger separation between the curves, particularly for values >0, indicating greater responses to omissions
than stimuli.
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properties in the AC show that omission-sensitive neurons can also
have a response to deviant sounds; however, in the awake state, the
omission response of the omission-sensitive neurons becomes com-
parable in size and more specific to omissions (see Discussion
for details).

Omission-sensitivity dynamics depend on brain state
Next, we analyzed whether omission-sensitive neurons show a de-
pendence of their response on the history of stimulation, and how
this depends on the state of the animal. First, we considered the

neural responses as a function of the overall stimulation sequence.
As expected, the stimulus response exhibited a fast decay, within just
two stimuli under both the anesthetized (Fig. 7A, left, blue) and the
awake (Fig. 7A, right, blue) condition. Under the awake condition, a
second time scale of adaptation existed with a time constant of ~5 s.
The level of the omission responses (red) stayed rather constant over
the period of the whole sequence in both states. The iOmi index of
omission selectivity (Fig. 7B; see Methods) showed a slow increase,
which was more pronounced under the awake case (r = 0.39, P = 1.2
× 10−16, Pearson correlation) than under the anesthetized condition
(r = 0.1, P = 0.035). This was probably mostly driven by the adap-
tation of the standard response, potentially signifying a buildup of
predictions (21).

Second, we studied the omission-evoked responses in relation to
the number of stimuli preceding the stimulus omission. In the anes-
thetized case, a significant decrease [P = 0.02, Kruskal-Wallis anal-
ysis of variance (ANOVA)] is observed for the omission response
(Fig. 7C, left, red). The response to the first standard after the omis-
sion (purple) shows a similar but nonsignificant dependence. Un-
expectedly, no dependence with a decrease for shorter sequences of
standards is present in the awake case (Fig. 7C, right); conversely,
the standard response instead shows a significant decrease (P =
0.00074). For the omission response, no dependence is present, al-
though the omission response is on a high level relative to the stan-
dards (firing rates are normalized to the average standard response
here), which suggests that the omission response might already have
reached a plateau level. This possibility is supported by the rapid
adaptation of the standard response after the omission (Fig. 7D),
which is very salient in the anesthetized case and completes after
just two standard stimuli, and even after just one in the awake
case. In the latter, this behavior is only apparent if a shorter time
window (30 ms) is used for the analysis (Fig. 7D, right, inset),
which matches the brief, driven response (see Fig. 2B, right).

In summary, the omission sensitivity shows a significant slow
increase over prolonged stimulation, particularly under awake

Fig. 5. Comparison of response latencies for omission and stimulus responses.Distribution of response peak latencies (ms) of omission-sensitive neurons in the ACof
the anesthetized rat (A), anesthetized mouse (B), and awake mouse (C). The blue, red, and purple violin plots depict the distribution of the sound stimuli, omission, and
after-omission latencies (see Fig. 3 for the meaning of the violin plot symbols). Asterisks denote statistical significance between stimuli and omission latencies (***P <
0.001; paired Wilcoxon with Holm-Bonferroni correction; see Table 2).

Table 2. Summary of responses latencies.

Response
latency (ms)

AC
anesthetized

rat

AC
anesthetized

mouse

AC
awake
mouse

Mean

Stimulus 42.8333 50.4474 36.5929

Omission 42.5 56.3289 57.8214

After-omission 61.9 47.1842 40.5

Median

Stimulus 36.5 41 17.5

Omission 35.5 50.5 54.5

After-omission 78.5 38.5 26.5

P values

Stimulus/
omission

0.8904 0.8904 <0.0001

Stimulus/after-
omission

0.5830 0.5830 0.3066

Omission/after-
omission

0.4052 0.4052 0.0001
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conditions. A dependence on the number of preceding standards is
found in anesthetized, but not in awake. The latter might indicate
that the omission response has already reached a plateau, which we
cannot resolve presently, as even shorter sequences of standards (1
to 2) would be required.

Histological distribution of omission responses
The histological analysis of the electrolytic lesions in the IC demon-
strates that omission-sensitive neurons are located in the nonlem-
niscal IC (fig. S3). To test whether omission responses show any
specific distribution across the AC fields and/or layers, we analyzed
where neurons with omission responses were located in the differ-
ent AC regions (Fig. 8 and fig. S4).

We analyzed the distribution of omission-sensitive neurons
across layers (Fig. 8, A to C). In the AC of anesthetized rats, the

proportions of omission-sensitive neurons were 7.1, 35, and 22%
for supragranular, granular, and infragranular layers, respectively
(Fig. 8A, burgundy bars relative to gray). In the AC of anesthetized
mice, these proportions were 26% of the neurons in the supragra-
nular layers that were omission-sensitive, 30% in the granular, and
19% in the infragranular (Fig. 8B, burgundy bars). For awake mice
AC neurons, these proportions were 40, 38, and 34% for the supra-
granular, granular, and infragranular layers, respectively (Fig. 8C,
burgundy bars). We performed bootstrapping analysis on all three
recording sets, but only found a significant reduction relative to the
distribution of expected counts in the supragranular layer (P =
0.003, based on 300,000 independent draws, and P < 0.05 signifi-
cance bound), although there appears to be a tendency for a
higher fraction of omission-sensitive cells in supragranular layers
in the awake compared with the anesthetized mouse. However,

Fig. 6. Omission-sensitive neurons differentiate their response from deviants in the awake state. (A) In the AC in the anesthetized mouse, omission-sensitive
neurons show a strong response to deviants (orange; left), which substantially exceed the omission (red) and standard stimulus (blue) responses [P = 0.00018 and P
= 1.4 × 10−9, Wilcoxon signed-rank test (one-sided) between deviant responses relative to omission or standard responses; n = 76]. The relative responses of omission-
sensitive (red) and omission-insensitive (blue) neurons to omissions and deviant stimuli are statistically indistinguishable (middle), indicated by the overlapping cumu-
lative distributions of difference between omission and deviant responses (right column; P = 0.15, Wilcoxon rank sum test between the two populations on omission-
deviant responses). Shaded areas in the left column indicate one SEM. All responses are relative to the preomission baseline period. (B) In the AC of the awake mouse, the
responses are generally larger and the omission response becomes comparable in overall rate to the deviant response (P = 0.36), while the deviant response is ~91%
larger than the stimulus response (P = 2.7 × 10−7). Many cells, particularly from the omission-sensitive (red) group, show omission responses that are larger than the
deviant response (middle; red dots above diagonal). In the awake state, omission-sensitive neurons show a clear and significant separation in the difference between
omission and deviant responses (P = 0.0017).
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Fig. 7. Omission response progression depends on brain state. (A) Responses of the omission-sensitive cells to the standard stimulus (blue) adapt in both the anes-
thetized (left) and awake (right) state. Adaptation occurs more rapidly in the anesthetized state, reaching baseline already after ~1 s, while in the awake state, two time
scales of adaptation are apparent, one very fast (one to two stimuli, i.e., ~125 to 250 ms) and the second with a time constant of ~5 s. The omission response stays rather
constant over the entire period under both conditions but is consistently larger in the awake case (P = 1.2 × 10−22, Wilcoxon signed rank test between awake and
anesthetized). (B) The index of omission sensitivity in relation to the standard responses, iOmi, consequently increases over time in the awake case (r = 0.38, p = 1.2
× 10−16, Pearson correlation), while this correlation is weaker and only borderline significant in the anesthetized case (r = 0.1, P = 0.035). (C) In the anesthetized state, the
omission response exhibited a significant dependence on the number of standards preceding it [P = 0.02, Kruskal-Wallis analysis of variance (ANOVA)]. In the awake state,
the omission response already starts at a high level and has no significant dependence on the number of preceding standards, possibly indicating that the dependence
has already plateaued. The after-omission response shows a fast and significant decay to a plateau level. (D) The response to the standard following an omission decayed
quickly, within two stimuli under anesthesia and just one stimulus in the awake (see inset for 20-ms analysis window; P values based on Kruskal-Wallis ANOVA). Using our
standard analysis window (5 to 120 ms), the effect is also significant, but less pronounced, because of the brevity of the response (see Fig. 2B, right).
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additional research with higher-density probes will be required to
fully address this question.

Last, we investigated the location of omission-sensitive neurons
in subfields of the AC. Location datawere only available in the rat, as
the recordings in the mouse were all targeted toward A1 only. As we
acknowledge that the number of cells is likely insufficient for a com-
plete map, we provide these data in the supplement as suggestive
evidence. To allocate each recorded neuron to a specific field in
the rat AC, we recorded the frequency response areas and analyzed
the topographical distribution of characteristic frequencies for all
units. Each recording was assigned to a dorsoventral and rostrocau-
dal coordinate relative to bregma as in previous studies (7, 8, 35, 36).
This analysis allowed us to pool the data from all animals (fig. S4A)
and construct a synthetic map of characteristic frequencies across
the entire rat AC (7, 8). Similar to these previous works, we found
a high-frequency reversal zone between VAF (caudally) and anteri-
or auditory field (AAF; rostrally), a low-frequency reversal zone
between A1 and PAF (dorsocaudally), and a high-frequency rever-
sal between VAF and SRAF (ventrally). Thus, we could reliably
define the lemniscal (A1, AAF, and VAF) and nonlemniscal
(SRAF and PAF) auditory cortical fields as shown in fig. S4A. The
omission-sensitive neurons found in this study were located mostly
toward the caudal areas of the AC, within the limits of A1, PAF, and
SRAF (fig. S4A). When plotting iOmi levels for all significant se-
quences recorded (in this case, we did not use the average value
per unit, because it would not allow to properly map the whole
AC), it becomes evident that, although omission responses are dis-
tributed in all fields, the highest levels of iOmi were found in SRAF
and PAF (fig. S4B).

DISCUSSION
The key finding of the current study is that a subset of neurons in the
auditory brain responds to the absence of an expected stimulus,
which provides empirical evidence in support of certain elements

of predictive coding in a subcortical area and sensory cortex (1,
37–41). Specifically, we demonstrate that robust neural activity
emerges during the omission of a sound in a regular sequence of
repetitive stimuli. These responses are consistent with prediction
error signals, as these omissions result in the violation of an expect-
ed stimulus when it should occur. We identified several key prop-
erties of the omission responses. In particular, our results
demonstrate that the omission responses depend on different pa-
rameters, including the repetition rate, brain state but are similar
across species. According to our findings, omission-sensitive re-
sponses are already present under anesthesia and become even
more pronounced under the awake condition in both number
and strength. The omission responses are likely the earliest neuronal
correlate underlying the salient perception of omitted stimuli in
humans and can be considered to provide additional support for
a hierarchical predictive coding framework (1, 37, 39, 42, 43).

Relation to previous studies
In humans, responses to omissions of tones are primarily observed
at rather high presentation rates (15, 16), corresponding to the pres-
ently used shortest SOA. To resolve these on the neuronal level, the
high temporal resolution available in electrophysiology is highly
suited. On the basis of single-unit recordings, our study demon-
strates clear omission responses at the spiking level in the auditory
system and thus identifies a potential neuronal correlate for those
omission responses previously recorded using noninvasive tech-
niques such as EEG/magnetoencephalography in humans (9, 16,
25, 44–49).

Multiple studies have investigated mismatches between predic-
tions and actual stimuli on the neuronal level using calcium
imaging in different sensory cortices. While calcium imaging pro-
vides the possibility for highly parallel recordings, its temporal res-
olution limits the use of comparably fast SOAs in continuous
sequences as in the present study. In the visual cortex V1 in the
mouse, multiple studies reported responses to sequence violations

Fig. 8. Distribution of omission-sensitive neurons in the AC layers. (A) Anesthetized rat, (B) anesthetized mouse, and (C) awake mouse. Horizontal dashed lines
indicate the boundaries between supragranular, granular, and infragranular layers. While the fraction of omission-sensitive neurons (burgundy bars) relative to the
total sample (gray bars) is low in supragranular layers in anesthetized rats, for awake mice, there is a tendency toward a higher proportion of omission-sensitive
neurons in the supragranular layers. Note that the depth AC is 1400 μm thick in mice because of the oblique trajectory of the recording electrodes to the pial
surface, while in rat, it is 1200 μm thick because of the orthogonal trajectory.
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[e.g., (50–52)], as well as in the somatosensory system (53). In the
auditory system, virtually no, if any, studies have directly looked for
omission responses at the cellular level, or have not directly reported
them (7, 8, 13, 34, 54, 55). Two studies have reported potentially
related results using calcium imaging: Li and colleagues (56) have
reported neural responses at the end of a regular, slow train of re-
petitive stimuli as a persistent evoked response, which they termed
echo responses (56, 57). While those echo responses might also
signal predictions, the much slower time scales (SOA: 2 to 4 s)
suggest different underlying mechanisms. Possibly because of lim-
itations imposed through the calcium dynamics, the studies did not
find omission responses at fast rates. Given the shorter SOAs, we
observe strong adaptation to the tones, while such adaptation
appears to be absent in the longer SOAs for the echo responses,
which suggests a difference in the contributing mechanisms.
Other differences between omission and echo responses include
latency and histological location: The latency of the present omis-
sion and stimulus responses was similar, which indicates that the
omission responses are time-locked to the expected time of occur-
rence of the omitted stimuli. In contrast, the latency of the echo re-
sponses is significantly longer than that of the stimulus responses
(237 versus 83 ms) (57). Omission responses are found in subcort-
ical neurons, at the IC level, while the echo responses seem to only
emerge at the cortical level (56). Moreover, these authors (56) also
discuss very elegantly how their echo responses differ from the clas-
sical omissions recorded under the oddball paradigm as we do here.
Li and colleagues (56) relate these responses to fit the time scales of
motor responses. This is a key aspect of their work as their results
strongly support that the neuronal circuits of the AC are critical for
coding predictive information and transforming it into anticipatory
motor behavior. There is also other work that is also similar in some
ways to the echo responses but recorded in the IC, the so-called
“long-lasting sound-evoked afterdischarge” responses or LSA
neurons (58). These authors argue that, because LSA produces
long-lasting firing in the absence of sound, it may be relevant to
temporary or chronic tinnitus or to some other aftereffect of
long-duration sound. While it thus appears that omission, LSA re-
sponses, and echo responses rely on different underlying mecha-
nisms, the use of different stimulation paradigms and recording
procedures complicates a conclusive comparison.

Earlier theoretical investigations using neural modeling had
already suggested the existence of omission responses (20, 59).
Omission responses were here created by the difference between
the activity of neurons encoding the prediction of the next stimulus
and the actual input (see the “Relation to predictive coding theory”
section for more details).

Relevance of the current results
We have recorded robust omission responses in the auditory
pathway of anesthetized rats and anesthetized and awake mice
using single- and multiunit recordings. These statistically signifi-
cant responses of single neurons evoked by omitted tones had the
largest proportion (~36%) observed in the awake AC and the lowest
at the urethane-anesthetized AC of rats (~20%) and mice (~22%).
The difference in the detected omission responses appears to be de-
termined most strongly by brain state, because we did not find a sig-
nificant difference between the omission response size in the AC
between the anesthetized rat and mouse. The fact that we found
omission responses also in anesthetized preparations suggests that

omission detection and thus predictive coding are already partially
available under the passive condition, without the need for specific
attention (8, 23). Furthermore, the proportion of omission respons-
es was only substantially present at the shortest SOA of 125 ms, i.e.,
at relatively high presentation rates (up to 8 Hz). This time course
suggests that if the sounds are close enough in time, then they form
a perceptual unit and, hence, compatible with the temporal window
of integration (15, 16, 60, 61) that integrates neighboring sounds
and/or omissions into a single percept.

While we could not find significant differences when the omis-
sion responses were preceded by a random number of reference
stimuli (random), compared to a fixed number of reference
stimuli (periodic), several studies have shown that expected omis-
sions evoke a smaller response than unexpected omissions (19,
25, 45). It may be that the number of preceding repetitions (nine
stimuli) in our periodic sequences is too large for producing an ac-
curate expectation of when it should happen in our rodent models;
if the animal loses track of how many repeated stimuli have hap-
pened, then these omissions would be perceived as events preceded
by a random (albeit large) number of stimuli. This is supported by
the rapid dynamics of adaptation or the responses to the standard
stimulus following the omission, which return to baseline in just
one to two stimuli (Fig. 7). Related to this, we only find a correlation
between the number of preceding stimuli and the omission re-
sponse under the anesthetized condition, while it may have
already reached a plateau in the awake case. This finding relates to
the previous work by Dürschmid et al. (62), which demonstrated
that transitional probabilities are different in AC and prefrontal
cortex by increasing the number of standards before a deviant oc-
currence. They observed that this increases the expectation of pre-
diction errors in the prefrontal cortex, while this was not the case for
the AC (62). This is in accordance with our data related to the
number of preceding standard responses before an omission that
did not show an enhancement but a sustained response. This is im-
portant because omission-selective responses have been reported in
humans (19, 27, 44, 63, 64), suggesting the preactivation of neural
circuits needed to process the actual physical inputs.

Additional related work in humans has shown an interaction
between arousal (in the form of attentional set and expectation)
and mismatch responses. For example, an elegant study by Auksz-
tulewicz and Friston (65) concluded that temporal attention and
sensory expectation produced opposing effects on evoked response
amplitude, when orthogonally manipulated in an auditory mis-
match paradigm. MMN was enhanced by attention, speaking
against its supposedly preattentive nature. The distinction
between expectation and attention may be useful when interpreting
our results in the awake mice. In other words, there is a difference
between expecting something and attending to a sensory stream,
and these can have opposite effects on the amplitude of mismatch
responses (and thus, presumably, omission-related responses).

Methodological considerations
An important strength in our study is that we have used two animal
species and two different recording preparations in two different
laboratory setups. This approach allowed us to distinguish the
effect of species and brain state on the omission responses and dem-
onstrate that the results under anesthesia do not differ significantly
between mice and rats, mimicking previous results (66–70). In con-
trast, the frequency of omission-sensitive cells and the magnitude of
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the omission responses were found to be larger in awake mice than
under anesthesia. This would be in line with the differences in the
level of response for humans in awake compared to unresponsive
wakefulness state [see, e.g., (67)]. Furthermore, this is also consis-
tent with our previous work comparing rat, mouse (8, 71, 72), and
others that show a similar structural and functional organization of
these rodents’ auditory system [e.g., (73–75)], speaking in favor of
the existence of genuine omission responses across species that can
be modulated by arousal state.

It is unlikely that the omission responses we observed are not
genuine responses or simply the reflection of rebound or entrain-
ment effects as discussed elsewhere in the context of adaptation
models (17, 76) and our own control data shown in fig. S5. If
these omission responses were just long latency activity evoked by
the previous stimulus, then such activity would remain when
probing the neurons with longer SOA sequences, but that is not
the case in our data (see fig. S5). In addition, such an adaptation
model would not account for omissions evoking a larger response
than the tone they replaced as occurring inmany of our responses; if
anything, the effect would be opposite. Moreover, there are also
models that support the predictive framework for omission re-
sponses. The modeling study by Wacongne et al. (19, 20) demon-
strated that omission responses were larger than stimulus responses
in blocks containing quintuplets of tones where the last one was re-
placed by an omitted tone, whereas the adaptation model would
predict equal omission responses in both instances. Moreover, en-
trainment should be stronger for periodic sensory stimuli (77).

Although there is no question that omission responses occur in
AC, a relevant weakness in our study is that AC responses are biased
toward A1 (lemniscal field) in the awake mouse and toward the
nonlemniscal fields in the anesthetized rat, making it difficult to
conclude if the differences in the response magnitude between the
two preparations are related to the arousal state or the field location
of the recordings. Although the results are in line with the hierar-
chical organization of prediction error that we have seen in our pre-
vious studies (8), future studies should clarify this confound.

We found a relatively small percentage (16.7%) of omission
neurons in the IC of the anesthetized rat, at least compared to the
amount of omission neurons in the anesthetized rats (19.5%) and
mice (21.7%), as well as awake mice AC (35.6%). In the split data
analysis, the IC responses are revealed to be less robust or statistical
deviations. While the omission responses in the IC are thus not as
robust as in the AC, the fact that the IC recordings were underpow-
ered and were only conducted in the anesthetized state preclude a
conclusion on the existence of omission-sensitive responses in the
IC. For example, a recent study showed that a small proportion of IC
neurons were pattern sensitive (78) and that a sparse set (~5%) of
neurons in AC showed a high-rate prolonged burst firing responses
to trained sounds (79). Further studies in the IC under the awake
state with greater neuron numbers are required to resolve this
question.

Relation to predictive coding theory
As in other sensory systems, where omission responses have been
best explained by a deviation between expected and actual visual
stimulus (50), our results are consistent with a predictive coding
framework, in which sensory input is compared to an internal
model of the environment to detect deviations from expectations.
Because bottom-up inputs cannot account for omission responses,

our results are consistent with the hypothesis that prediction is a
hierarchical process encompassing subcortical and cortical neuro-
nal circuitries and can be observed in two species and two brain
states. Together, these findings are in agreement with two recent
studies that have combined 9.4-T functional magnetic resonance
imaging and high-density electrocorticographic recordings with a
local-global auditory sequence paradigm to assess the hierarchical
depth of auditory sequence processing in the marmoset brain (80,
81). These authors demonstrate that the neural responses to omis-
sions cannot be explained by any modulation of feedforward prop-
agation and should contain specific information of upcoming
predictive information (80, 82). Hence, omission responses thus
allow the study of top-down prediction signals decoupled from
bottom-up input signals, i.e., without sensory input. Such a per-
spective supports the notion of an endogenous neural activity that
could reflect the generation of predictions (83, 84).

An important issue to be considered is whether responses en-
coding predictions can be disentangled from responses encoding
prediction errors. According to predictive coding, omission re-
sponses can provide rather clear access to the representation of
the prediction; as in this case, the prediction error is a, in the
forward path inverted, copy of the prediction (26, 85). Because
the omission responses that we detected are elevations in firing
rate, they likely provide access to the neural representation of pre-
diction in the AC (64, 81, 86). Another distinction between predic-
tion error and prediction responses may be feasible in time-
frequency measures (87, 88). Thus, positive omission responses
are likely related to predictions (10, 21) and within predictive
coding theory represented by interneuron-mediated modulation
of pyramidal output. Hence, they may share the neuronal and
local circuitry of stimulus-specific adaptation that involves multiple
neuron types (35, 89, 90), supporting feedforward and feedback in-
hibition and excitation of pyramidal output, which can detect devi-
ations from regularity (35, 59). Our data do not allow us to definitely
distinguish whether we recorded from excitatory or inhibitory in-
terneurons; we have observed omission responses in multiple AC
layers that encompass different neuron types, suggesting that omis-
sion responses are generated and enhanced at the network level
through a hierarchical process consistent with the predictive
coding perspective (1, 37–39, 43, 84, 91). Canonical microcircuit
formulations of predictive coding are quite consistent: They
suggest that excitatory pyramidal cells encode prediction errors
(92, 93). Their activity is the difference between ascending stimulus
information and the activity of interneurons. In this formulation,
the interneurons represent the predictions, e.g., derived from regu-
larities in the environment. The pyramidal cells are hypothesized to
be located in superficial and granular layers, while the prediction
carrying inhibitory neurons are hypothesized to be located in supra-
granular layers. However, the latter activity is also thought to be
passed to infragranular pyramidal cells (92). This architecture
makes it difficult to have a simple hypothesis of where omission-
related responses should be found. This follows because they
could be associated with predictions in deep pyramidal cells or
the inhibitory interneurons in superficial layers. However, a more
definitive interpretation would probably rest upon tracing studies
or optogenetic characterization of the cells recorded. Thus, future
studies are needed to separate pyramidal neurons from inhibitory
interneurons to get a clearer picture of predictive coding in canon-
ical microcircuits.
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Another interesting, yet difficult, issue to resolve is how the dif-
ferent components described in the classical adaptation studies, i.e.,
prediction error and repetition suppression (8), relate to the deviant
and omission responses. To address this issue, it would have been
necessary to carry out additional control recordings using the
cascade or many-standard sequence as in, e.g., (8, 23, 35, 94). Un-
fortunately, these sequences are very time consuming and the
current inclusion of other conditions (multiple SOAs, deviant) pre-
cluded the recording of these additional controls. This is definitely
an interesting and open question but a limitation of the current
study that should be explored in the future. In summary, the dem-
onstration of omission responses in IC and AC, particularly in
awake but also in anesthetized preparations, confirms that the audi-
tory system does not require an external stimulus trigger to detect a
deviation from expectations (95) and indicates that the auditory
brain internally generates a prediction of future sensory input.

MATERIALS AND METHODS
Experimental procedures
Experiments were performed on 22 anesthetized adult female Long-
Evans rats (9 rats were used for IC recordings and 13 rats for AC
recordings) and 6 C57/B6 mice (3 awake and 3 under urethane an-
esthesia). The body weight ranged from 200 to 300 g in rats (9 to 17
weeks of age) and 25 to 35 g in mice (14 to 18 weeks of age). Each
individual animal was used to record from a single auditory station,
either IC or AC. Experimental procedures in anesthetized rats were
carried out at the University of Salamanca, and all the experimental
procedures and protocols were adjusted to the directives of the Di-
rective of the European Communities (86/609/CEE, 2003/65/CE,
and 2010/63/UE) and RD53/2013 Spanish Legislation for the use
and care of animals. All the details of the study were approved by
the Bioethics Committee of the University of Salamanca (USAL-ID-
195 and USAL-ID-574). Experiments in awake mice were per-
formed at the Central Dierenlaboratorium at the Radboud Univer-
sity Medical Center. The experimental procedures and protocols
were approved by the Dutch central commission for animal research
(Centrale Commissie Dierproeven) and implemented according to
approved work protocols from the local animal welfare body
(project number 2017-0041).

Experimental procedures in anesthetized rats
The experiments were carried out inside a chamber with acoustic
insulation and electrical protection. Sound stimuli were generated
using the RZ6 Multi I/O processor [Tucker-Davis Technologies
(TDT)]. Sounds were presented monaurally (right ear) through a
closed system using a custom-made earphone (1 to 45 kHz)
coupled to a custom-made cone, as a substitute for traditional ear
bars. Thus, sounds were presented through the speaker under a
closed-field condition to the ear contralateral to the left IC or AC.

The software was programmed with OpenEx Suite (TDT) and
MATLAB. The sound system response was flattened with an on-
site calibrated finite impulse response system using a one-fourth-
inch condenser microphone (model 4136, Brüel & Kjaer), a condi-
tioning amplifier (Nexus, Brüel & Kjaer), and a dynamic signal an-
alyzer (Photon+, Brüel &Kjaer). The speaker output was adjusted to
ensure a flat spectrum (±2 dB) between 0.5 and 44 kHz, and the
second and third harmonic components in the signal were >40
dB below the level of the fundamental at the highest output level

[~76 dB of sound pressure level (SPL)]. A single neuron was record-
ed at a time, using a self-made glass-coated tungsten electrode
whose impedance ranged from 1.5 to 3 megohm at 1 kHz.

Analog signals were digitized with an RZ6 multi-I/O processor,
Medusa RA16PA preamp, and ZC16 main stage (TDT) at 25 kHz of
sample rate and amplified 251×. The neurophysiological signals for
multi- or single-unit activity were band-pass filtered between 0.5
and 4.5 kHz.

Experimental procedures in anesthetized and awake mice
The experiments were carried out inside an acoustically insulated
and electromagnetically shielded and grounded booth. Sound
stimuli were generated and recorded using a multichannel data ac-
quisition device (USB-6351, National Instruments) through a
custom-writtenMATLABGUI (Controller). Sounds were presented
to both ears using a speaker (T250D, Fostex) placed in front and
above the animal. The output of the speaker was calibrated to
have a flat spectral profile over the range of 2 to 80 kHz within 5
dB using an inverse linear filter, estimated before the experiment
using an ultrasonic microphone (CM16/CMPA, Avisoft Bioacous-
tics) corrected for its own frequency-dependent sensitivity curve.

Surgical procedures in anesthetized rats
The initial surgical procedures were the same for the two auditory
areas to be recorded (IC and AC). Electrophysiological procedures
differed only in craniotomy location and recording electrode place-
ment for each station.

Anesthesia was induced andmaintained with urethane [1.9 g/kg,
intraperitoneally (ip)] with supplementary doses (~0.5 g/kg, ip) ad-
ministered as necessary. These replenishments were given to ensure
a deep and stable anesthetic level whenever corneal or pedal retrac-
tion reflexes appeared. Urethane maintains a balanced neuronal ac-
tivity better than other anesthetic agents that have a slight effect on
inhibitory and excitatory synapses and that is why it was the selected
anesthesia method (96).

At the beginning of surgery, both dexamethasone (0.25 mg/kg)
and atropine (0.1 mg/kg) were administered to reduce cerebral
edema and bronchial secretions, respectively. Lidocaine was also in-
jected around the pinna tissue to achieve a higher anesthetic level in
these areas (8). In addition, an isotonic glucosaline solution [5 to 10
ml every 6 to 8 hours, subcutaneously (sc)] was periodically admin-
istered to avoid dehydration. During all the experimental proce-
dures, the animals were artificially ventilated, controlling the CO2
levels, and the temperature was monitored with a rectal probe
(36° to 38°C) and maintained with a heating blanket (Cibertec)
placed under the animal.

Once the animal reached a surgical state of anesthesia, the ears
were prepared by removing the cartilage to obtain a greater exposure
of the ear canal. The trachea was cannulated to maintain ventilation
artificially, and corneal and pedal withdrawal reflexes were con-
stantly monitored to ensure that we maintained a deep anesthetic
level during surgery and as uniform as possible throughout the re-
cording procedure.

Once the animal was prepared, it was placed on the stereotactic
frame; the upper jaw was attached to a bite bar and the restraint was
carried out using ear bars. At this time, the speaker was also placed
on the right ear of the animal, while the left ear canal was covered
with plasticine.
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Surgical procedures for IC (anesthetized rats)
For IC recordings, a craniotomy was performed on the left parietal
bone to expose the cerebral cortex overlying the left IC. The dura
was removed and the surrounding tissue was covered with cotton
balls soaked in 0.9% saline solution to maintain hydration of
the area.

Surgical procedures for AC (anesthetized rats)
For AC recordings, the skin and temporal muscles were removed
from the left side of the skull and a 6-mm by 5-mm craniotomy
was performed on the left temporal bone to expose the entire AC.
The dura was removed and the cisterna magna was drained to
prevent brain herniation. The exposed cortex area and surrounding
tissue were covered with a transparent layer of agar to prevent des-
iccation and, thus, stabilize the recordings.

Surgical procedures for AC (awake and anesthetized mice)
Mice were implanted with a headpost for head fixation at the ages of
8 to 12 weeks. In the second surgery, performed when animals were
12 to 16 weeks old, mice were implanted with a silicon NeuroNexus
neural probe aiming at the left primary AC, field A1, based on ster-
eotaxic coordinates (3.2 mm post-bregma, 5.9 mm lateral from the
midline) measured on the skull, estimated from (97), and confirmed
preimplantation via intrinsic optical imaging of noise burst se-
quences (0.2-s long, 0.1 s interstimulus interval, 70 dB of SPL, 10
sounds per trial, 30 trials). A craniotomy (~1 mm by 2 mm) was
opened using a microdrill centered on the part of AC that showed
the strongest response in the intrinsic imaging. In the awake mice,
the implant was chronic, mounted on a custom-designed drive
(variant of the EDDS drive, Microprobes for Life Science), allowing
the electrode array to be repositioned. The surgery was performed
under general isoflurane anesthesia (1.5 to 2% dosage; E-Z Anesthe-
sia, E-Z Systems Corporation). From 24 hours before to 48 hours
after the surgery, the animal received an analgesic dissolved in
water (1 ml/liter; carprofen (Rimadyl cattle), Zoetis], supplemented
by another dose of carprofen at the start of the surgery (5mg/kg, sc).
In the anesthetizedmice, the electrode array was inserted acutely for
the period of the recordings under urethane anesthesia using one
initial dose (1.7 g/kg, ip) and one to two supplementary doses
(0.2 g/kg, ip). In addition, dexamethasone (0.2 mg/kg, sc) was
given under both conditions after induction of anesthesia to
reduce local bulging of the brain, and a ground screw was implanted
over the right frontal cortex.

Electrophysiological recording procedures
Auditory brainstem response recording in anesthetized rats
Once the animal was under anesthesia, before starting the surgery
and therefore the recording sessions, the auditory brainstem re-
sponses were recorded using subcutaneous electrodes to ensure
that the animal had normal hearing, using the RZ6 Multi I/O pro-
cessor (TDT) as hardware and BioSig software (TDT). The auditory
brainstem response stimuli were generated following standard pro-
cedures (0.1ms clicks presented at a rate of 21 Hz, applied monau-
rally to the right ear in 10 dB of upward steps between 10 and 90 dB
of SPL using a closed-field speaker).
Procedures for electrophysiological recording in IC
(anesthetized rats)
For measurements in the IC, an electrode was placed orthogonal to
the surface of the brain (forming an angle of 20° with the horizontal

plane, oriented caudally), advanced between 7500 and 10,000 μm
from lambda to bregma and 500 and 3000 μm to the left ear, and
then lowered into the brain between 4400 and 5600 μm using a pi-
ezoelectric micromanipulator (Sensapex) until we observed a strong
spike activity synchronized with the search stimulus train.
Procedures for electrophysiological recording in AC
(anesthetized rats)
Once the AC was exposed and the tissue was stabilized, an enlarged
image of the exposed surface was taken (×25). The image included a
pair of landmarks previously marked before the craniotomy, on the
dorsal border of the temporal bone, indicating the absolute scale
and position of the image relative to bregma. This image was dis-
played on a computer screen, and a grid was overlaid on it that
would serve as a guide so we would be able to mark the recording
electrode placement for each recording. The snapshot was taken
with a single lens digital reflex camera (D5100, Nikon) coupled to
the surgical microscope (Zeiss) through a lens adapter (TTI
Medical) (7).

For AC measurements, we placed the electrode in contact with
the AC and as perpendicular as possible to its surface. After this, we
advanced it between 0 and 2000 μm in depth. The recording tracks
were spaced 250 to 500 μm and placed through the cortical regions
of interest, while blood vessels were avoided. The vascular pattern
was used as a local reference to mark the position on the image
where the tract was made, considering that this map varies
between animals. At the end of the experiment, the limits and the
relative position of the auditory fields were identified according to
the pure-tone frequency response topographies in rats (7). We esti-
mated the depth of each neuron from the reading of the microma-
nipulator relative to the brain surface (Fig. 8A). We used the depths
of the layers in the rat AC as stated by Pérez-González et al. (35) (i.e.,
the granular layer would extend between 457 and 614 μm).

The characteristic frequency of each recording track was calcu-
lated as the average characteristic frequency of all neurons recorded
on that track, including a rapid multiunit activity frequency re-
sponse area recording performed between 400 and 550 μm in
depth, corresponding to layers IIIb to IV. The reversals of the char-
acteristic frequency progression defined the boundaries between the
cortical fields (98), so that most recordings could be assigned to one
specific field: primary or secondary and their corresponding subdi-
visions: AAF, VAF, A1, PAF, and SRAF.
Procedures for electrophysiological recording in AC
(awake mice)
For the time of the recording, the animal was placed on a platform
located in the middle of a booth and head-fixated using an implant-
ed headpost. All recordings were performed using NeuroNexus
silicon probes with 64 channels. The recording sites were distribu-
ted differently per probe; in particular, we used two 4x16 (A4x16-
Poly2-5mm-23s-200-177 and A4x16-2.5mm-tet/lin-300/125-333-
121/177-PC) configurations. Data were digitized using a combina-
tion of a 64-channel (Intan Technologies) headstage connected to
an Open Ephys recording system (Open Ephys, Cambridge, USA).
Data were collected at a sampling rate of 30 kS/s, band-pass filtered
between 0.3 and 6 kHz, and spike-sorted to get multi- and single-
unit responses using the openly available function autoSortC from
the Controller package. The sorting used automatic criteria for
cluster-cutting rather than human decisions, which are prone to
be variable from day to day. Sorting was performed separately for
each prong. The average number of cells/electrode in a single
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session was 0.71 after spike-sorting, which is a typical yield, e.g., in
comparison to other recording techniques (0.625 cells per elec-
trode) (99). We estimated the depth of each cell from the depth of
the array relative to the brain surface and the position of the record-
ing sites in each array configuration (Fig. 8). The depths of the layers
were estimated from a coronal section of the mouse AC in the Allen
Brain Atlas (100) (i.e., the granular layer would extend between 355
and 477 μm).
Location of cells and recording of the frequency response
area (anesthetized rat)
The sounds used to search for neuronal activity were trains of noise
or pure tones (1 to 4 stimuli/s). These stimuli had a short duration
(30 ms) to avoid a strong adaptation. Sound parameters such as fre-
quency, intensity, presentation rate, or type of sound such as white
noise, narrow band noise, or pure tones were manually varied as
necessary to facilitate mismatch.

For each neuron recorded, the frequency response area was cal-
culated, which is the response magnitude map for each pair of fre-
quency/intensity data. This was calculated in the first place to
ensure that the frequencies and intensities used were contained in
the response range. To obtain this frequency response area, a se-
quence of tones was presented at a rate of 4 Hz, randomly varying
the frequency and intensity of the tones presented (three to five rep-
etitions of each tone).

For the AC recordings, the coordinates of the neurons over the
AC extension were measured from the micromanipulator as the po-
sition of the recording electrode in reference to bregma. For the IC
recordings, at the end of the recording session, a 5-μA current was
driven for 5 s through the recording electrode to produce an elec-
trolytic lesion. Animals were euthanized with a lethal dose of pen-
tobarbital, and the head was removed and immersed in a mixture of
1% paraformaldehyde and 1% glutaraldehyde in 1 M phosphate-
buffered saline. After fixation, tissue was cryoprotected in 30%
sucrose and sectioned in a freezing microtome to obtain 40-μm-
thick coronal sections. The sections were stained using 0.1%
cresyl violet to facilitate identification of cytoarchitectural
boundaries.

Online viewing
For the anesthetized experiments, we visualized the electrophysio-
logical recordings online using custom-written software with
MATLAB (MathWorks) and OpenEx Suite (TDT). Multiple-unit
activity was automatically extracted by manually setting a unilateral
action potential threshold above the background noise as an accu-
rate estimate of neuronal population dynamics (101). Once a
neuron was isolated and confirmed to be stable, the stimulation pro-
tocol described in the next section was applied. For the awake ex-
periments, the activity was monitored online using the Open Ephys
GUI, and stimuli were presented if single-unit neural activity could
be visually detected.

Stimulation parameters
The sounds used for stimulation were sinusoidal tones of 75-ms du-
ration, including up and down ramps of 5 ms, at a frequency and
intensity within the response area of the neuron. In the single-elec-
trode recordings in the rat, the frequency-intensity combination
could be chosen specifically for the single neuron recorded at a
time. In the many-electrode recordings in the mouse, we chose a
set of frequencies that made a good match with the frequency

response areas of the currently recorded cells. We used a fixed set
of three intensities in the mouse ([50,60,70] dB of SPL) that were
intense enough to activate all recorded neurons. These sounds
were presented in an oddball sequence of 400 tones long. The
oddball sequence consisted of a repeating tone (90% standard prob-
ability) that was occasionally omitted (10% deviant probability).

The omission of the tone was presented in two different ways
within the oddball sequence: periodically or randomly, always
with the same probability of appearance. A minimum of three stan-
dard tones were presented before each deviant. These sequences
were presented with different SOAs (125, 250, and 500 ms) to
control for confusion between actual responses to omissions and re-
sponses to previous standard stimuli. To double-check that no
sound was played during omissions, we recorded the output of
the speaker while playing the stimulation sequence to check that
there was no acoustic signal during the omissions (fig. S1).

In a second set of recordings, we compared deviant tones with
omission responses in the AC of anesthetized rats and awake mice
(Fig. 6). For this purpose, identical sequences were used with either
deviant tones or omissions occurring at the same positions in the
sequence. In the single-electrode recordings in the rat, the standard
and deviant frequencies were chosen to lie symmetrically around
the characteristic frequency at the same intensity to elicit similar re-
sponse rates (Fig. 6A). The paradigm was run with either of the two
stimuli as standard and deviant. In the multielectrode recordings in
the mouse, we chose a pair of frequencies that provided the best
match to the currently recorded cells and also ran the paradigm
with both frequencies for standard and deviant. All subsequent
analyses for omissions and deviants were identical. Comparisons
were then performed on the set of omission-sensitive neurons.

The output of the system was also recorded using a one-fourth-
inch condenser microphone (model 4136, Brüel & Kjaer) to ensure
the absence of any sound or noise during omissions (fig. S1). The
spectrogram in fig. S1A shows a portion of the presented periodic
omission sequence, reflecting the intensity of the sounds that the
system reproduces. The power spectrum shown in fig. S1B allows
comparison between the signal produced during a real stimulus
(blue) and the omitted signal (red) and confirms that no sound
was reproduced during the omission.

Data and statistical analysis
After the single- and multiunit response times were established, we
selected the cells that elicited responses for omissions. We did that
by comparing firing rates during omitted tones to the pre-stimulus
firing rates. For this purpose, comparison windows had to be
defined. The pre-stimulus/stimulus windows were defined individ-
ually for each SOA. These windows were chosen after visual inspec-
tion of the responses, aiming to include the bulk of the evoked
responses while leaving enough time to calculate the pre-stimulus
activity for the next trial. Because of the long AC responses, for
the 125 SOA recordings, there is some overlap between the pre-
stimulus and stimulus windows. The pre-stimulus window start
was defined as 25, 75, and 195 ms before the stimulus onset for
125, 250, and 500 ms of SOA, respectively. All pre-stimulus
windows ended 5 ms after the start of the stimulus, because the
evoked response latency was always longer great than 5 ms. This
time also marks the start of the “stimulus window.” Stimulus
windows ended at 120, 150, and 225 ms for 125, 250, and 500 ms
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of SOA, respectively. Note that stimulus here refers to both tone and
omission. These values are summarized in Table 3.

Firing rates were computed in all of the predefined windows and
used in subsequent analyses to compare the responses under the
tested conditions. PSTHs (10-ms bins; Fig. 2 and fig. S5) were
aligned to show the average response around the omission. Peak la-
tencies were calculated for each tone or omission as the time (rela-
tive to stimulus onset) of the maximum value in the stimulus PSTH
(1-ms bins).

Omission responses were identified as an elevated firing rate
during the omitted tones. Specifically, responses during the omis-
sion window were considered significant if their mean firing rate
was significantly larger than the mean firing rate of the cell’s activ-
ity, immediately preceding the omission window.

Using these time windows, we collected for each omission the
firing rates of preomission activity and the firing rates of omission
activity. To avoid a positive bias due to double dipping, we used split
data analysis (32), i.e., only every other omission was used for stat-
istical testing, while the complementary set was used for all subse-
quent analyses. These sets are referred to as “statistics set” and
“analysis set.” The starting point, the first or second omission, for
the division into the two sets was randomized independently
between cells, i.e., either using the omissions at positions [1, 3, 5,
…] or [2, 4, 6,...] for the statistics set and, correspondingly, the com-
plement for the analysis set. In the statistics set, the preomission ac-
tivity was compared against the periomission activity over the
length of the stimulus window (see above) using a single-sided
paired Wilcoxon signed-rank test. A neuron was termed an “omis-
sion-sensitive neuron” if the P value was <0.05. False positives in
this classification will not translate to elevated omission responses,
based on the split data analysis, where only systematic differences,
present in both splits of the data, are retained in the plotting. The
significance on the population level is then subsequently tested on
the part of the data not used for statistical testing (see Fig. 3).

The iOmi used to quantify the comparison between sound- and
omission-evoked firing rate (Fig. 4A) was defined as: iOmi = (Omi
FR − Stim FR)/(Omi FR + Stim FR). The firing rate for stimuli was
averaged from all stimulus presentations.

The statistical analysis on the population level was performed
using ANOVA (Kruskal-Wallis analysis for one-way comparisons)
followed by pairwise comparisons between individual conditions
using Wilcoxon signed-rank test with Bonferroni correction for
the number of tests performed. Rates were transformed to approx-
imately normal distributions by taking their logarithm, given that
neural responses are distributed exponentially particularly at low
rates. For differences between firing rates, e.g., stimulus versus

omissions, we computed the logarithm of the difference in rates,
before applying ANOVA.

For testing whether the percentage of omission-sensitive
neurons in each layer was as expected if these neurons were ran-
domly distributed across layers, we sampled the same number of
omission-sensitive neurons according to the empirical distributions
across layer groups (i.e. granular, infragranular, and supragranular)
using bootstrapping (300,000 samples) and then compared the
actual distribution of omission-sensitive cells to the bootstrapped
densities. The P values represent their location in the distribution
at the closest end of the density.

Supplementary Materials
This PDF file includes:
Figs. S1 to S5
Legend for data S1

Other Supplementary Material for this
manuscript includes the following:
Data S1
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