
Optimal Design of Sustainable Power-to-Fuels
Supply Chains for Seasonal Energy Storage

Antonio Sáncheza, Mariano Martı́na, Qi Zhangb,∗

aDepartment of Chemical Engineering, University of Salamanca, 37008 Salamanca, Spain
bDepartment of Chemical Engineering and Materials Science, University of Minnesota, Minneapolis, MN 55455, USA

Abstract

Energy storage is key in enabling high penetration of intermittent renewable sources
into the energy supply mix. One attractive way of storing energy is to do so in the form
of chemical fuels produced from electricity, also referred to as ”power-to-fuels”. Apart
from its promise for large-scale seasonal energy storage, it also has advantages at the
supply chain level due to the ease of transportation. Therefore, these fuels have been
proposed as energy carriers for various applications. In this work, these potential ben-
efits are assessed by optimizing the design of power-to-fuels supply chains for seasonal
energy storage over large geographical regions. Distribution decisions are integrated
with hourly production decisions over the time horizon of a year in order to account
for seasonal changes and obtain plant capacities suitable for time-varying operation.
A heuristic decomposition approach is developed to solve industrial-scale instances of
the resulting optimization problem. The proposed framework is applied to a region of
Spain where the energy transition is particularly significant due to the decommissioning
of coal-based power generation facilities. The results show how an efficient power-to-
fuels supply chain can help replace conventional with renewable energy sources.
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1. Introduction

The power, heat, and transportation sectors combined are responsible for about 65%
of the global CO2 emissions (Nejat et al., 2015). Due to sustainability concerns, the
share of renewable energy has been increasing rapidly over the last few decades (Mehi-
gan et al., 2020). In the heating and cooling sector, decarbonization is one of the main
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targets to achieve climate neutrality, and, at this point, the integration of electricity and
heat is crucial (Thomaßen et al., 2021). In addition, in a renewable energy scheme, a
transition is required in the transportation sector. Electrification of some applications
such as small vehicles combined with the use of different renewable fuels for large en-
ergy consumption such as maritime or air transport has been proposed (Garcı́a-Olivares
et al., 2018). In all cases, power production using renewable sources is the core activity
in the new renewable energy system. According to recent predictions (BloombergNEF,
2019), in 2050, 62% of the power will be produced from renewable sources and 48% of
the power generation will come from solar and wind. The main challenge in the use of
these two resources is the strong weather dependence (Alves et al., 2020). The sudden
and large fluctuations in wind and solar availability lead to large changes in the power
output from, for example, PV panels and wind turbines, in contrast to traditional energy
sources (Leonard et al., 2018). Consequently, this fact determines the operation of the
energy system and its stability may be jeopardized with an increase in the penetration
of renewable energy sources. To deal with this challenge, a combination of intermit-
tent and non-intermittent renewable sources along with energy storage will be required
(Heuberger et al., 2017).

In this context, a wide range of energy storage technologies are being considered
(Ajanovic et al., 2020) with different environmental impacts (Sternberg and Bardow,
2015). According to Gür (2018), there are four main categories of storage: mechani-
cal, chemical, electrochemical and electrical. The different alternatives are character-
ized, mainly, by their power ratings and discharge times. Only two of these options
are available at commercial scale now: pumped-hydro and compressed-air energy stor-
age (CAES). Pumped-hydro can deal with a large range of storage timescales; how-
ever, there is little room for expanding the current capacity (Larsen and Petersen, 2013).
CAES is an interesting option for large-scale power storage, but has only found limited
application due to its relatively low energy density and the need for suitable geological
caverns (Bartela, 2020).

Producing chemical fuels from electricity and using them as energy storage has at-
tracted much attention due to the high energy density of these chemicals, the scalable
and flexible behavior of this technology and ease of storage and transportation (Burre
et al., 2020). Different fuels that have been proposed are hydrogen (Zhang et al., 2019b),
methane (Sternberg and Bardow, 2016), methanol (Daggash et al., 2018) and ammonia
(Wang et al., 2017). These chemicals have different properties in terms of energy density,
state of aggregation, etc. (Wang et al., 2020). The environmental performance of the cor-
responding power-to-fuels processes has also been analyzed using life cycle assessment
tools, for instance, for methane (Blanco et al., 2020) or methanol (Al-Qahtani et al., 2020).
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These fuels have also been proposed as energy carriers for heating and transportation
applications (Stančin et al., 2020). Hydrogen and methane were evaluated for heating
uses in the on-going project by Thema et al. (2019). Different fuels are also attracting at-
tention for transportation such as ammonia through different conversion technologies
(Giddey et al., 2017) or methanol for overseas energy transport (Al-Breiki and Bicer,
2020).

Some important considerations have to be made in order to make use of these fu-
els as energy carriers or in storage applications. First, the location of the production
site plays a key role as wind and solar availability is highly distributed. In addition, as
there are fluctuations in the power generation from solar and wind on an hourly scale,
the chemical production processes have to be designed with such dynamics in mind.
Zhang et al. (2019a) developed an integrated design framework for process networks
that produce fuels and power from solar, wind and biomass. Their analysis shows that
reasonable plant designs can only be obtained if detailed operational constraints are
taken into account in the design optimization problem. Demirhan et al. (2020) assessed
the benefit of producing fuels from electricity at one location and transporting them to
another location to serve its energy demand. In their particular case study, they con-
sidered the states of Texas and New York, respectively. Other existing works focus on
supply chain optimization but do not consider details in the operation of the power-
to-fuels processes. Seo et al. (2020) considered hydrogen supply chain optimization in
which hydrogen from different productions sites is consolidated into an integrated bulk
storage to satisfy the demand of electric vehicles. Several energy sources were analyzed,
including natural gas, biomass, wind and solar. Ehrenstein et al. (2020) determined the
optimal hydrogen supply chain in the UK, but the intermittent nature of solar and wind
is only considered through a capacity factor. Ogumerem et al. (2019) considered hydro-
gen, ammonia and methanol in a multi-period supply chain optimization problem for
different states in the US. Here, the length of each time period was set to one year.

In this work, the synthesis of different fuels as a way to store and distribute so-
lar/wind energy is evaluated. With sufficient fuel inventory, it is possible to ensure a
stable energy supply with intermittent solar/wind availability. This is especially impor-
tant in the current context where the energy system must be adapted to achieve climate
neutrality. Two levels of decision-making are considered in this work in an integrated
approach: network design at the supply chain level and design and operation of the
facilities at the scheduling level. At the supply chain level, the production and storage
sites are determined as well as the transportation network to distribute the fuels. At the
scheduling level, the detailed operation of the facilities and the impact of the intermit-
tent resource availability is analyzed.
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2. Problem statement

The goal of this work is to determine the optimal infrastructure to transform in-
termittent renewable energy (wind and solar) into chemicals that can then be used as
energy storage or carrier in different energy applications. A geographical region that
is divided in a set of subregions is considered, with given information about solar and
wind availability, CO2 emissions and energy consumption. The objective is to meet a
given energy demand in each of the locations using the chemical storage while minimiz-
ing the capital and operating costs of the network. To transport the chemicals between
the different regions, there are different alternatives: rail, truck and natural gas pipeline.
These transportation options are limited by the current infrastructure.

Figure 1: Process-resource network superstructure for the conversion of wind/solar energy to chemicals
where rectangles are process nodes and circles are resources nodes.

For chemical storage of renewable energy, the superstructure proposed in Figure 1
is considered. It is represented as a network of processes and resources, similar to an
Resource-Task Network (RTN) commonly used in production scheduling (Castro et al.,
2004). The circles represent the resources involved in this power-to-fuels system and the
rectangles the processes. Four chemicals are considered as energy carriers in this work:
methane, methanol, dimethyl ether (DME) and ammonia. To synthesize these chemi-
cals, power is collected from PV panels and/or wind turbines. This energy is used to
split water generating hydrogen and to separate air to produce nitrogen. The three first
chemicals are synthesized combining hydrogen with CO2. This CO2 is obtained using
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carbon capture. Ammonia can be produced using nitrogen and hydrogen. Power from
methane can be generated using a gas turbine. As a summary, the list of the processes
can be found in Table 1.

Intermittency is the main challenge in the operation of chemical plants using re-
newable energy. It requires a paradigm shift from the traditional steady-state process
operation in the chemical industry. Therefore, operation over the course of a year is
considered in this work, and hourly time discretization is incorporated in order to cap-
ture short-term variations in solar and wind resources. In the optimization problem,
the capacities of the production processes, the storage capacities and their locations are
determined, as well as the fuel distribution connections between different subregions.
Additionally, for each time period, the production rate, the storage amount, the operat-
ing mode and the transportation of the different chemicals are calculated.

Table 1: Process description with the input/output resources

Name Description Input Resources Output Resources Reference

WT Wind turbines Wind Power
de la Cruz
and Martı́n

(2016)

PV Photovoltaic panels Solar Power
Sánchez

and Martı́n
(2018a)

EL Water electrolysis Water, Power Hydrogen, Oxygen
Sánchez

and Martı́n
(2018a)

AS Air separation unit
(distillation, membrane, PSA) Air, Power Nitrogen, Oxygen

Sánchez
and Martı́n

(2018b)

DM DME production Hydrogen , CO2, Power DME Martı́n
(2016b)

ME Methanol production Hydrogen, CO2, Power Methanol Martı́n
(2016a)

CH Methane production Hydrogen , CO2, Power Methane
Davis and

Martı́n
(2014)

NH Ammonia production Nitrogren, Hydrogen,
Power Ammonia

Sánchez
and Martı́n

(2018a)

GT Gas turbine Methane Power
León and

Martı́n
(2016)
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3. Model formulation

In this section, an integrated supply chain and scheduling model that optimizes the
fuels production using wind/solar energy, the location of these plants and the distribu-
tion of the fuels to given demand points is presented. The model is based on previous
works by Zhang et al. (2016) and Zhang et al. (2019a).

3.1. Process analysis

The processes involved in the power-to-fuels network have been analyzed in pre-
vious works (see Table 1). The preceding analyses determined the optimal operating
conditions for the different process units and provided the optimal yield for each one
of them. The process design evaluation also includes the cost analysis providing the
capital and operating cost of each unit of the superstructure presented in Figure 1. In
solar PV panels and wind turbines, solar irradiance and wind velocity are used to com-
pute the power production. An efficiency of 25% and a performance ratio of 75 % are
assumed for PV panels. A Nordex N100-2500 type wind turbine is selected with a nom-
inal power of 2,500 kW. Davis and Martı́n (2014) studied the synthesis of methane using
hydrogen from water electrolysis powered by renewable energy and CO2. The synthe-
sis of DME (Martı́n, 2016b) and methanol (Martı́n, 2016a) using these same resources
have also been analyzed. Sánchez and Martı́n (2018b) optimized the synthesis of am-
monia using air and water. Three different air separation units were evaluated: mem-
brane, pressure swing adsorption and cryogenic distillation. These three alternatives to
produce nitrogen were used, mainly, depending of the production scale, and are repre-
sented by the AS process in the proposed superstructure. For each of these processes,
represented as a rectangle in Figure 1, linear yields have been calculated at the optimal
conditions obtained in each of the previous works.

3.2. Time representation

In this work, a multiscale time representation is applied. The time horizon is divided
into seasons, denoted by index h. The seasons do not necessarily have to match the four
seasons of the year. Each season can have different lengths according to the recurring
patterns presented in some of the input resources (solar, wind, etc.). Each season is
described by a set of time periods with length ∆t. A cyclic schedule, captured using
the specified set of time periods, is applied nh times in each season h. The time periods
of each season start at time point 0. The time periods before 0 are only used to impose
constraints on the mode transitions. Although a cyclic schedule is imposed in each
season, inventory can be carried over from one season to the next, allowing the seasonal
storage of chemical fuels, which is an important feature of this model.
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3.3. Mass balance constraints for each location

The general process mass balance for each of the locations in the selected geograph-
ical region is as follows:

Qrjht = Qrjht−1 +Brjht − Srjht +∑
i

ρijPriht+

∑
r′∈R̂jr

Wjr′rht − ∑
r′∈R̂jr

Wjrr′ht ∀ r, j, h, t ∈ Th
(1)

with R̂jr being the set of locations to which resource j can be distributed from location r.
Five main contributions are involved in equation (1): storage, input and output resource
at the selected location, production and transportation to other locations. The amount
of resource j stored at location r at time t of season h is represented by Qrjht. The
amounts of consumed or discharged resource at each location are denoted by Brjht and
Srjht. The amount of reference resource produced or consumed is denoted by Priht.
The parameter ρij denotes the conversion factor between resource j and the reference
resource of process i. Finally, Wjrr′ht is the amount of resource j transported from
location r to location r′.

The production of the reference resource in each process i is limited by the plant
capacity:

Priht = ηrihtCri ∀ r, i ∈ {PV,WT}, h, t ∈ Th (2)

Priht ≤ ηrihtCri ∀ r, i ∈ I ∖ {PV,WT}, h, t ∈ Th (3)

The plant capacity is denoted by Cri. The parameter ηrikt is used to represent the time-
varying process capacity, for instance, wind or solar generation, where the capacity
is not only a function of the plant size but also of the wind/solar availability. This
parameter is calculated using the solar irradiance or the wind velocity for each time
period and location.

The storage capacity Crj is an upper bound for the inventory level.

Qrjht ≤ Crj ∀ r, j ∈ Ŝ, k, t ∈ Th (4)

Qrjht = 0 ∀ r, j ∉ Ŝ, k, t ∈ Th (5)

The set Ŝ consists of all resources that can be stored (hydrogen, DME, methane,
methanol and ammonia).

There is a maximum value for the capacity for each process involved in the network.
The binary variable xri indicates whether process i is selected in the process network at
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location r. The maximum allowed process capacity is denoted by Cmax
i .

Cri ≤ Cmax
i xri ∀ r, i (6)

Similarly, there is also a maximum value for the storage capacity denoted by C
max

j . The
binary variable x̄rj is equal to 1 if a storage facility for product j is built at location r.

Crj ≤ Cmax

j x̄rj ∀ r, j (7)

The resource availability is also limited for those resources used as raw materials in
the system (indicated by the set B̂).

Brjht ≤ Bmax
rjht ∀ r, j ∈ B̂, h, t ∈ Th (8)

Brjht = 0 ∀ r, j ∉ B̂, h, t ∈ Th (9)

Some resources do not have an associated demand (i.e., they are not in the set Ĵ).
Therefore, the outlet flowrate of these species is fixed to 0:

Srjht = 0 ∀ r, j ∉ Ĵ , h, t ∈ Th (10)

3.4. Transportation constraints
To reduce the size of the problem, only transportation connections between neigh-

boring subregions are considered. Three different modes of transportation are contem-
plated in this study: truck, rail and pipeline. Truck connections are available for all the
subregions but rail and pipeline are limited according to the current infrastructure in
the region.

The amount of resource j transported from location r to location r′ is the summation
of the amounts transported using the different transportation modes:

Wjrr′ht = ∑
d∈N̂jrr′

Tjrr′dht ∀ j, r, r′, h, t ∈ Th (11)

The variable Tjrr′dht represents the amount of resource j transported from location
r to r′ using the mode of transportation d. The set of transportation options that can be
selected for shipping resource j from location r to r′ according to the limitation in the
current infrastructure is denoted by N̂jrr′ .

3.5. Mode-based operation
Each of the processes can operate in four different operating modes: off, startup,

on and shutdown. The binary variable yrimht indicates if a process i is operating in a
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certain mode m. If a process is selected, one of the operating modes must be assigned:

∑
m∈Mri

yrimht = xri ∀ r, i, h, t ∈ Th (12)

The set Mri denotes the set of allowed operating modes for process i at location r.
The amount of reference resource consumed or produced by process i, Priht, must

be produced or consumed in one of the different operating modes. The variable P rimht
denotes the quantity of reference resource consumed or produced in mode m:

Priht = ∑
m∈Mri

P rimht ∀ r, i, h, t ∈ Th (13)

A maximum (C̃max
rim ) and minimum (C̃min

rim) value for the amount of reference resource
produced or consumed for each mode is introduced:

C̃min
rim yrimht ≤ P rimht ≤ C̃max

rim yrimht ∀ r, i, m ∈Mri, h, t ∈ Th (14)

The following constraints are related to the transition between operating modes for
the same process unit. The maximum rate of change within a mode is limited by an
upper bound (∆̄max

rim ):

− ∆̄max
rim −M(2 − yrimht − yrimh,t−1) ≤ P rimht − P rimh,t−1

≤ ∆̄max
rim +M(2 − yrimht − yrimh,t−1) ∀ r, i, m ∈Mri, h, t ∈ Th

(15)

The binary variable zrim′mht is introduced to indicate that process i switches from
mode m to mode m′ at time t. The possible transitions are defined by the following
equation:

∑
m′∈TRrim

zrim′mh,t−1 − ∑
m′∈T̂Rrim

zrimm′h,t−1 = yrimht − yrimh,t−1

∀ r, i, m ∈Mri, h, t ∈ Th
(16)

where the set TRri includes all the possible mode-to-mode transitions for the process i
at location r, and TRrim = {m′ ∶ (m′,m) ∈ TRri} and T̂Rrim = {m′ ∶ (m,m′) ∈ TRri}.

A process i must remain for a certain minimum number of time periods (θimm′ ) in
an operating mode m before switching to another mode m′:

yrim′ht ≥
θimm′

∑
k=1

zrimm′h,t−k ∀ r, i, (m,m′) ∈ TRi, h, t ∈ Th (17)
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Finally, predefined sequences of modes (from mode m to mode m′ to mode m′′) for
a process i can be defined, establishing a fixed stay time for each of the modes involved
in the sequence.

zrimm′h,t−θ̄imm′m′′
= zrim′m′′ht ∀ r, i, (m,m′,m′′) ∈ SQi, h, t ∈ Th (18)

The set SQi denotes the set of predefined sequences for process i and θ̄imm′m′′ is the
fixed stay time in mode m′ in the predefined sequence.

3.6. Continuity constraints

Continuity constraints ensure the feasible transition between seasons. A cyclic
schedule is imposed; therefore, the initial mode of a season must be the same as the
final one.

yrimh,0 = yrimh,∣Th∣ ∀ r, i, m ∈Mri, h (19)

zrimm′ht = zrimm′h,t+∣Th∣ ∀ r, i, (m,m′) ∈ TRi, h, −θmax
i + 1 ≤ t ≤ −1 (20)

For the transitions between seasons, the state at the final time of one season and at
the initial time of the next season must be the same.

yrimh,∣Th∣ = yrim,h+1,0 ∀ r, i, m ∈Mri, h ∈H ∖ ∣H ∣ (21)

zrimm′h,t+∣Th∣ = zrimm′,h+1,t

∀ r, i, (m,m′) ∈ TRi, h ∈H ∖ ∣H ∣, −θmax
i + 1 ≤ t ≤ −1.

(22)

The storage of chemicals is allowed between seasons since that is the key of using
fuels for seasonal storage. The following equations determine the change in inventory
levels from one season to the next.

Q̂rjh = Qrjh,∣Th∣ −Qrjh,0 ∀ r, j ∈ Ŝ, h (23)

Qrjh,0 + nh Q̂rjh = Qj,h+1,0 ∀ j, h ∈H ∖ ∣H ∣ (24)

Qrj,∣H ∣,0 + n∣H ∣ Q̂rj,∣H ∣ = Qrj,1,0 ∀ j (25)

3.7. Objective function

The objective of this work is to meet a given energy demandDr,power,h,t using chem-
ical fuels. The fuels’ heating values (Hj) and their average efficiencies (νj) are used to
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compute the amount of energy that can be produced from them.

∑
j∈Ĵ

SrjhtHjνj ≥Dr,power,h,t ∀ r, h, t ∈ Th (26)

The goal is to minimize the following objective function:

OP = ∑
i

∑
m∈Mri

∑
r
∑
h

∑
t

Jrimht +∑
i

∑
m
∑
r

σi (δixri + γiCri)+

∑
j∈Ŝ
∑
r

(αj x̄rj + βjCrj) +∑
j

∑
r
∑
r′
∑
m
∑
h

∑
t

(Tjrr′dhtΓjdΥrr′)

+∑
r
∑
h

∑
t

ϕCO2Br,CO2,ht

(27)

which comprises the costs of production, storage and transportation. To estimate the
production costs associated with the different processes, the methodology proposed by
Sinnott (2005) is used. Two terms contribute to this cost for each process. The variable
Jrimht is the operating cost of process i in mode m in time period t at location r. This
term is calculated through a piece-wise linear approximation. The second term repre-
sents the part of the production cost related to the capital investment. A linear capital
cost for each of the processes is assumed in this work. The linearization of the different
capital costs of each of the procceses has been obtained from previous works (see Table
1). The cost associated with storage is represented by the third term of equation (27). It
is assumed that the main contributor to this cost is the amortization of the capital cost
for the storage facilities. A linear investment cost for the storage sites is assumed. The
operating cost for storage is neglected as it is only a very small fraction of the total stor-
age cost in the case of the considered chemical fuels (Connolly et al., 2016). The next
term includes the transportation cost. The parameter Γjd denotes the shipment cost for
resource j in the transportation mode d and Υrr′ the distance between locations r and
r′. Finally, to include the cost of CO2 capture, a CO2 price is included (ϕCO2 ) in the
objective function.

The piece-wise linear approximation used to compute the first term of equation (27),
Jrimht, is as follows:

Primht = ∑
l∈Li

(λrimhtl (P̂im,l−1 − P̂im,l) + P̂imlωrimhtl) ∀ r, i, m ∈Mri, h, t (28)

Jrimht = ∑
l∈Li

(λrimhtl (Ĵim,l−1 − Ĵim,l) + Ĵimlωrimhtl) ∀ r, i, m ∈Mri, h, t (29)

λrimhtl ≤ ωrimhtl ∀ r, i, m ∈Mri, h, t, l ∈ Li (30)

∑
l∈Li

ωiktl = yikt ∀ r, i, m ∈Mri, h, t (31)
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The optimization problem resulting from equations (1)-(31) is a mixed-integer lin-
ear program (MILP). All models used in this work were implemented in Julia using
the JuMP package (Lubin and Dunning, 2015). The MILP problems were solved using
CPLEX 12.8 with an optimality gap of 1%.

4. Heuristic Decomposition

If the proposed integrated model from Section 3 is solved as such, a large compu-
tational time is required, if tractable at all. Hence, a heuristic decomposition approach
was considered to address the integrated supply chain and scheduling problem. The
first step is to solve the supply chain problem using an aggregated production model.
This multiperiod supply chain problem only includes a monthly time discretization;
therefore, only average values of wind velocity or solar irradiance can be considered for
each month. After solving this problem, the following results are extracted: the loca-
tions of the different production and storage facilities, the types of fuels to be produced
and the transportation network including the mode of transportation used to meet the
energy demand in each of the subregions.

In the second step, a detailed scheduling problem is solved for each of the produc-
tion facilities to be built. The processes and storage alternatives (but not their capacities)
selected in the supply chain optimization step are fixed in the scheduling problem. The
demand of the different fuels is also fixed according to the supply chain results. Gas
turbine and methane production can further be selected in the scheduling step in order
to guarantee a minimum level of production in the chemical process units if no wind
and solar sources are available. At the scheduling level, the production and storage ca-
pacities for the different production plants are optimized and the operating schedules
for the installed facilities are determined.

To get a sense of the effectiveness of this heuristic decomposition approach, a small
problem is solved which allows a comparison between the results from solving the full
size model and those obtained from the heuristic decomposition. Three locations and a
time horizon of one month are selected (more details of this case study can be found in
the Supplementary Information). The transport of chemicals is allowed only one time
per month in the case of using train or truck, but continuous distribution is possible if
a pipeline is used to transport the methane. First, the full integrated supply chain and
scheduling problem is evaluated. This integrated model has approximately 1,065,000
variables and 621,000 constraints and was solved in about 150,000 s. Only one pro-
duction facility is set up at location 1. In terms of the chemicals produced to meet the
energy demand, only methane is selected. From location 1, methane is distributed to
the other two locations. A combination of solar and wind is selected to capture the
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power required for the chemical production (see Table 2). A gas turbine is also selected
to maintain a minimum rate of methane production when no wind or solar are avail-
able. Methane and hydrogen storages at the production facility (location 1) are used
and methane is stored at locations 2 and 3 since no pipeline connection is available for
these three places.

Table 2: Comparison between the integrated model and the heuristic decomposition for the production
capacities

Integrated Model Heuristic Decomposition

Supply Chain Scheduling
Problem Problem

(intermediate results) (final results)

Solar 14,374 m2 ($2 MM) 0 m2 ($0 MM) 14,377 m2 ($2 MM)

Wind 17,789 m2 ($9 MM) 4,998 m2 ($3 MM) 17,793 m2 ($10 MM)

Eletrolyser 8,504 kW ($36 MM) 1,897 kW ($23 MM) 8,506 kW ($36 MM)

Methane 24 kW ($0.8 MM) 8 kW ($0.5 MM) 24 kW ($0.8 MM)

Gas Turbine 12 kW ($0.1 MM) 0 kW ($0 MM) 13 kW ($0.1 MM)

This problem is also solved using the proposed heuristic decomposition. Firstly, the
supply chain problem is solved. The problem has around 950 variables and 720 equal-
ities/inequalities and the solution time is less than 1 second. At this level, the location
of the production facilities is determined with only one plant located at location 1 (as
in the integrated problem). Only methane is produced and distributed among the lo-
cations. The amount of methane that must be transported is also determined at this
step. In Table 2, the production capacities obtained solving the supply chain problem
are included. These are only internal results of the heuristic decomposition because the
actual values of these capacities are those obtained from the scheduling problem as ex-
plained next. For the production facility, located at location 1, the scheduling level is
computed. From the supply chain solution, the process is fixed to use an eletrolyser and
produce methane. PV panels and wind turbines are included to determine the optimal
combination in the scheduling model. Finally, a gas turbine is also selected to main-
tain a certain level of production if no wind or solar based power is generated. This
problem is around 295,000 variables and 194,000 constraints and was solved in approx-
imately 3,001 s. The final production and storage capacities for the facility are obtained
from this scheduling problem, see Table 2 for the details. One can observe a significant
increase in the production capacities compared to those obtained in the supply chain
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problem. The total investment for the facility increases from $26.5 MM to $48.9 MM,
about 80%. Solar PV panels and the gas turbine are included in the scheduling level re-
garding the supply chain results. This reflects the paramount importance of including
the hourly time discretization in order to calculate the capacities required to handle the
fast fluctuations in solar and wind availability.

From these results, one can see that by solving the supply chain problem, appropri-
ate (i.e. optimal or near-optimal for the full problem) discrete decisions related to pro-
cess selection and location are determined. Then, the scheduling problem determines
the required capacities and the optimal operational decisions. Consequently, this heuris-
tic decomposition provides a simple but effective means of obtaining a high-quality so-
lution of the integrated supply chain and scheduling problem. In this particular case, it
yields the same results as the original full model while reducing the computational time
by more than 99 %.

5. Results and Discussion

In the presented computational case study, a region of Spain, the province of Leon,
is considered where coal-based power generation is especially significant, and, there-
fore, energy transition is particularly urgent. Currently, there are three coal-fired power
plants with an installed capacity of about 2,300 MW. These facilities are being decom-
missioned in 2020 due to the new environmental restrictions imposed by the European
Commission. This will have significant economic, environmental, and social impacts on
the region. Therefore, an effective transition towards a more sustainable energy system
is of utmost and urgent importance.

The objective is to design a supply chain that is able to meet a given fraction of the
local energy demand using the chemical fuels presented in Section 2. The total energy
consumption in this region is about 17.2 TWh per year and it is distributed among four
main items: power (11%), natural gas (13%), LPG (1%), and liquid fuels (75%) (Junta
de Castilla y Leon, 2020). The province is divided into 29 subregions (see Figure 2) ac-
cording to the administrative distribution (Junta de Castilla y Leon, 2017). The solar
(ITACYL, 2020; ADRASE, 2020) and wind (ITACYL, 2020; DatosClima, 2020) availabil-
ity are obtained for each of the locations from public databases. It is assumed that CO2

is obtained from the different plants with CO2 emissions, such as sugar factories, co-
generation facilities, paper industry, etc. through a carbon capture process. The cost of
CO2 is set to 50 $/t (Rubin et al., 2015). Transportation by truck is available from one
subregion to all its neighboring subregions. The connection by rail and pipeline are lim-
ited according to the installed infrastructure. In Figure 2, all the data about the current
infrastructure and CO2 sources are included with the energy consumption associated
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Figure 2: Province of Leon. Energy demand, installed infrastructure and CO2 sources

with each subregion with different color intensities (Secretarı́a de Estado de Energı́a,
2020). The cost of transportation is obtained from different sources for truck (Ministerio
de Fomento, 2018), rail (Comisión Nacional de los Mercados y la Competencia, 2017) or
pipeline (Saadi et al., 2018).

The maximum area to install PV panels and wind turbines is limited up to 0.5% of
the total area of the subregion for each technology, and a maximum utilization of 30%
of the total CO2 emissions is also imposed. A time representation in which the year is
divided into 24 seasons, two for each month, with each season represented by a time
horizon of a week is applied. For each month, the first corresponding season is the
first week of that month in which transportation of chemical fuels using truck or rail
is allowed. The second season represents the remaining three weeks of the month in
which no distribution via truck and rail is considered.

The heuristic decomposition of Section 4 is applied to solve this problem. The first
step is the supply chain level. The size of supply chain problem of this region is about
73,000 variables (18,000 binary variables) and about 110,000 constraints. Considering
the total energy consumption of the region, 17.2 TWh, a total energy demand of 1 TWh
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has been considered as the maximum level for the fuels. Then, the problem is solved
for different levels of this maximum energy demand (25%, 50%, 75% and 100%). Figure
3 shows the locations of the production facilities for the four different energy demand
rates and the fuels that are produced in each of the facilities.

When the target is to produce 25% of the total energy demand, only three production
plants are built and only carbon-based fuels are used (methane and methanol). How-
ever, when the energy demand increases, more fuel production is required and the use
of ammonia is introduced in the network. As ammonia is a carbon-free chemical, it can
be produced in every subregion. According to the results, ammonia is more expensive
to produce than some of the carbon-based fuels, however, it is needed when the availi-
bility of CO2 is limited, which may become an important factor as CO2 emissions will
decrease in the future. As one can see in Figure 3, ammonia represents a high percent-
age of the chemicals to be synthesized when the energy demand rate increases to 75%
or 100%. The areas where carbon-based fuels are synthesized remain almost constant
for the high rates of energy demand (75% or 100%).

For further analysis, this work focuses on the case of 50% energy demand. The trans-
portation network for this particular case is shown in Figure 4. The preferred way of
transporting methane is via the existing pipeline. This alternative allows a continuous
transfer of the product, reducing the storage capital and operating cost, and it is compet-
itive in economic terms. Between the truck and rail connections, the latter is preferred
due to the lower operating cost. Therefore, if rail infrastructure is available, this way is
selected to distribute the fuels.

The amount of fuels transported is higher during the spring/summer months (for
instance, April or July in Figure 4). This is due to the higher production of power during
spring/summer months (as it is shown later), therefore the fuel production increases
and the amount of products to ship is larger.

The next step is to solve the scheduling problem for the seven selected production
facilities. Some of the results are presented here to illustrate the behavior of the produc-
tion plants. For each plant, the scheduling model has about 3.1 million variables (in-
cluding 1.9 million binary variables) and 2.1 million constraints. For the sake of brevity,
the results for only two of the plants are shown. The first one (located in subregion 27)
produces only methane and is located at the center of the province. The second is in
the most western subregion (subregion 1) where two fuels are produced, methanol and
methane.

First, the facility with only methane production is analyzed. Figure 5 shows the
scheduling results of two representative weeks for two different months: July and
November. There are three sources of power for the different processes: PV panels,
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Figure 3: Supply chain results for different rates of the energy demand

wind turbines or gas turbine. The storage level of hydrogen for the different hours is
represented by the black line. In July, the power production is higher than in November.
During July, more solar-based power generation is produced because the solar irradi-
ance received is larger. In November, solar energy is much lower and wind represents
the main power source during this period. The gas turbine only represents a minor frac-
tion of the total power production, reaching zero in some hours. The hydrogen storage
is used to mitigate the fluctuations in the renewable based power generation to keep a
certain level of production in the chemical manufacturing. In July, hydrogen is stored
mainly during the daytime and used at night. The more time-sensitive profile of wind
velocity in November results in a different storage schedule for this month.

Figure 6 presents the methane storage level for this facility over the course of the year
(red line) and, in gray columns, the power used for the production of methane in each
time period. Methane synthesis is more intense during the spring/summer time due to
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Figure 4: Transportation network for different months of the year

the higher power generation from wind and solar. It is stored during spring/summer
reaching the maximum storage level in September/October. Methane is consumed,
mainly, during autumn/winter, with the minimum storage in February. It is clear that a
significant seasonal storage of the chemical is shown, revealing one of the most impor-
tant advantages of the use of chemical fuels for energy storage.

The next facility analyzed produces methanol and methane. The scheduling results
for a facility where two fuels are synthesized are shown in this section. Firstly, as in the
previous case, the power production of two different representative weeks in two par-
ticular months is presented (see Figure 7). The results are similar to those obtained in
the previous case. Power production is more intense in July than in November. About
250 MW can be produced during some hours of July; however, in November the maxi-
mum power production is around 175 MW. Solar is the main source in July, where the
longer days translate into higher energy production. Wind has a larger share in Novem-
ber. Different hydrogen storage level profiles are obtained following the availability of

18



Figure 5: Scheduling results for facility at location one for two different months

Figure 6: Methane storage/production along the year for facility in subregion 27

solar and wind trying to mitigate their fluctuations.
Figure 8 presents the storage levels for methanol and methane over the course of

the year. Power devoted to the production of chemicals is depicted as gray columns.
As methanol is a liquid fuel, only rail and truck are available to transport it. There-
fore, only one load each month is allowed (at the beginning of the month). During
spring/summer time, methanol (blue line) is stored reaching the maximum storage in
October/November with about 2,500 t of methanol. The stored methanol is mainly
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Figure 7: Scheduling results for facility at location three for two different months

used to meet the demand during winter, and the minimum storage level is achieved in
February/March. In the case of methane, since can be distributed continuously through
pipelines, the storage levels are lower. Storage of a gas such as methane is difficult,
therefore, the preferred option for seasonal storage is liquid fuels such as methanol at
this location.

Figure 8: Methanol/Methane storage/production along the year for facility in subregion 1

The design decisions for all facilities built in the network are presented in Table 3.
In total, the network requires an investment of $ 2,341 MM, including the production
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facilities and the storage sites, and the total production cost of the network is up to $198
MM per year.

Table 3: Production capacities for the facilities in the region of Leon (Spain)

Plant 1 Plant 3 Plant 5 Plant 10 Plant 20 Plant 27 Plant 28

PV panels (km2) 0.882 0.365 0.069 1.230 0.115 0.264 1.077

Wind Turbine (number of turbines) 25 11 2 32 5 36 0

Electrolyser (kW) 84,741 35,263 5,424 89,233 11,432 86,779 64,816

DME (kW) 0 0 0 0 0 0 0

CH4 (kW) 487 5 17 487 25 266 5

MeOH (kW) 651 494 0 1,423 0 0 996

NH3 (kW) 0 0 0 0 0 0 0

Gas turbine (kW) 28,046 485 6 442 0 0 485

6. Conclusions

In this work, an integrated supply chain and scheduling model has been proposed
to determine the optimal power-to-fuels supply network for a given geographical re-
gion. A heuristic decomposition method has been developed that achieves high-quality
solutions in a reasonable computational time. The proposed decomposition has been
validated for a small case study achieving the same results as using the full formula-
tion. The proposed framework has been applied to a region of Spain, where the en-
ergy transition is especially significant. The results show that carbon-based fuels such
as methane or methanol are preferred when energy demand is low but ammonia is
introduced when this demand increases because its production is not limited by the
availability of CO2. Liquid fuels such as methanol or ammonia are used for seasonal
storage of energy due to the ease and low cost storage. During spring/summer time
more energy is produced and devoted to the manufacturing of fuels that are stored for
use during autumn/winter seasons. This work shows the potential of power-to-fuels
technologies to provide seasonal energy storage, ultimately enabling higher penetration
of renewable energy sources. In particular, these results indicate the significant advan-
tages of power-to-fuels supply chains in addressing changes at multiple temporal scales
and serving demands at distributed locations.
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Nomenclature

Indices / sets/ subsets

B̂ resources use as raw material of the network
h ∈H seasons in the multiscale time representation
i ∈ I processes evaluated in the power to fuel network
j ∈ J resources involved in the network
Ĵ product with associated demand
l ∈ L segments in operating cost piecewise-linear approximations
Li segments in piecewise-linear approximation
m ∈M operating modes for each of the process
Mri operating modes for a process
N̂jrr′ transportation modes available between two locations
R̂jr location to distribute a product from one site
Ŝ resources that could be stored
t ∈ T time periods in the multiscale time representation
Th time periods in season h
TRim mode transitions to reach mode m
T̂Rim mode transtions to progress from mode m
TRi predefined sequences of mode transitions

Parameters

Bmax
rjht maximum resource that can be consumed

Cmax
i maximum production capacity

C
max

i maximum storage capacity
C̃max
im maximum production in a given mode

C̃min
im minimum production in a given mode

Dr,power,h,t power demand
Ĵiml operating cost for piecewise-linear approximation
M big-M parameter
nh number of repetition of the horizon scheduling for a season
P̂iml production level for piecewise-linear approximation
ρij conversion factor of the different products with respect to the reference resource
ηriht availability of production capacity for wind/solar
∆̄max
im maximum rate of change

θimm′ minimum stay time in a certain mode
θ̄imm′m′′ fixed stay time for a predefined sequence
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θmax stay time in a mode
σi conversion factor between capital and operating cost for a process
δi fixed capital cost coefficient
γi unit capital cost coefficient
αj annualized fixed capital cost for storing
βj annualized unit capital cost for storing
Γj,d unit cost of transportation
Υr,r′ distance between two locations
∆t length of one time period
λrimhtl coefficient for piecewise-linear approximation
νj average efficiency in the fuel to power transformation

Variables

Brjht amount of resource consumed
Cri production capacity for different processes
Crj storage capacity for different resources
Jrimht process operating cost not related to capital cost
OP Operating cost
Priht amount of reference resource produced
P imht reference resource produced in certain mode
Qrjht inventory level
Q̂rjh net inventory in a season
Srjht amount of resource release
Tjrr′dht amount of transported resource in the different transportation alternatives
Wjrr′ht amount of transported resource
xri binary variable to select process units
xri binary variable to select storage units
yimht binary variable to select a mode for a specific process
zimm′ht binary variable for mode transitions
wrimhtl binary variable for piecewise-linear aproximation
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