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The file includes Appendix A and Appendix B. We first present some technical tools in Appendix
A.1, which will be repeatedly used in the development. We next consider estimation and inference
of structural impulse responses for time-varying VARMA models in Appendix A.2. We provide the
proofs of main results in Appendix A.3. We provide several preliminary lemmas in Appendix B.1 as
well as some secondary lemmas in Appendix B.2, and then present the proofs of preliminary lemmas in
Appendix B.3. Appendix B.4 discusses several computational issues of the local linear ML estimation.
Appendix B.5 reports some additional simulation results.

In what follows, M and O(1) always stand for some bounded constants, and may be different at
each appearance.

Appendix A

A.1 Technical Tools

Projection Operator: Define the projection operator

Pt(·) = E[· | Ft]− E[· | Ft−1],

where Ft = σ(εt, εt−1, . . .). By the Jensen’s inequality and the stationarity of x̃t(τ), for l ≥ 0, we have

‖Pt−l(x̃t(τ))‖r = ‖E[x̃t(τ) | Ft−l]− E[x̃t(τ) | Ft−l−1]‖r
= ‖E[x̃t(τ) | Ft−l]− E[x̃

(t−l,∗)
t (τ) | Ft−l−1]‖r

= ‖E[x̃t(τ)− x̃
(t−l,∗)
t (τ) | Ft−l]‖r

≤ ‖x̃t(τ)− x̃
(t−l,∗)
t (τ)‖r = δx(τ)

r (l),

where x̃
(t−l,∗)
t (τ) is a coupled version of x̃t(τ) with εt−l replaced by ε∗t−l.

The Class H(C,χ,M):
Recall that we have defined Θr in Assumption 1. Let χ = {χj}∞j=1 be a sequence of nonnegative real numbers

with |χ|1 :=
∑∞
j=1 χj <∞ and M > 0 be some finite constant. Let |z|χ :=

∑∞
j=1 χj |zj | for any z ∈ (Rm)∞ and

C ≥ 1, where zj is the jth column of z. A function g(z,ϑ) : (Rm)∞ ×Θr → R is in class H(C,χ,M) if

sup
ϑ∈Θr

|g(0,ϑ)| ≤M,

sup
z

sup
ϑ 6=ϑ′

|g(z,ϑ)− g(z,ϑ′)|
|ϑ− ϑ′|(1 + |z|Cχ)

≤M,

sup
ϑ

sup
z6=z′

|g(z,ϑ)− g(z′,ϑ)|
|z− z′|χ(1 + |z|C−1χ + |z′|C−1χ )

≤M.

If g is vector- or matrix-valued, g ∈H(C,χ,M) means that every component of g is in H(C,χ,M).

Analytical Gradient:
Let

l(x, z;ϑ) = −1

2
(x− µ(z;ϑ))>M−1(z;ϑ)(x− µ(z;ϑ))− 1

2
log det (M(z;ϑ)) ,

where M(z;ϑ) = H(z;ϑ)H(z;ϑ)>. Then the first partial derivative is as follows:

∂l(x, z;ϑ)

∂ϑi
= (x− µ(z;ϑ))>M−1(z;ϑ)

∂µ(z;ϑ)

∂ϑi

1



−1

2
(x− µ(z;ϑ))>

∂M−1(z;ϑ)

∂ϑi
(x− µ(z;ϑ))

−1

2
tr

(
M−1(z;ϑ)

∂M(z;ϑ)

∂ϑi

)
, (A.1.1)

where ϑi is the ith element of ϑ.
By (A.1.1), the second partial derivative of l(x, z;ϑ) is given by

∂2l(x, z;ϑ)

∂ϑi∂ϑj
= (x− µ(z;ϑ))>M−1(z;ϑ)

∂2µ(z;ϑ)

∂ϑi∂ϑj

−1

2
(x− µ(z;ϑ))>

∂2M−1(z;ϑ)

∂ϑi∂ϑj
(x− µ(z;ϑ))

+(x− µ(z;ϑ))>
(
∂M−1(z;ϑ)

∂ϑi

∂µ(z;ϑ)

∂ϑj
+
∂M−1(z;ϑ)

∂ϑj

∂µ(z;ϑ)

∂ϑi

)
−
(
∂µ(z;ϑ)

∂ϑj

)>
M−1(z;ϑ)

∂µ(z;ϑ)

∂ϑi

−1

2
tr

(
M−1(z;ϑ)

∂2M(z;ϑ)

∂ϑi∂ϑj

)
− 1

2
tr

(
∂M−1(z;ϑ)

∂ϑj

∂M(z;ϑ)

∂ϑi

)
. (A.1.2)

A.2 Impulse Responses for Time-varying VARMA Models

Let Ω(τ) = ω(τ)ω>(τ). Note that (2.6) can be rewritten as

xt = vt + Φ0,tεt + +Φ1,tεt−1 + · · · ,

where Φ0,t = ω(τt), Φj,t = E
∏i−1
m=0 Ξ(τt−m)Sω(τt−j), E = [Im,0m×m(p+q−1)], S = [Im,0m×m(p−1), Im,0m×m(q−1)]

>,

vt = a(τt) +
∑∞
j=1 E

∏i−1
m=0 Ξ(τt−m)Sa(τt−j) and

Ξ(τ) =



A1(τ) · · · Ap−1(τ) Ap(τ) B1(τ) · · · Bq−1(τ) Bq(τ)
Im · · · 0m 0m 0m · · · 0m 0m
...

. . .
...

...
...

. . .
...

...
0m · · · Im 0m 0m · · · 0m 0m

0

0m · · · 0m 0m
Im · · · 0m 0m
...

. . .
...

...
0m · · · Im 0m


.

It can be shown that Φj,t = Φj(τt) +O(1/T ) with Φj(τ) = EΞj(τ)Sω(τ). Hence, the estimator of Φj,t is given

by Φ̂j(τ) = EΞ̂j(τ)Sω̂(τ), where Ξ̂(τ) is obtained from Ξ(τ) by replacing the Ai(τ) and Bi(τ) by estimators

Âi(τ) and B̂i(τ).
We next discuss how to estimate ω(τ). Note that we cannot infer the elements in ω(τ) unless certain

identification restrictions are imposed. Here, we study the impulse response subject to both short-run timing
and long-run restrictions.

Under the short-run timing restrictions, ω(·) is a lower-triangular matrix. Thus, ω̂(τ) is chosen as the lower

triangular matrix from the Cholesky decomposition of Ω̂(τ), i.e., Ω̂(τ) = ω̂(τ)ω̂>(τ). Alternatively, one can
impose the conditions on the long–run impacts of the shocks (i.e., Φ(τ) defined below). Specifically, define

Φ(τ) :=

∞∑
j=0

Φj(τ) = A−1τ (1)Bτ (1)ω(τ),

where the last equality follows in an obvious matter. Thus, the elements of Φ(τ) may be recovered from

Φ(τ)Φ>(τ) = A−1τ (1)Bτ (1)Ω(τ)
[
A−1τ (1)Bτ (1)

]>
. It is then convenient to assume that Φ(τ) is a lower–

triangular matrix, so Φ̂(τ) can be obtained from the Cholesky decomposition of Â−1τ (1)B̂τ (1)Ω̂(τ)
[
Â−1τ (1)B̂τ (1)

]>
.

Under the long–run restrictions, ω̂(τ) = B̂−1τ (1)Âτ (1)Φ̂(τ). We then have the following proposition.
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Proposition A.1. Suppose the conditions of Theorem 2.1 hold. For any fixed integer j ≥ 0 and any τ ∈ (0, 1),

√
Thvec

(
Φ̂j(τ)−Φj(τ)− 1

2
h2c̃2Φ

(2)
j (τ)

)
→D N

(
0,ΣΦj (τ)

)
,

where the Cj,i(τ) matrices, involved in ΣΦj
(τ) = [Cj,1(τ),Cj,2(τ)] Σθ(τ) [Cj,1(τ),Cj,2(τ)]

>
, are specified below

accordingly.

1. Under the short–run timing restrictions,

C0,1(τ) = 0,

Cj,1(τ) = (ω>(τ)⊗ Im)

(
j−1∑
i=0

S>(Ξ>(τ))j−1−i ⊗EΞi(τ)E>

)[
0m2(p+q)×m, Im2(p+q)

]
, j ≥ 1,

Cj,2(τ) = (Im ⊗EΞj(τ)S)L>m
(
LmN1(τ)L>m

)−1
, j ≥ 0,

in which N1(τ) = (Im2 +Km,m)(ω(τ)⊗Im), the elimination matrix Lm satisfies that vech(F) = Lmvec(F)
for any m × m matrix F, and the commutation matrix Km,n satisfies Km,nvec(G) = vec(G>) for any
m× n matrix G.

2. Under the long–run restrictions,

C0,1(τ) = (Im ⊗Φ0(τ))
(
N>1 (τ)N1(τ) + N>2 (τ)N2(τ)

)−1
N>2 (τ)D2(τ),

Cj,1(τ) =
(
ω>(τ)⊗ Im

)(j−1∑
i=0

S>(Ξ>(τ))j−1−i ⊗EΞi(τ)E>

)[
0m2(p+q)×m, Im2(p+q)

]
+ (Im ⊗EΞj(τ)S)

×
(
N>1 (τ)N1(τ) + N>2 (τ)N2(τ)

)−1
N>2 (τ)D2(τ)

[
0m2(p+q)×m, Im2(p+q)

]
, j ≥ 1,

Cj,2(τ) = (Im ⊗EΞj(τ)S)L>m
(
N>1 (τ)N1(τ) + N>2 (τ)N2(τ)

)−1
N>1 (τ)D1, j ≥ 0,

where N2(τ) = Q
[
Im ⊗A−1τ (1)Bτ (1)

]
,

D2(τ) = Q
{

[Φ>(τ)⊗A−1τ (1)]Oα(τ)Aτ (1)− [ω>(τ)⊗A−1τ (1)]Oα(τ)Bτ (1)
}
,

Oα(τ)Aτ (1) = [−Im2 , ...,−Im2 ,0m2 , ...,0m2 ] (m2 ×m2(p+ q)),

Oα(τ)Bτ (1) = [0m2 , ...,0m2 , Im2 , ..., Im2 ] (m2 ×m2(p+ q)),

the duplication matrix D1 satisfies vec (Ω(τ)) = D1vech (Ω(τ)), and Q is a m(m − 1)/2 ×m2 selection
matrix of 0 and 1 such that Qvec (Φ(τ)) = 0.

It is easy to see that Ξ̂(τ) →P Ξ(τ) and ω̂(τ) →P ω(τ) by Theorem 2.1. As a result, Σ̂Φj (τ) →P ΣΦj (τ),

where Σ̂Φj
(τ) has a form identical to ΣΦj

(τ) but replacing Ξ(τ) and ω(τ) with their estimators, respectively.

A.3 Proofs of the Main Results

Proof of Proposition 2.1.

(1). In order to construct a solution to x̃t(τ), we consider for each fixed p ≥ 0 and q > 0, the approximated
p-Markov process {x̃p,q,t(τ)}t≥0 defined by x̃p,q,t(τ) = 0 for t ≤ −q and the recurrence equation

x̃p,q,t(τ) = µ (x̃p,q,t−1(τ), . . . , x̃p,q,t−p(τ),0, . . . ;θ(τ)) + H (x̃p,q,t−1(τ), . . . , x̃p,q,t−p(τ),0, . . . ;θ(τ)) εt

for t > −q. By Assumption 1, we have

‖x̃p,q+1,0(τ)− x̃p,q,0(τ)‖r

≤

 p∑
j=1

αj(θ(τ)) + ‖ε0‖r
p∑
j=1

βj(θ(τ))

 ‖x̃p,q+1,−j(τ)− x̃p,q,−j(τ)‖r

≤ ρ(τ)‖x̃p,q+1−j,0(τ)− x̃p,q−j,0(τ)‖r, (A.3.1)

where the last inequality follows from the definition of x̃p,q,−j(τ) and x̃p,q−j,0(τ). Note that these two quantities
have the same distribution for each triplet of positive integers (p, q, j).
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Now, let uk = ‖x̃p,k+1,0(τ) − x̃p,k,0(τ)‖r and vt = maxk≥t uk. Using (A.3.1) and the fact that vt is a
nonincreasing sequence, we have vt ≤ ρ(τ)vt−p for all t ≥ 1. Then recursively vt ≤ ρ(τ)−b−t/pcvt+pb−t/pc. Since

vt+pb−t/pc ≤ u0 and −b−t/pc ≥ t/p, we have ut ≤ vt ≤ ρ(τ)t/pu0, i.e., ‖x̃p,n+1,t(τ)− x̃p,n,t(τ)‖r = O(ρ(τ)n/p).
Hence, for each p, {x̃p,n,0(τ)}n∈N is a Cauchy sequence in the Lr space; it converges to some x̃p,0(τ) ∈ Lr since
this space is complete. From its construction, it is clear that x̃p,n,0(τ) is measurable with respect to the σ-field
generated by {εt}t≤0. The Lr-convergence implies that this is also true for x̃p,0(τ). Hence, there exists some
measurable function Jp(·) such that x̃p,0(τ) = Jp(τ, ε0, ε−1, ...) and shifting the lag t ∈ R leads to the equality
x̃p,t(τ) = Jp(τ, εt, εt−1, ...).

Let µp,r(τ) = ‖x̃p,t(τ)‖r and ∆p,r(τ) = ‖x̃p+1,t(τ)− x̃p,t(τ)‖r, we then have

µp,r(τ) ≤ ‖x̃p,t(τ)− x̃0,t(τ)‖r + µ0,r(τ)

≤

 p∑
j=1

αj(θ(τ)) + ‖ε1‖r
p∑
j=1

βj(θ(τ))

µp,r(τ) + µ0,r(τ),

where the second inequality follows from Assumption 1.
Recall that we have defined ρ(τ) :=

∑∞
j=1 αj(θ(τ)) + ‖εt‖r

∑∞
j=1 βj(θ(τ)) in the body of this proposition.

As 0 ≤ ρ(τ) < 1 by Assumption 1, we have

sup
p≥0

µp,r(τ) ≤ (1− ρ(τ))−1µ0,r(τ) <∞.

Similarly, we have

∆p,r(τ) ≤

 p∑
j=1

αj(θ(τ)) + ‖ε1‖r
p∑
j=1

βj(θ(τ))

∆p,r(τ)

+ (αp+1(θ(τ)) + ‖ε1‖rβp+1(θ(τ))) ‖x̃p+1,t−p−1(τ)‖r .

Hence,

∆p,r(τ) ≤ (αp+1(θ(τ)) + ‖ε1‖rβp+1(θ(τ))) (1− ρ(τ))
−2
µ0,r(τ)→ 0

as p→∞.
According to the above development, we are readily to conclude that x̃p,t(τ) → x̃t(τ) as p → ∞ in the Lr

space. As a limit of strictly stationary process in Lr, x̃t(τ) is a stationary process and supτ∈[0,1] ‖x̃t(τ)‖r <∞,
and x̃t(τ) = J(τ, εt, εt−1, ...) is the limit in Lr of x̃p,t(τ) = Jp(τ, εt, εt−1, ...).

(2). Let {ε∗t } be an independent copy of {εt}. Define the process {x̃∗p,t(τ)}, in which the difference is that we
use εt when t 6= 0, and use ε∗t when t = 0. In addition, define the process {x̃∗t (τ)} as {x̃t(τ)}, in which again the
difference is that we use εt when t 6= 0, and use ε∗t when t = 0. Further define ut =

∥∥x̃∗p,t(τ)− x̃p,t(τ)
∥∥
r
.

By construction, ut = 0 for t < 0, and u0 =
∥∥x̃∗p,0(τ)− x̃p,0(τ)

∥∥
r

= O (‖ε∗0 − ε0‖r) = O(1). For t > 0,
Assumption 1 gives that

∥∥x̃p,t(τ)− x̃∗p,t(τ)
∥∥
r
≤

p∑
j=1

(αj(θ(τ)) + ‖εt‖rβj(θ(τ)))
∥∥x̃p,t−j(τ)− x̃∗p,t−j(τ)

∥∥
r
. (A.3.2)

Since
∑p
j=1 (αj(θ(τ)) + ‖εt‖rβj(θ(τ))) ≤ ρ(τ) < 1, by a recursion argument, we have ut ≤ u0 for all t.

Now, let vt = maxk≥t uk. Using (A.3.2) and the fact that vt is a nonincreasing sequence, we have vt ≤ ρ(τ)vt−p
for all t ≥ 1. Then recursively vt ≤ ρ(τ)−b−t/pcvt+pb−t/pc. Since vt+pb−t/pc ≤ u0 and −b−t/pc ≥ t/p, we have

ut ≤ vt ≤ ρ(τ)t/pu0, i.e.,
∥∥x̃p,t(τ)− x̃∗p,t(τ)

∥∥
r

= O(ρ(τ)t/p).
The proof of the first result gives

‖x̃t(τ)− x̃p,t(τ)‖r ≤
∞∑
j=p

∆p,r ≤
µr(τ)

(1− ρ(τ))2

∞∑
j=p

(αp+1(θ(τ)) + ‖εt‖rβp+1(θ(τ))) .

The same bound holds for the quantity ‖x̃∗t (τ)− x̃∗p,t(τ)‖r. Thus,

‖x̃t(τ)− x̃∗t (τ)‖r ≤ ‖x̃t(τ)− x̃p,t(τ)‖r + ‖x̃p,t(τ)− x̃∗p,t(τ)‖r + ‖x̃∗t (τ)− x̃∗p,t(τ)‖r

= O

ρ(τ)t/p +

∞∑
j=p+1

(αj(θ(τ)) + ‖εt‖rβj(θ(τ)))

 ,
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which completes the proof.

Proof of Proposition 2.2.

(1). Write

‖x̃t(τ)− x̃t(τ
′)‖r ≤ ‖µ (x̃t−1(τ), . . . ;θ(τ))− µ (x̃t−1(τ ′), . . . ;θ(τ ′)) ‖r

+‖εt‖r‖H (x̃t−1(τ), . . . ;θ(τ))−H (x̃t−1(τ ′), . . . ;θ(τ ′)) ‖r

≤
∞∑
j=1

(αj(τ) + ‖εt‖rβj(τ)) ‖x̃t−j(τ)− x̃t−j(τ
′)‖r

+M |τ − τ ′|
∞∑
j=1

χj‖x̃t−j(τ ′)‖r,

where the second inequality follows from Assumption 1 and Assumption 2. In view of the stationarity of x̃t(τ),
rearranging the terms in the above inequality yields that

‖x̃t(τ)− x̃t(τ
′)‖r ≤M(1− ρ(τ))−1|τ − τ ′|

∞∑
j=1

χj‖x̃t−j(τ ′)‖r = O(|τ − τ ′|).

(2). Write

‖xt − x̃t(τt)‖r ≤ ‖µ (xt−1,xt−2, . . . ;θ(τt))− µ (x̃t−1(τt), x̃t−2(τt), . . . ;θ(τt)) ‖r
+‖εt‖r‖H (xt−1,xt−2, . . . ;θ(τt))−H (x̃t−1(τt), x̃t−2(τt), . . . ;θ(τt)) ‖r

≤
∞∑
j=1

(αj(τt) + ‖εt‖rβj(τt)) ‖xt−j − x̃t−j(τt)‖r

≤
∞∑
j=1

(αj(τt) + ‖εt‖rβj(τt)) ‖xt−j − x̃t−j(τt−j ∨ 0)‖r

+

∞∑
j=1

(αj(τt) + ‖εt‖rβj(τt)) ‖x̃t−j(τt−j ∨ 0)− x̃t−j(τt)‖r .

As ‖xt−j − x̃t−j(τt−j ∨ 0)‖r = 0 for j ≥ t, by the first result of this proposition, we have

‖xt − x̃t(τt)‖r ≤
t−1∑
j=1

(αj(τt) + ‖εt‖rβj(τt)) ‖xt−j − x̃t−j(τt−j)‖r

+M · T−1
∞∑
j=1

j (αj(τt) + ‖εt‖rβj(τt)) .

In addition, as ‖x1 − x̃1(τ1)‖r = O(T−1) and supt≥2
∑t−1
j=1 (αj(τt) + ‖εt‖rβj(τt)) < 1, we have

‖xt − x̃t(τt)‖r ≤
t−1∑
j=1

(αj(τt) + ‖εt‖rβj(τt))O(T−1)

+M · T−1
∞∑
j=1

j (αj(τt) + ‖εt‖rβj(τt)) = O(T−1).

The proof is now complete.

Proof of Theorem 2.1.

(1). First, we introduce a few notations to facilitate the development. Let η̂(τ) := [θ̂(τ)>, θ̂?(τ)>]>, η(τ) :=
[θ(τ)>, hθ(1)(τ)>]>, and Lτ (η) := Lτ (η1,η2) for η = [η>1 ,η

>
2 ]>. Recall that we have defined ∇ϑ, and let ∇η

be defined similarly with respect to the elements of η.
By the Taylor expansion, we have

η̂(τ)− η(τ) = −(∇2
ηLτ (η))−1∇ηLτ (η(τ)),
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with η between η̂(τ) and η(τ). By Lemma B.3.4, we have

|∇ηLτ (η(τ))−∇ηL̃τ (η(τ))| = OP ((Th)−1),

where L̃τ (η(τ)) = T−1
∑T
t=1 l(x̃t(τt), z̃t−1(τt);θ(τ) + θ(1)(τ)(τt − τ))Kh(τt − τ).

Then we consider ∇ηL̃τ (η(τ)). Since each element of θ(τ) is in C3[0, 1], we have θ(τt) = θ(τ) +θ(1)(τ)(τt−
τ) + r(τt), where r(τt) = 1

2θ
(2)(τ)(τt − τ)2 + 1

6θ
(3)(τ)(τt − τ)3 with τ between τt and τ . Let K̂((τt − τ)/h) =

[K((τt − τ)/h), (τt − τ)/hK((τt − τ)/h)]>. By the Mean Value Theorem, we have

∇ηL̃τ (η(τ))− 1

Th

T∑
t=1

K̂((τt − τ)/h)⊗∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))

= − 1

Th

T∑
t=1

K̂((τt − τ)/h)⊗
[
∇2
ϑl(x̃t(τt), z̃t−1(τt);θ(τt)− ur(τt))r(τt)

]
with some u ∈ [0, 1]. Since ∇2

ϑl is in class H(3,χ,M) by Lemma B.2, using Lemma B.8 and |τt − τ | ≤ h yields

‖∇2
ϑl(x̃t(τt), z̃t−1(τt);θ(τt)− ur(τt))−∇2

ϑl(x̃t(τ), z̃t−1(τ);θ(τ))‖1 = O(h).

The above analyses plus Lemma B.5 reveal that

∇ηL̃τ (η(τ))− 1

Th

T∑
t=1

K̂((τt − τ)/h)⊗∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))

= −1

2
h2

1

Th

T∑
t=1

K̂((τt − τ)/h)⊗

[
∇2
ϑl(x̃t(τ), z̃t−1(τ);θ(τ)) · θ(2)(τ)

(
τt − τ
h

)2
]

+OP (h3)

=
1

2
h2
∫ (1−τ)/h

−τ/h
K(u)[u2, u3]>du⊗

(
−Σ(τ)θ(2)(τ)

)
+OP (h3).

By Lemmas B.4 and B.5, we have

∇ηL̃τ (η(τ))→P 0 and sup
η
|∇2

ηLτ (η)− E(∇2
ηL̃τ (η))| →P 0.

Hence, we have ∇2
ηLτ (η)→P Σ(τ) and thus for any τ ∈ [h, 1− h], as Th7 → 0, we have

√
Th

(
θ̂(τ)− θ(τ)− 1

2
h2c̃2θ

(2)(τ)

)
= −Σ−1(τ)

1√
Th

T∑
t=1

K((τt − τ)/h)∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt)) + oP (1).

In addition, by Lemma B.1, we have E (∇ϑl(x̃t(τ), z̃t−1(τ);θ(τ))) = 0. To prove this theorem, by the
Cramer-Wold device, it suffices to show that for any unit vector d,

1√
Th

T∑
t=1

K((τt − τ)/h)d>∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))→D N
(
0, ṽ0d

>Ω(τ)d
)
.

Note that {∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))}t is a sequence of martingale differences, we prove the asymptotic nor-
mality by using the martingale central limit theorem (Hall and Heyde, 1980). We first consider the convergence
of conditional variance. Let wt(u) = 1√

Th
K((τt − τ)/h)d>∇ϑl(x̃t(u), z̃t−1(u);θ(u)). By Lemma B.8, we have

T∑
t=1

‖wt(τt)2 − wt(τ)2‖1

≤ 1

Th

T∑
t=1

K((τt − τ)/h)2‖∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))−∇ϑl(x̃t(τ), z̃t−1(τ);θ(τ))‖2

×2 sup
u
‖∇ϑl(x̃t(u), z̃t−1(u);θ(u))‖2

= O(h) = o(1).
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In addition, by Proposition 2.1, {E
[
(d>∇ϑl(x̃t(u), z̃t−1(u);θ(u)))2 | Ft−1

]
}Tt=1 is a sequence of stationary vari-

ables and thus we have

T∑
t=1

E
(
wt(τ)2 | Ft−1

)
=

1

Th

T∑
t=1

K((τt − τ)/h)2E
[
(d>∇ϑl(x̃t(u), z̃t−1(u);θ(u)))2 | Ft−1

]
→P ṽ0d

>Ω(τ)d.

We next verify the Lindeberg condition. The sum
∑T
t=1E

(
w2
t (τt)I(|wt(τt)| > v)

)
is bounded by

ME

(
sup
τ
|∇ϑl(x̃t(τ), z̃t−1(τ);θ(τ))|2I(sup

τ
|∇ϑl(x̃t(τ), z̃t−1(τ);θ(τ))| >

√
Thv)

)
,

which converges to zero since ‖ supτ |∇ϑl(x̃t(τ), z̃t−1(τ);θ(τ))|‖2 < ∞ by Lemma B.8.3. The asymptotic nor-
mality is then obtained.

The proof of the first result is now complete.

(2). For notation simplicity, we abbreviate l(x, z;ϑ),µ(x, z;ϑ),M(z;ϑ) to l,µ,M in what follows. Note
that

dl = (x− µ)>M−1dµ− 1

2
(x− µ)>dM−1(x− µ)− 1

2
tr{M−1dM}

= (x− µ)>M−1 ∂µ

∂ϑ>
dϑ+

1

2
((x− µ)>M−1 ⊗ (x− µ)>M−1)

∂vec(M)

∂ϑ>
dϑ

−1

2
vec(M−1)>

∂vec(M)

∂ϑ>
dϑ.

Hence, we have

∂l

∂ϑ

∂l

∂ϑ>
=
∂µ>

∂ϑ
M−1(x− µ)(x− µ)>M−1 ∂µ

∂ϑ>
+

1

4

∂vec(M)>

∂ϑ
vec(M−1)vec(M−1)>

∂vec(M)

∂ϑ>

+
1

4

∂vec(M)>

∂ϑ
[M−1(x− µ)(x− µ)>M−1 ⊗M−1(x− µ)(x− µ)>M−1]

∂vec(M)

∂ϑ>

+
1

2

∂µ>

∂ϑ
[M−1(x− µ)(x− µ)>M−1 ⊗ (x− µ)>M−1]

∂vec(M)

∂ϑ>

−1

2

∂µ>

∂ϑ
M−1(x− µ)vec(M−1)>

∂vec(M)

∂ϑ>

+
1

2

∂µ>

∂ϑ
[(x− µ)>M−1 ⊗M−1(x− µ)(x− µ)>M−1]

∂vec(M)

∂ϑ>

−1

4

∂vec(M)>

∂ϑ
[M−1(x− µ)⊗M−1(x− µ)]vec(M−1)>

∂vec(M)

∂ϑ>

−1

2

∂vec(M)>

∂ϑ
vec(M−1)(x− µ)>M−1 ∂µ

∂ϑ>

−1

4

∂vec(M)>

∂ϑ
vec(M−1)[(x− µ)>M−1 ⊗ (x− µ)>M−1]

∂vec(M)

∂ϑ>
. (A.3.3)

In addition, if εt is normal distributed, we have E(εtε
>
t ⊗εtε>t ) = 2Nm+vec(Im)vec(Im)> and E(cε>t ⊗εtε>t ) =

0, where c is independent of εt, 2Nm = Im2 + Kmm and Kmm is a commutation matrix. By (A.3.3), if εt is
normal distributed, we have

Ω(τ) = E
(
∇ϑl(x̃t(τ), z̃t−1(τ);ϑ(τ)) ·∇ϑl(x̃t(τ), z̃t−1(τ);ϑ(τ))>

)
= E

(
∂µ(x̃t(τ), z̃t−1(τ);ϑ(τ))>

∂ϑ
M−1(x̃t(τ), z̃t−1(τ);ϑ(τ))

∂µ(x̃t(τ), z̃t−1(τ);ϑ(τ))

∂ϑ>

)
+

1

2
E

(
∂vec(M(x̃t(τ), z̃t−1(τ);ϑ(τ)))>

∂ϑ
[M−1(x̃t(τ), z̃t−1(τ);ϑ(τ))⊗M−1(x̃t(τ), z̃t−1(τ);ϑ(τ))]

×∂vec(M(x̃t(τ), z̃t−1(τ);ϑ(τ)))

∂ϑ>

)
.
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Next, consider the Hessian matrix.

d2l = −dϑ>
∂µ>

∂ϑ
M−1 ∂µ

∂ϑ>
dϑ− dϑ>

∂vec(M)>

∂ϑ
(M−1(x− µ)⊗M−1)

∂µ

∂ϑ>
dϑ

+dϑ>
∂vec(∂µ

>

∂ϑ )>

∂ϑ
(M−1(x− µ)⊗ Im)

∂µ

∂ϑ>
dϑ

+
1

2
dϑ>

∂vec(M)>

∂ϑ
[M−1 ⊗M−1]

∂vec(M)

∂ϑ>
dϑ

−1

2
dϑ>

∂vec(∂vec(M)>

∂ϑ )>

∂ϑ
(vec(M−1)> ⊗ Id)dϑ

−1

2
dϑ>

∂vec(M)>

∂ϑ
[M−1(x− µ)(x− µ)>M−1 ⊗M−1]

∂vec(M)

∂ϑ>
dϑ

−1

2
dϑ>

∂µ>

∂ϑ
(M−1(x− µ)⊗M−1)

∂vec(M)

∂ϑ>
dϑ

−1

2
dϑ>

∂µ>

∂ϑ
(M−1 ⊗M−1(x− µ))

∂vec(M)

∂ϑ>
dϑ

−1

2
dϑ>

∂vec(M)>

∂ϑ
[M−1 ⊗M−1(x− µ)(x− µ)>M−1]

∂vec(M)

∂ϑ>
dϑ

+
1

2
dϑ>

∂vec(∂vec(M)>

∂ϑ )>

∂ϑ
(vec(M−1(x− µ)(x− µ)>M−1)⊗ Id)dϑ. (A.3.4)

By (A.3.4), if εt is normal distributed, we have

Σ(τ) = E
(
∇2
ϑl(x̃t(τ), z̃t−1(τ);ϑ(τ))

)
= −E

(
∂µ(x̃t(τ), z̃t−1(τ);ϑ(τ))>

∂ϑ
M−1(x̃t(τ), z̃t−1(τ);ϑ(τ))

∂µ(x̃t(τ), z̃t−1(τ);ϑ(τ))

∂ϑ>

)
−1

2
E

(
∂vec(M(x̃t(τ), z̃t−1(τ);ϑ(τ)))>

∂ϑ
[M−1(x̃t(τ), z̃t−1(τ);ϑ(τ))⊗M−1(x̃t(τ), z̃t−1(τ);ϑ(τ))]

×∂vec(M(x̃t(τ), z̃t−1(τ);ϑ(τ)))

∂ϑ>

)
.

Then we have Ω(τ) = −Σ(τ) if εt is normal distributed. The proof is now complete.

Proof of Corollary 2.1.

We first consider k = 1. Note that since the coefficient functions θ(·) is Lipschitz continuous, then θ(τT+k) −
θ(1) = O(1/T ) for any bounded k. By Assumption 2.1, Theorem 2.1.1 and Assumption 4.2, we have

x̂T+1|T − xT+1|T = µ
(
xT , ...,x1,0, . . . ; θ̂(1)

)
− µ (xT ,xT−1, . . . ;θ(τT+1))

≤ |θ̂(1)− θ(τT+1)|
∞∑
j=1

λj |xT+1−j |+ T−1|θ̂(1)|
∞∑

j=T+1

jλj |xT+1−j |

= OP (h2 + 1/
√
Th) + oP (1/T ) = OP (h2 + 1/

√
Th).

Similarly, we have M̂T+1|T −MT+1|T = OP

(
h2 + 1/

√
Th
)

.

The case of k > 1 can be proved in a similar way by using a recursive argument and using Assumption 1.2,
Assumption 2.1, Assumption 4.2 and Theorem 2.1.1.

Proof of Corollary 2.2.

By Lemma B.5 (2) and the proof of Theorem 2.1, we have

sup
τ∈[0,1]

|η̂(τ)− η(τ)| = OP ((Th)−1/2h−1/2(log T )1/2).

In addition, applying Lemma B.3 (4), Lemma B.5 (2) and Lemma B.3 (2) to g = ∇2
ϑl, we have

sup
τ∈[0,1]

|Σ̂(τ)−Σ(τ)| = OP ((Th)−1/2h−1/2(log T )1/2 + h) = oP (1)

as h(log T )2 → 0 and ∇2
ϑl ∈H(3,χ,M).
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For Ω̂(τ), as ∇θl(∇θl)> ∈ H(6,χ,M), here we use a different argument to prove the result, which leads
to weaker moment conditions.

By Lemma B.3.4 and Lemma B.8.2, we have

Ω̂(τ)− (Th)−1
T∑
t=1

∇θl(x̃t(τt), z̃t−1(τt);θ(τ))∇θl(x̃t(τt), z̃t−1(τt);θ(τ))>K̂

(
τt − τ
h

)
= OP ((Th)−1/2h−1/2(log T )1/2 + (Th)−1) = oP (1),

where K̂
(
τt−τ
h

)
= K

(
τt−τ
h

)
/
(
T−1

∑T
t=1K

(
τt−τ
h

))
.

Define g(ỹt(τ),θ(τ)) := ∇ϑl(x̃t(τ), z̃t−1(τ);θ(τ))∇ϑl(x̃t(τ), z̃t−1(τ);θ(τ))>. By Lemma B.4.1, we have

supτ∈[0,1] δ
supϑ |g(ỹt(τ),ϑ)|
q/2 (j) = O(j−(3/2+s)).

Define ST (τ) =
∑T
t=1 [g(ỹt(τt),θ(τ))− E(g(ỹt(τt),θ(τ)))] K̂

(
τt−τ
h

)
and

Sk,T =

k∑
t=1

[g(ỹt(τt),θ(τ))− E(g(ỹt(τt),θ(τ)))] .

By partial summation, we have

ST (τ) =

T−1∑
t=1

[
K̂

(
τt − τ
h

)
− K̂

(
τt+1 − τ

h

)]
St,T + K̂

(
1− τ
h

)
ST,T .

Hence, we have supτ∈[0,1] |ST (τ)| ≤ M maxt |St,T |. Note that {Pt−jg(ỹt(τt),ϑ)}t forms a sequence of martin-
gale differences. By the Doob’s Lq maximal inequality, Burkholder inequality and the elementary inequality
(
∑
i |ai|)q ≤

∑
i |ai|q for 0 < q ≤ 1, we obtain that

‖max
t
|St,T |‖q/2 ≤

∞∑
l=0

‖ max
t=1,...,T

|
t∑

s=1

Ps−lg(ỹs(τs),θ(τ))|‖q/2

≤
∞∑
l=0

q/2

q/2− 1
‖

T∑
s=1

Ps−lg(ỹs(τs),θ(τ))‖q/2

≤
∞∑
l=0

q/2

(q/2− 1)2

E( T∑
s=1

(Ps−lg(ỹs(τs),θ(τ)))
2

)q/4
≤ q/2

(q/2− 1)2

∞∑
l=0

(
T∑
s=1

‖Ps−lg(ỹs(τs),θ(τ))‖q/2q/2

)2/q

≤ q/2

(q/2− 1)2
T 2/q

∞∑
l=0

sup
τ∈[0,1]

δ
supϑ |g(ỹt(τ),ϑ)|
q/2 (l)

which shows that supτ∈[0,1] | 1
ThST (τ)| = OP (T 2/q−1h−1) = oP (1). The result then follows directly by Lemma

B.3.2.

Proof of Theorem 2.2.

We prove this theorem by applying Lemma B.10 to the weak Bahadur representation of θ̂(τ) given in Lemma
B.7.

By Lemma B.7, we have

sup
τ∈[h,1−h]

∣∣∣∣C(θ̂(τ)− θ(τ))− 1

2
h2c̃2Cθ

(2)(τ)

− 1

T

T∑
t=1

(−CΣ−1(τ))∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))Kh(τt − τ)

∣∣∣∣∣
= OP (γT + βTh

2 + h3 + (Th)−1) = oP ((Th log T )−1/2) (A.3.5)
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as Th7 log T → 0 and Th2/(log T )4 →∞. In addition, by Lemmas B.8, B.4.2 and B.10, we have

lim
T→∞

Pr

(√
Th

ṽ0
sup

τ∈[h,1−h]

∣∣∣∣∣Σ−1/2C (τ)
1

T

T∑
t=1

(−CΣ−1(τ))∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))Kh(τt − τ)

∣∣∣∣∣
−B(1/h) ≤ u√

2 log(1/h)

)
= exp(−2 exp(−u)). (A.3.6)

By (A.3.5) and (A.3.6), the proof is complete.

Proof of Corollary 2.3.

By the proof of Lemma B.7, we have

sup
τ∈[0,1]

∣∣∣∣∣η̂(τ)− η(τ)− 1

2
h2
[
c̃0,h(τ) c̃1,h(τ)
c̃1,h(τ) c̃2,h(τ)

]−1 [
c̃2,h(τ)
c̃3,h(τ)

]
⊗ θ(2)(τ)

− 1

T

T∑
t=1

Kh(τt − τ)

[
c̃0,h(τ) c̃1,h(τ)
c̃1,h(τ) c̃2,h(τ)

]−1 [
1

τt−τ
h

]
⊗ (−Σ−1(τ))∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))

∣∣∣∣∣
= OP ((Th)−1/2h3/2(log T )1/2) +O(h3).

Hence, we have

sup
τ∈[0,1]

∣∣∣∣∣θ̂(τ)− θ(τ)− 1

2
h2bh(τ)θ(2)(τ)− 1

T

T∑
t=1

(−Σ−1(τ))∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))ωt,h(τ)

∣∣∣∣∣
= OP ((Th)−1/2h3/2(log T )1/2) +O(h3).

By Lemma B.9, there exists i.i.d. k-dimensional standard normal variables v1, ...,vT such that

sup
τ∈[0,1]

∣∣∣∣∣ 1

Th

T∑
t=1

ωt,h(τ)(∇θl(x̃t(τt), z̃t−1(τt);θ(τt))−Ω1/2(τt)vt)

∣∣∣∣∣
= OP

(
T

q(s+3)−4
2q(2s+3)−4 (log T )

2(s+1)(q+1)
q(2s+3)−2

Th

)
= OP

(
(log T )2(hT

qs+2
q(2s+3)−2 )−1/2

(Th)1/2(log T )1/2

)

= OP

(
(log T )2(hT ν)−1/2

(Th log T )1/2

)
with ν = qs+2

q(2s+3)−2 . Since Ω(τ) is Lipschitz continuous and {vt}Tt=1 is a sequence of i.i.d. normal variables, we

have

sup
τ∈[0,1]

∣∣∣∣∣ 1

Th

T∑
t=1

ωt,h(τ)(Ω1/2(τ)−Ω1/2(τt))vt

∣∣∣∣∣
= OP

(
h(log T )1/2

(Th)1/2

)
= OP

(
h log T

(Th log T )1/2

)
.

Combining the above analyses, we then complete the proof.

Proof of Proposition 2.3.

Note that in this case l,∇l,∇2l is in class H(2,χ,M) as H(z;θ) ≡ H(0;θ) by Lemma B.2. Hence, we only
need that the innovation process has 4 + s moments for some s > 0 compared to 6 + s moments needed in
Theorem 2.2.

Consider Assumptions 1–2 first. For notation simplicity, we ignore the time-varying intercept, and rewrite
model (2.11) as

ỹt(τ) = Γ(τ)ỹt−1(τ) + ũt(τ),
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where ỹt(τ) = [η̃>t (τ), ..., η̃>t−q+1(τ), x̃>t (τ), ..., x̃>t−p+1(τ)]>, ũt(τ) = [x̃>t (τ),0>m(q−1)×1, x̃
>
t (τ),0>m(p−1)×1]> and

Ψ(τ) =



−B1(τ) · · · −Bq−1(τ) −Bq(τ) −A1(τ) · · · −Ap−1(τ) −Ap(τ)
Im · · · 0m 0m 0m · · · 0m 0m
...

. . .
...

...
...

. . .
...

...
0m · · · Im 0m 0m · · · 0m 0m

0

0m · · · 0m 0m
Im · · · 0m 0m
...

. . .
...

...
0m · · · Im 0m


.

Let E = [Im,0m×(m(p+q−1))] and S = [Im,0m×m(q−1), Im,0m×m(p−1)]
>, we have

η̃t(τ) = x̃t(τ) +

∞∑
j=1

(EΨj(τ)S)x̃t−j(τ)

x̃t(τ) =

∞∑
j=1

(−EΨj(τ)S)x̃t−j(τ) + η̃t(τ)

and thus Γj(τ) = −EΨj(τ)S. Then Assumption 1 is automatically met if
∑∞
j=1 |Γj(τ)| < 1. By using the

property of block matrix determinants and det(Bτ (L)) 6= 0 for all |L| ≤ 1 (this implies the maximum eigenvalue
of left upper mq×mq matrix in Γ(τ) is less than 1), it can be shown that the maximum eigenvalue of Γ(τ), denoted
by ρ, is less than 1 uniformly over τ ∈ [0, 1]. Hence, we have αj(θ(τ)) = |Γj(τ)| = O(ρj) and βj(θ(τ)) = 0. In

addition, |Ψj −Ψ′j | = |
∑j−1
i=1 Ψi(Ψ−Ψ′)Ψ′j−1−i| = |Ψ−Ψ′|O(ρj−1). Then Assumption 2 is met.

However, by using techniques which are more specific to the VARMA models, the condition
∑∞
j=1 |Γj(τ)| <

1 can be weakened to det(Aτ (L)) 6= 0 for all |L| ≤ 1. Similar to the above analysis, we have x̃t(τ) =∑∞
j=0 Φj(τ)η̃t−j(τ) with |Φj(τ)| = O(ρj) as det(Aτ (L)) 6= 0 for all |L| ≤ 1, which implies that ‖x̃t(τ)‖r < ∞

and δ
x̃(τ)
r (k) = O(ρk).

For the identification conditions stated in Assumption 3, it is well known that the final form or echelon form
is enough to ensure the uniqueness of the VARMA representation.

For verifying Assumption 4, one need the derivatives of Γj . Define α = −vec(B1, ...,Bq,A1, ...,Ap). Note
that dvec(Ψ) = (Im(p+q) ⊗ E>)dα and dvec(Ψj) = (Ψ> ⊗ Im(p+q))dvec(Ψj−1) + (Im(p+q) ⊗Ψj−1E>)dα, it is
easy to show that

∂vec(Γj)

∂α>
= −

j−1∑
i=0

S>(Ψ>)j−1−i ⊗EΨj(τ)E>.

Hence, we have |∂vec(Γj)
∂α>

| = O(ρj−1) and |∂vec(Γj)
∂α>

− ∂vec(Γ′j)

∂α′>
| = |Ψ −Ψ′|O(ρj−2). Similarly, we can verify the

conditions imposed on second order derivatives.
The proof is now complete.

Proof of Proposition A.1.

Let A(θ) be a real, differentiable, m× n matrix function of real p× 1 vector θ. Define OθA = ∂vec(A)
∂θ>

, and thus
vec(dA) = OθAdθ.

Let α(τ) = vec (A1(τ), ...,Ap(τ),B1(τ), ...,Bq(τ)), σ(τ) = vech (Ω(τ)) and φ(τ) = [α>(τ),σ>(τ)]>. Given
the joint distribution of α(τ) and σ(τ) in Theorem 2.1, Proposition A.1 can be obtained by using the Delta

method. By the first-order approximation of vec
(
Φ̂j(τ)

)
around vec (Φj(τ)), we have

√
Thvec

(
Φ̂j(τ)−Φj(τ)

)
' Oφ(τ)Φj(τ)

√
Th
(
φ̂(τ)− φ(τ)

)
.

To complete the proof, we have to derive an analytic form for the derivative Oφ(τ)Φj(τ) under each of the
identification restrictions. We have two sets of restrictions: (a) m(m + 1)/2 restrictions implied by Ω(τ) =
ω(τ)ω>(τ) and (b) additional m(m− 1)/2 structural restrictions based on short-run or long-run restrictions.

Consider type (a) restrictions. We begin by considering dΩ(τ) = dω(τ) ·ω>(τ) +ω(τ) · dω>(τ). Let B and
C be n × q and q × r matrices, respectively. By vec(ABC) =

[
C> ⊗A

]
vec(B), vec(A>) = Km,nvec(A) and

Km,q(A⊗C) = (C⊗A)Kn,r, we have N1(τ)vec(dω(τ)) = vec(dΩ(τ)), where N1(τ) = (Im2 +Km,m)(ω(τ)⊗Im).
Let D1 be the duplication matrix such that vec[Ω(τ)] = D1vech[Ω(τ)], which follows that N1(τ)vec(dω(τ)) =
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D1dσ(τ) and
N1(τ)Oσ(τ)ω(τ) = D1. (A.3.7)

We then illustrate how to combine equation (A.3.7) with gradient equations from type (b) restrictions in order
to compute Oφ(τ)ω(τ).

In the case of short-run timing restrictions, because types (a) and (b) restrictions do not involve α, Oφ(τ)ω(τ)
has the form [0,Oσ(τ)ω(τ)]. Let Lm be the elimination matrix defined by vech[ω(τ)] = Lmvec[ω(τ)]. Because

ω(τ) is lower triangular subject to short-run restrictions, L>m is a duplication matrix such that vec[ω(τ)] =
L>mvech[ω(τ)]. Write

N1(τ)vec(dω(τ)) = D1dσ(τ),

LmN1(τ)L>mvech(dω(τ)) = LmD1dσ(τ) = dσ(τ),

vech(dω(τ)) =
(
LmN1(τ)L>m

)−1
dσ(τ),

vec(dω(τ)) = L>m
(
LmN1(τ)L>m

)−1
dσ(τ).

Hence, Oσ(τ)ω(τ) = L>m
(
LmN1(τ)L>m

)−1
. Recall that Oφ(τ)Φj(τ) = [Oα(τ)Φj(τ),Oσ(τ)Φj(τ)]. For Oα(τ)Φj(τ),

Oα(τ)Φj(τ) =
∂vec

[
EΞj(τ)Sω(τ)

]
∂α>(τ)

= (ω>(τ)⊗ Im)
∂vec

[
EΞj(τ)S

]
∂α>(τ)

= (ω>(τ)⊗ Im)(S> ⊗E)

(
j−1∑
i=0

(Ξ>(τ))j−1−i ⊗Ξi(τ)

)
∂vec [Ξ(τ)]

∂α>(τ)

= (ω>(τ)⊗ Im)

(
j−1∑
i=0

S>(Ξ>(τ))j−1−i ⊗EΞi(τ)E>

)
.

For Oσ(τ)Φj(τ),

Oσ(τ)Φj(τ) =
∂vec

[
EΞj(τ)Sω(τ)

]
∂σ>(τ)

= (Im ⊗EΞj(τ)S)
∂vec [ω(τ)]

∂σ>(τ)

= (Im ⊗EΞj(τ)S)L>m
(
LmN1(τ)L>m

)−1
.

In the case of long-run restrictions, type (b) restrictions involve α(τ), so that Oφ(τ)ω(τ) has the form
[Oα(τ)ω(τ),Oσ(τ)ω(τ)]. First, equation (A.3.7) must be extended in the form N1Oφ(τ)ω(τ) = [0,D1]. Second,

long-run restrictions can be expressed as Qvec
[
A−1τ (1)Bτ (1)ω(τ)

]
= 0, where Q is a m(m− 1)/2×m2 selection

matrix of 0 and 1, Aτ (1) = Im −
∑p
i=1 Ai(τ) and Bτ (1) = Im +

∑q
i=1 Bi(τ). By dA−1 = −A−1 · dA ·A−1, we

have

Qvec
[
A−1τ (1)Bτ (1)ω(τ)

]
= 0,

Qvec
[
d(A−1τ (1))Bτ (1)ω(τ) + A−1τ (1)d(Bτ (1))ω(τ) + A−1τ (1)Bτ (1)dω(τ)

]
= 0,

Qvec
[
−A−1τ (1)d(Aτ (1))A−1τ (1)Bτ (1)ω(τ) + A−1τ (1)d(Bτ (1))ω(τ) + A−1τ (1)Bτ (1)dω(τ)

]
= 0,

Q
[
Im ⊗A−1τ (1)Bτ (1)

]
vec [dω(τ)] = Q[Φ>(τ)⊗A−1τ (1)]vec[dAτ (1)]−Q[ω>(τ)⊗A−1τ (1)]vec[dBτ (1)],

Q
[
Im ⊗A−1τ (1)Bτ (1)

]
vec [dω(τ)] = Q

{
[Φ>(τ)⊗A−1τ (1)]Oα(τ)Aτ (1)− [ω>(τ)⊗A−1τ (1)]Oα(τ)Bτ (1)

}
dα(τ),

N2(τ)Oφ(τ)ω(τ) = [D2(τ),0],

where N2(τ) = Q
[
Im ⊗A−1τ (1)Bτ (1)

]
, D2(τ) = Q

{
[Φ>(τ)⊗A−1τ (1)]Oα(τ)Aτ (1)− [ω>(τ)⊗A−1τ (1)]Oα(τ)Bτ (1)

}
,

Oα(τ)Aτ (1) = [−Im2 , ...,−Im2 ,0m2 , ...,0m2 ] (m2 × m2(p + q)) and Oα(τ)Bτ (1) = [0m2 , ...,0m2 , Im2 , ..., Im2 ]
(m2 ×m2(p+ q)). Hence,

Oφ(τ)ω(τ) = [Oα(τ)ω(τ),Oσ(τ)ω(τ)]

=

[(
N>1 (τ),N>2 (τ)

)(N1(τ)
N2(τ)

)]−1 [
N>1 (τ),N>2 (τ)

] [ 0 D1

D2(τ) 0

]
=
(
N>1 (τ)N1(τ) + N>2 (τ)N2(τ)

)−1 [
N>2 (τ)D2(τ),N>1 (τ)D1

]
.

For Oα(τ)Φj(τ),

Oα(τ)Φj(τ) =
∂vec

[
EΞj(τ)Sω(τ)

]
∂α>(τ)
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= (ω>(τ)⊗ Im)
∂vec

[
EΞj(τ)S

]
∂α>(τ)

+ (Im ⊗EΞj(τ)S)
∂vec [ω(τ)]

∂α>(τ)

= (ω>(τ)⊗ Im)

(
j−1∑
i=0

S>(Ξ>(τ))j−1−i ⊗EΞi(τ)E>

)
+(Im ⊗EΞj(τ)S)

(
N>1 (τ)N1(τ) + N>2 (τ)N2(τ)

)−1
N>2 (τ)D2(τ).

For Oσ(τ)Φj(τ),

Oσ(τ)Φj(τ) =
∂vec

[
EΞj(τ)Sω(τ)

]
∂σ>(τ)

= (Im ⊗EΞj(τ)S)
∂vec [ω(τ)]

∂σ>(τ)

= (Im ⊗EΞj(τ)S)L>m
(
N>1 (τ)N1(τ) + N>2 (τ)N2(τ)

)−1
N>1 (τ)D1.

The proof is now completed.

Proof of Proposition 2.4.

Since H(z;θ) is a positive and diagonal matrix, we have

|H(z;θ)−H(z′;θ)| = |(H2(z;θ)−H2(z′;θ)) · (H(z;θ) + H(z′;θ))−1|

≤
∞∑
j=1

|Ψj(τ)|1/2 · |xj − x′j |.

Then Assumption 1 is automatically met if ‖η̃t(τ)‖r
∑∞
j=1 |Ψj(τ)|1/2 < 1. In addition, as |Ψj(τ)| converges

to zero with exponential rate and ∂h
1/2
i,t /∂θi = 1

2h
−1/2
i,t ∂hi,t/∂θi, similar to the proof of Proposition 2.3 we can

easily verify Assumptions 2 and 4. For the identification conditions of the GARCH process, we refer readers to
Proposition 3.4 of Jeantheau (1998), who proves that assuming the minimal representation is enough for ensuring
Assumption 3 holds.

However, by using techniques which are more specific to the GARCH models, the condition

‖η̃t(τ)‖r
∞∑
j=1

|Ψj(τ)|1/2 < 1

can be weaken to ‖η̃t(τ)‖2r
∑∞
j=1 |Ψj(τ)| < 1. Define ỹt(τ) = x̃t(τ)� x̃t(τ) and Ṽt(τ) = diag (η̃t(τ)� η̃t(τ)). We

first prove the existence of ‖ỹt(τ)‖r/2 (which implies the existence of ‖x̃t(τ)‖r) as well as its weak dependence

property by means of a chaotic expansion. Since ỹt(τ) = Ṽt(τ)α(τ) +
∑∞
j=1 Ṽt(τ)Ψj(τ)ỹt−j(τ), by substitute

ỹt−j(τ) recursively, we have

ỹt(τ) = Ṽt(τ)

α(τ) +

∞∑
k=1

∞∑
j1,..,jk=1

Ψj1(τ)Ṽt−j1(τ) · · ·Ψjk(τ)Ṽt−j1−···−jk(τ)α(τ)

 .

To prove the boundedness of ‖ỹt(τ)‖r/2, since {Ṽt(τ)} are independent random variables, it suffices to show that

∞∑
k=1

∞∑
j1,..,jk=1

∥∥∥Ψj1(τ)Ṽt−j1(τ) · · ·Ψjk(τ)Ṽt−j1−···−jk(τ)α(τ)
∥∥∥
r/2

<∞.

By using supτ∈[0,1] |α(τ)| <∞ and ‖Ṽt(τ)‖r/2
∑∞
j=1 |Ψj(τ)| < 1, we have

∞∑
k=1

∞∑
j1,..,jk=1

∥∥∥Ψj1(τ)Ṽt−j1(τ) · · ·Ψjk(τ)Ṽt−j1−···−jk(τ)α(τ)
∥∥∥
r/2

≤ sup
τ∈[0,1]

|α(τ)|
∞∑
k=1

∞∑
j1,..,jk=1

|Ψj1(τ)| · · · |Ψjk(τ)|‖Ṽt(τ)‖kr/2

≤ sup
τ∈[0,1]

|α(τ)|
∞∑
k=1

‖Ṽt(τ)‖r/2
∞∑
j=1

|Ψj(τ)|

k

<∞.
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Hence, we have ‖x̃t(τ)‖r <∞. Next, we show that δ
x̃(τ)
r (k) = O(ρk) for some 0 < ρ < 1. Write

ỹt(τ) = diag

α(τ) +

∞∑
j=1

Ψj(τ)ỹt−j(τ)

 (η̃t(τ)� η̃t(τ)).

By using the same arguments as in the proof of Proposition 2.1, we have δ
ỹ(τ)
r (k) = O(ρk) since ‖η̃t(τ)‖2r

∑∞
j=1 |Ψj(τ)| <

1 and βj(θ(τ)) = |Ψj(τ)| = O(ρj). Since |a − b| ≤ |a2 − b2|1/2 for a ≥ 0, b ≥ 0 and H(·) is a positive diagonal
matrix, for t ≥ 1, we have

‖x̃t(τ)− x̃∗t (τ)‖r ≤
t∑

j=1

|Ψj(τ)|1/2 · ‖ỹt−j(τ)− ỹ∗t−j(τ)‖1/2r/2 · ‖η̃t(τ)‖r

=

t∑
j=1

O(ρj/2)O(ρ(t−j)/2) = O(ρ′t)

for some 0 < ρ′ < 1.
The proof is now completed.

Proof of Proposition 2.5.

Proposition 2.5 can be verified in a similar manner as Propositions 2.3 and 2.4. Note that by the proof of
Proposition 2.3, we have αj(θ(τ)) = O(ρj) for some 0 < ρ < 1 and ‖x̃t(τ)‖r < ∞ provided that ‖ṽt(τ)‖r < ∞.
In addition, by the proof of Proposition 2.3, we have ‖ṽt(τ)‖r < ∞ and βj(θ(τ)) = O(ρj) for some 0 < ρ < 1
since ‖Ω1/2(τ)εt‖2r

∑∞
j=1 |Ψj(τ)| < 1.

Appendix B

B.1 Preliminary Lemmas

First, we define a few notations for better presentation. First, let η = (η>1 ,η
>
2 )>, where η1 and η2 are the same

generic vectors as in (2.4). Let K̂(·) be a a kernel function being Lipschitz continuous and bounded on [−1, 1].
For τ ∈ [0, 1] and η ∈ ET (r) = Θr × (h ·Θ(1)), define

Gτ (η) :=
1

Th

T∑
t=1

K̂

(
τt − τ
h

)
[g(yt,η1 + η2 · (τt − τ)/h)− E(g(yt,η1 + η2 · (τt − τ)/h))] , (B.1)

where g(·) ∈H(C,χ,M) and yt = (xt, zt−1). Let Gcτ (η), G̃τ (η) denote the same quantity but with yt replaced
by yct = (xt, z

c
t−1) or ỹt(τt) = (x̃t(τt), z̃t−1(τt)).

In addition, let

B̃τ (η) :=
1

Th

T∑
t=1

K̂

(
τt − τ
h

)
g(ỹt(τt),η1 + η2 · (τt − τ)/h),

m
(2)
t (u, τ) := K̂

(
τ − u
h

)
g(ỹt(u),θ(τ)− vd(u, τ)) · d(u, τ), (B.2)

where d(u, τ) := θ(u)− θ(τ)− (u− τ)θ(1)(τ) and some v ∈ [0, 1].

Lemma B.1. Suppose Assumptions 1 and 3 hold. Then, E (l(x̃1(τ), z̃0(τ);ϑ)) is uniquely maximized at θ(τ).

Lemma B.2. Suppose Assumptions 3–4 hold. Then, l,∇l,∇2l ∈ H(3,χ,M) for some M > 0 and χ =
{χj}j=1,2,... with χj = O(j−(2+s)) and s > 0. In addition, if H(z;ϑ) ≡ H(0;ϑ), l,∇l,∇2l ∈H(2,χ,M).

Lemma B.3. Suppose Assumptions 1–2 hold with r ≥ C. Then

1. supτ∈[0,1]

∥∥∥supη 6=η′
|G̃τ (η)−G̃τ (η′)|

|η−η′|

∥∥∥
1
≤M and

∥∥∥supτ 6=τ ′,η 6=η′
|G̃τ (η)−G̃τ′ (η

′)|
|τ−τ ′|+|η−η′|

∥∥∥
1
≤Mh−2;

2. supτ∈[0,1],η∈ET (r) |E(B̃τ (η))−
∫ (1−τ)/h
−τ/h K̂(u)E(g(ỹ0(τ),η1 + η2u))du| = O((Th)−1 + h);
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3.
∥∥∥supτ 6=τ ′

|Π(τ)−Π(τ ′)|
|τ−τ ′|

∥∥∥
1
≤Mh−2 with Π(τ) := (Th)−1

∑T
t=1

[
m

(2)
t (τ, τt)− E(m

(2)
t (τ, τt))

]
.

In addition, suppose χj = O(j−(2+s)) for some s > 0, then

4. ‖ supτ∈[0,1],η∈ET (r) |G̃τ (η)−Gcτ (η)|‖1 = O((Th)−1).

Lemma B.4. Let g(·) ∈H(C,χ,M), where χj = O(j−(a+s)) for some s > 0 and a ≥ 1. Suppose Assumptions
1–2 hold with q = r/C ≥ 1, and

sup
τ∈[0,1]

[αj(θ(τ)) + βj(θ(τ))] = O(j−(a+1+s)).

Then we obtain

1. supτ∈[0,1] δ
supϑ |g(ỹt(τ),ϑ)|
q (j) = O(j−(a+s));

2. supτ∈[0,1] supu,η δ
m(τ,η,u)
q (j) = O(j−(a+s)) and supτ∈[0,1] δ

supu,η |m(τ,η,u)|
q (j) = O(j−(a+s)), where mt(τ,η, u) :=

K̂
(
τ−u
h

)
g(ỹt(τ),η1 + η2 · (τ − u)/h);

3. supτ,u∈[0,1] δ
m

(2)
t (u,τ)

q (j) = O(h2j−(a+s)) and supu∈[0,1] δ
supτ |m

(2)
t (u,τ)|

q (j) = O(h2j−(a+s)).

Lemma B.5. Under the conditions of Lemma B.4 with q = r/C > 1, then

1. ‖G̃τ (η)‖q = O
(

(Th)−(q
′−1)/q′

)
with q′ = min(2, q),

2. supη∈ET (r) |G̃τ (η)| = oP (1);

Suppose further q = r/C > 2 and a ≥ 3/2. Then

3. supτ∈[0,1] supη∈ET (r) |G̃τ (η)| = OP ((log T )1/2(Th)−1/2h−1/2).

Lemma B.6. Suppose Assumptions 1–5 hold with r > 6, and

sup
τ∈[0,1]

[αj(θ(τ)) + βj(θ(τ))] = O(j−(a+1+s))

for a ≥ 3/2 and some s > 0. Then

sup
τ∈[0,1]

∣∣∣∇L̃τ (θ(τ), hθ(1)(τ))− E[∇L̃τ (θ(τ), hθ(1)(τ))]

− 1

Th

T∑
t=1

K̂((τt − τ)/h)⊗∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))
∣∣∣ = OP (h2βT ),

where

βT = (log T )1/2(Th)−1/2h−1/2,

K̂((τt − τ)/h) = K((τt − τ)/h)[1, (τt − τ)/h]>,

L̃τ (θ(τ), hθ(1)(τ)) := T−1
T∑
t=1

l(x̃t(τt), z̃t−1(τt);θ(τ) + θ(1)(τ)(τt − τ))Kh(τt − τ).

Lemma B.7. Under the conditions of Theorem 2.2,

(1). sup
τ∈[h,1−h]

∣∣∣−Σ(τ)(θ̂(τ)− θ(τ))−∇ϑLτ (θ(τ), hθ(1)(τ))
∣∣∣ = OP (γT ),

(2). sup
τ∈[h,1−h]

∣∣∣∣∇ϑLτ (θ(τ), hθ(1)(τ)) +
1

2
h2c̃2Σ(τ)θ(2)(τ)

− 1

T

T∑
t=1

∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))Kh(τt − τ)

∣∣∣∣∣ = OP (βTh
2 + h3 + (Th)−1),

where βT = (Th)−1/2h−1/2(log T )1/2 and γT = (βT + h)((Th)−1/2 log T + h2).
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B.2 Secondary Lemmas

Before proceeding further, we introduce some extra notations. Assume that there exists some measurable function
H̃(·, ·) such that for ∀τ ∈ [0, 1], h̃t(τ) = H̃(τ,Ft) ∈ Rd is well defined, where Ft = σ(εt, εt−1, . . .). Let

D̃h̃(τ) := (Th)−1
T∑
t=1

h̃t(τt)K̂((τt − τ)/h) and Σh̃(τ) =

∞∑
j=−∞

E[h̃0(τ)h̃>j (τ)].

Assume that Σh̃(τ) is Lipschitz continuous and its smallest eigenvalue is bounded away from 0 uniformly over

τ ∈ [0, 1]. In what follows, we let h̃0,i(τ) stand for the ith component of h̃t(τ).

Lemma B.8. Let q > 0. Let g ∈H(C,χ,M). Let y = (y0,y1,y2, . . .) and y′ = (y′0,y
′
1,y
′
2, . . .) be two sequences

of random variables. Assume that maxj≥0 ‖yj‖qC ≤M and maxj≥0 ‖y′j‖qC ≤M . Then, we have

1.
∥∥supϑ∈Θr

|g(y,ϑ)− g(y′,ϑ)|
∥∥
q
≤M

∑∞
j=0 χj‖yj − y′j‖qC ;

2.
∥∥∥supϑ 6=ϑ′

|g(y,ϑ)−g(y,ϑ′)|
|ϑ−ϑ′|

∥∥∥
q
≤M ;

3.
∥∥supϑ∈Θr

|g(y,ϑ)|
∥∥
q
≤M .

Lemma B.9. Assume that for i = 1, . . . , d

1. supτ∈[0,1] ‖h̃0,i(τ)‖q <∞ with some 2 ≤ q ≤ 4,

2. supτ 6=τ ′ ‖h̃0,i(τ)− h̃0,i(τ ′)‖2/|τ − τ ′| <∞,

3. supτ∈[0,1] δ
h̃0,i(τ)
q (j) = O(j−(2+s)) for some s ≥ 0.

Let Sh̃(t) =
∑t
s=1 h̃s(τs). Then on a richer probability space, there exists i.i.d. k-dimensional standard normal

variables v1,v2, . . . and a process S0
h̃
(t) =

∑t
s=1 Σ

1/2

h̃
(τs)vs such that

(Sh̃(t))Tt=1 =D (S0
h̃
(t))Tt=1 and max

t≥1
|Sh̃(t)− S0

h̃
(t)| = OP (πT ),

where πT = T
q(s+3)−4

2q(2s+3)−4 (log T )
2(s+1)(q+1)
q(2s+3)−2 .

Lemma B.9 is from Theorem 1 and Corollary 2 of Wu and Zhou (2011).

Lemma B.10. Assume that for i = 1, . . . , d

1. supτ∈[0,1] ‖h̃0,i(τ)‖q <∞ with some 2 ≤ q ≤ 4,

2. supτ 6=τ ′ ‖h̃0,i(τ)− h̃0,i(τ ′)‖2/|τ − τ ′| <∞,

3. supτ∈[0,1] δ
h̃0,i(τ)
q (j) = O(j−(2+s)) for some s ≥ 0.

In addition, assume that h log T → 0 and (log T )4

T (sq+2)/(2sq+3q−2)h
→ 0. Then

lim
T→∞

Pr

(√
Th

ṽ0
sup

τ∈[h,1−h]

∣∣∣Σ−1/2
h̃

(τ)D̃h̃(τ)
∣∣∣−B(m∗) ≤ u√

2 log(m∗)

)
= exp(−2 exp(−u)),

where

B(m∗) =
√

2 log(m∗) +
log(CK) + (k/2− 1/2) log(log(m∗))− log(2)√

2 log(m∗)
,

CK =
{
∫ 1

−1 |K
(1)(u)|2du/ṽ0π}1/2

Γ(k/2)
, m∗ = 1/h,

and Γ(·) is the Gamma function.
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B.3 Proofs of Preliminary Lemmas

Proof of Lemma B.1.

Let

Mt(ϑ,θ(τ)) := (H(z̃t−1(τ);ϑ)H(z̃t−1(τ);ϑ)>)−1/2H(z̃t−1(τ);θ(τ))H(z̃t−1(τ);θ(τ))>

×(H(z̃t−1(τ);ϑ)H(z̃t−1(τ);ϑ)>)−1/2.

By Assumption 1.1 and the construction of x̃t(τ), we write

E (l(x̃t(τ), z̃t−1(τ);ϑ))

= −1

2
E log det

{
H(z̃t−1(τ);ϑ)H(z̃t−1(τ);ϑ)>

}
−1

2
Etr

{
(H(z̃t−1(τ);ϑ)H(z̃t−1(τ);ϑ)>)−1[x̃t(τ)− µ(z̃t−1(τ);ϑ)][x̃t(τ)− µ(z̃t−1(τ);ϑ)]>

}
= −1

2
E log det

{
H(z̃t−1(τ);ϑ)H(z̃t−1(τ);ϑ)>

}
− 1

2
Etr {Mt(ϑ,θ(τ))}

−1

2
E
(
[µ(z̃t−1(τ);θ(τ))− µ(z̃t−1(τ);ϑ)]>(H(z̃t−1(τ);ϑ)H(z̃t−1(τ);ϑ)>)−1

×[µ(z̃t−1(τ);θ(τ))− µ(z̃t−1(τ);ϑ)])

= −1

2
[−E log det (Mt(ϑ,θ(τ))) + Etr {Mt(ϑ,θ(τ))}]

−1

2
E log det

(
H̃t(τ,θ(τ))H̃t(τ,θ(τ))>

)
−1

2
E
(
[µ(z̃t−1(τ);θ(τ))− µ(z̃t−1(τ);ϑ)]>(H(z̃t−1(τ);ϑ)H(z̃t−1(τ);ϑ)>)−1

×[µ(z̃t−1(τ);θ(τ))− µ(z̃t−1(τ);ϑ)]) .

For any positive definite matrix M with eigenvalues λ1, . . . , λm > 0, we have

f(M) := − log det (M) + tr {M} =

m∑
i=1

(λi − log λi) ≥ m,

where the equality holds if λ1 = · · · = λm = 1 in which case M = Im. Thus, f(M) is uniquely minimized
at M = Im, which implies that E[f(Mt(ϑ,θ(τ)))] is uniquely minimized at ϑ = θ(τ) by Assumption 3.2. In
addition, since H(z̃t−1(τ);ϑ)H(z̃t−1(τ);ϑ)> is a positive definite matrix, then

E
(
[µ(z̃t−1(τ);θ(τ))− µ(z̃t−1(τ);ϑ)]>(H(z̃t−1(τ);ϑ)H(z̃t−1(τ);ϑ)>)−1

×[µ(z̃t−1(τ);θ(τ))− µ(z̃t−1(τ);ϑ)]) ≥ 0

is uniquely minimized at ϑ = θ(τ) by Assumption 3.2. Hence, E (l(x̃t(τ), z̃t−1(τ);ϑ)) is uniquely maximized at
θ(τ).

Proof of Lemma B.2.

We first consider l(·). Write

l(x, z;ϑ)− l(x′, z′;ϑ)

= −1

2

[
(x− µ(z;ϑ))>M−1(z;ϑ)(x− µ(z;ϑ))− (x′ − µ(z′;ϑ))>M−1(z′;ϑ)(x′ − µ(z′;ϑ))

]
−1

2
[log det (M(z;ϑ))− log det (M(z′;ϑ))]

:= −1

2
(I1 + I2),

where the definitions of I1 and I2 should be obvious, and M(z;ϑ) = H(z;ϑ)H(z;ϑ)>.

For I2, we have

|M(z;ϑ)−M(z′;ϑ)| ≤ |H(z;ϑ)−H(z′;ϑ)| (|H(z;ϑ)|+ |H(z′;ϑ)|)
≤M |z− z′|χ(2 + |z|χ + |z′|χ),
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where the second inequality follows from the facts that

|H(z;ϑ)−H(z′;ϑ)| = O(|z− z′|χ),

|H(z;ϑ)| ≤ |H(z;ϑ)−H(0;ϑ)|+ |H(0;ϑ)| = O(1 + |z|χ)

by using Assumption 1.2 twice.
By Assumption 3, it is easy to know that det(M(z;ϑ)) ≥ H > 0, which in connection with the fact log(·) is

Lipschitz continuous on [H,∞) yields that

I2 ≤M |det (M(z;ϑ))− det (M(z′;ϑ)) |.

In addition, for an invertible matrix A, det(A + B) = det(A) + tr(A−1,>B) + o(|B|), and for a positive definite
matrix A and symmetric matrix B, |tr(A−1,>B)| ≤ |B|tr(A−1). Hence, we have

I2 ≤M |det (M(z;ϑ))− det (M(z′;ϑ)) |
≤Mtr(M−1(z′;ϑ)) · |M(z;ϑ)−M(z′;ϑ)|
= O(|z− z′|χ(1 + |z|χ + |z′|χ)).

Note that if H(z;ϑ) ≡ H(0;ϑ), I2 = 0.

For I1, since |H−1(z;ϑ)| is bounded by Assumption 3, we can obtain that

I1 ≤ |H−1(z;ϑ)(x− µ(z;ϑ))−H−1(z′;ϑ)(x′ − µ(z′;ϑ))|
·(|H−1(z;ϑ)(x− µ(z;ϑ))|+ |H−1(z′;ϑ)(x′ − µ(z′;ϑ))|)

= O(|y − y′|χ · (1 + |y|2χ + |y′|2χ)),

where y = (x, z). Similarly, if H(z;ϑ) ≡ H(0;ϑ), I1 = O(|y − y′|χ · (1 + |y|χ + |y′|χ)).
For l(x, z;ϑ)− l(x, z;ϑ′), write

l(x, z;ϑ)− l(x, z;ϑ′)

= −1

2

[
(x− µ(z;ϑ))>M−1(z;ϑ)(x− µ(z;ϑ))− (x− µ(z;ϑ′))>M−1(z;ϑ′)(x− µ(z;ϑ′))

]
−1

2
[log det (M(z;ϑ))− log det (M(z;ϑ′))]

:= −1

2
(I3 + I4).

Similar to the development for I1 and I2, we can obtain that

I3 = O(|ϑ− ϑ′|(1 + |y|3χ) and I4 = O(|ϑ− ϑ′|(1 + |z|2χ)),

where we again let y = (x, z). Also if H(z;ϑ) ≡ H(0;ϑ),

I3 = O(|ϑ− ϑ′|(1 + |y|2χ) and I4 = O(|ϑ− ϑ′|).

Combing the above analysis, we have shown l ∈ H(3,χ,M). In addition, if H(z;ϑ) ≡ H(0;ϑ), l ∈
H(2,χ,M).

Similar to the development for l, we can show ∇l, ∇2l ∈ H(3,χ,M) and ∇l,∇2l ∈ H(2,χ,M) if
H(z;ϑ) ≡ H(0;ϑ).

The proof is now complete.

Proof of Lemma B.3.

(1). By Proposition 2.1.1, we have supτ∈[0,1] ‖x̃t(τ)‖C <∞. Since g ∈H(C,χ,M), we have

sup
η 6=η′

|G̃τ (η)− G̃τ (η′)|
|η − η′|

≤M(Th)−1
T∑
t=1

K̂

(
τt − τ
h

)[
2 + |ỹt(τt)|Cχ + ‖|ỹt(τt)|Cχ‖1

]
.
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Using (Th)−1
∑T
t=1 K̂

(
τt−τ
h

)
<∞, we have∥∥∥∥∥ sup
η 6=η′

|G̃τ (η)− G̃τ (η′)|
|η − η′|

∥∥∥∥∥
1

≤M max
t
‖|ỹt(τt)|Cχ‖1 <∞.

In addition, by using the Lipschitz property of K̂(·), we have

|G̃τ (η)− G̃τ ′(η′)|

≤ (Th)−1
T∑
t=1

∣∣∣∣K̂ (τt − τh

)
− K̂

(
τt − τ ′

h

)∣∣∣∣ · sup
ϑ

(|g(ỹt(τt),ϑ)|+ ‖g(ỹt(τt),ϑ)‖1)

+(Th)−1
T∑
t=1

K̂

(
τt − τ ′

h

)
· |g(ỹt(τt),η1 + η2(τt − τ)/h)− g(ỹt(τt),η

′
1 + η′2(τt − τ ′)/h)|

≤M
(
h−2|τ − τ ′|+ h−1|η − η′|+ h−2|η2| · |τ − τ ′|

)
· 1

T

T∑
t=1

(2 + |ỹt(τt)|Cχ + ‖|ỹt(τt)|Cχ‖1).

Combing the above analyses, the first result follows.

(2). By Lemma B.8.1 and Proposition 2.2, for |τt − τ | ≤ h, we have

‖g(ỹt(τt),η1 + η2 · (τt − τ)/h)− g(ỹt(τ),η1 + η2 · (τt − τ)/h)‖1

≤M
∞∑
j=0

χj‖x̃t−j(τt)− x̃t−j(τ)‖C = O(h).

Hence, we have ∥∥∥∥∥B̃τ (η)− 1

Th

T∑
t=1

K̂

(
τt − τ
h

)
g(ỹt(τ),η1 + η2 · (τt − τ)/h)

∥∥∥∥∥
1

≤M 1

Th

T∑
t=1

K̂

(
τt − τ
h

) ∞∑
j=0

χj‖x̃t−j(τt)− x̃t−j(τ)‖C = O(h)

and

1

Th

T∑
t=1

K̂

(
τt − τ
h

)
E [g(ỹt(τ),η1 + η2 · (τt − τ)/h)]

=

∫ (1−τ)/h

−τ/h
K̂(u)E(g(ỹ0(τ),η1 + η2u))du+O((Th)−1)

by the definition of Riemann integral and the stationarity of ỹt(τ).

(3). Write

|m(2)
t (u, τ)−m

(2)
t (u, τ ′)|

≤ |K̂
(
τ − u
h

)
− K̂

(
τ ′ − u
h

)
| · |g(ỹt(u),θ(τ)− vd(u, τ))| · |d(u, τ)|

+|K̂
(
τ ′ − u
h

)
| · |g(ỹt(u),θ(τ)− vd(u, τ))− g(ỹt(u),θ(τ ′)− vd(u, τ ′))| · |d(u, τ)|

+|K̂
(
τ ′ − u
h

)
| · |g(ỹt(u),θ(τ ′)− vd(u, τ ′))| · |d(u, τ)− d(u, τ ′)|

:= I1 + I2 + I3.

By the Lipschitz continuity of K̂(·) and ‖ supϑ |g(ỹt(u),ϑ)|‖1 = O(1) (by Lemma B.8.3), we have

E(I1) = O(h−1|τ − τ ′|).
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Similarly, by Lemma B.8.2 and |d(u, τ)| = O(1), we have

E(I2) = O(|τ − τ ′|).

By the Lipschitz continuity of d(u, ·), we have E(I3) = O(|τ − τ ′|). Hence,∣∣∣∣∣ 1

Th

T∑
t=1

[m
(2)
t (τ, τt)−m

(2)
t (τ ′, τt)]

∣∣∣∣∣ ≤ 1

Th

T∑
t=1

|m(2)
t (τ, τt)−m

(2)
t (τ ′, τt)| = O(h−2|τ − τ ′|).

The proof is now complete.

(4). By Propositions 2.1.1 and 2.2.2, we have supτ∈[0,1] ‖x̃t(τ)‖C < ∞ and maxt ‖xt − x̃t(τt)‖C = O(T−1).
Hence, we have maxt ‖xt‖C ≤M .

By Lemma B.8 and the definitions of yt and yct , we have

‖ sup
ϑ∈Θr

|g(yt,ϑ)− g(yct ,ϑ)|‖1 ≤M
∞∑
j=t

χj‖xt−j‖C = O

 ∞∑
j=t

χj

 .

In addition, by Proposition 2.2.1 and χj = O(j−(2+s)) for some s > 0, we have

‖ sup
ϑ∈Θr

|g(yt,ϑ)− g(ỹt(τt),ϑ)|‖1 ≤M
∞∑
j=0

χj‖xt−j − x̃t−j(τt)‖C

≤M
∞∑
j=0

χj‖xt−j − x̃t−j(τt−j)‖C +M

∞∑
j=0

χj‖x̃t−j(τt)− x̃t−j(τt−j)‖C

= O(

∞∑
j=0

χj/T ) +O(

∞∑
j=0

jχj/T ) = O(T−1).

Hence, we have

‖ sup
τ∈[0,1]

sup
η∈ET (r)

|G̃τ (η)−Gcτ (η)|‖1

≤M(Th)−1
T∑
t=1

sup
ϑ∈Θr

‖g(ỹt,ϑ)− g(yct ,ϑ)‖1

≤M(Th)−1
T∑
t=1

∞∑
j=t

χj ≤M(Th)−1
∞∑
j=1

jχj = O((Th)−1).

The proof of the fourth result is now complete.

Proof of Lemma B.4.

(1). Let ỹ∗t (τ) be a coupled version of ỹt(τ) with ε0 replaced by ε∗0. By Lemma B.8, we have

δsupϑ |g(ỹt(τ),ϑ)|q (t) = ‖ sup
ϑ
|g(ỹt(τ),ϑ)| − sup

ϑ
|g(ỹ∗t (τ),ϑ)|‖q

≤ ‖ sup
ϑ
|g(ỹt(τ),ϑ)− g(ỹ∗t (τ),ϑ)|‖q

≤M
∞∑
j=0

χj‖x̃t−j(τ)− x̃∗t−j(τ)‖qC

= M

t∑
j=0

χjδ
x̃(τ)
r (t− j).

By Proposition 2.1.2 and the conditions on αj(θ(τ)) and βj(θ(τ)) in the body of this lemma, we have δ
x̃(τ)
r (j) =

O(j−(a+s)) for some s > 0. Hence, we have

t∑
j=0

χjδ
x̃(τ)
r (t− j) ≤

∑
j≥t/2

χjδ
x̃(τ)
r (t− j) +

∑
0≤j≤t/2

χjδ
x̃(τ)
r (t− j)
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≤ (t/2)−(a+s)
∑
j≥t/2

δx̃(τ)
r (t− j) + (t/2)−(a+s)

∑
0≤j≤t/2

χj

= O(t−(a+s)).

The proof of the first result of this lemma is now complete.
(2)–(3). Since

| sup
u,η
|m(τ,η, u)| − sup

u,η
|m∗(τ,η, u)|| ≤ sup

u,η
|m(τ,η, u)−m∗(τ,η, u)|

≤M sup
ϑ
|g(ỹt(τ),ϑ)− g(ỹ∗t (τ),ϑ)|,

the second result follows directly from the first result.

Since d(u, τ) = O(h2) when |τ − u| ≤ h, for each element of m
(2)
t (u, τ), we have

| sup
τ
|m(2)

t,i (u, τ)| − sup
τ
|m(2)

t,i (τ, u)∗|| ≤ sup
τ
|m(2)

t,i (τ, u)−m(2)
t,i (τ, u)∗|

≤Mh2 sup
ϑ
|g(ỹt(τ),ϑ)− g(ỹ∗t (τ),ϑ)|,

where m
(2)
t,i (τ, u) is yielded by the coupled version.

The proof is now complete.

Proof of Lemma B.5.

(1). Note that

g(ỹt(τt),η1 + η2 · (τt − τ)/h)− E(g(ỹt(τt),η1 + η2 · (τt − τ)/h))

=

∞∑
l=0

Pt−lg(ỹt(τt),η1 + η2 · (τt − τ)/h),

in which {Pt−l(g(ỹt(τt),η1 + η2 · (τt − τ)/h))}Tt=1 is a sequence of martingale differences.

If 1 < q ≤ 2, by the Burkholder inequality, |
∑d
i=1 ai|r ≤

∑d
i=1 |ai|r for r ∈ (0, 1] and Lemma B.4.1, we have

‖G̃τ (η)‖q ≤
∞∑
l=0

∥∥∥∥∥
T∑
t=1

1

Th
K̂

(
τt − τ
h

)
Pt−lg(ỹt(τt),η1 + η2 · (τt − τ)/h)

∥∥∥∥∥
q

≤ O(1)

∞∑
l=0

E
[
T∑
t=1

(
1

Th
K̂

(
τt − τ
h

)
Pt−lg(ỹt(τt),η1 + η2 · (τt − τ)/h)

)2
]q/2

1/q

≤ O(1)

∞∑
l=0

{
E

[
T∑
t=1

(
1

Th
K̂

(
τt − τ
h

)
Pt−lg(ỹt(τt),η1 + η2 · (τt − τ)/h)

)q]}1/q

≤ O(1)(Th)−(q−1)/q
∞∑
l=0

sup
τ∈[0,1]

δsupϑ |g(ỹt(τt),ϑ)|q (l)

(
1

Th

T∑
t=1

K̂

(
τt − τ
h

)q)1/q

= O((Th)−(q−1)/q).

Similarly, for q ≥ 2, by the Burkholder inequality and the Minkowski inequality, we have

‖G̃τ (η)‖q =

∥∥∥∥∥ 1

Th

T∑
t=1

K̂

(
τt − τ
h

) ∞∑
l=0

Pt−lg(ỹt(τt),η1 + η2 · (τt − τ)/h)

∥∥∥∥∥
q

≤
∞∑
l=0

∥∥∥∥∥
T∑
t=1

1

Th
K̂

(
τt − τ
h

)
Pt−lg(ỹt(τt),η1 + η2 · (τt − τ)/h)

∥∥∥∥∥
q

≤ O(1)

∞∑
l=0

E
[
T∑
t=1

(
1

Th
K̂

(
τt − τ
h

)
Pt−lg(ỹt(τt),η1 + η2 · (τt − τ)/h)

)2
]q/2

1/q

≤ O(1)

∞∑
l=0

{
T∑
t=1

[
E

(
1

Th
K̂

(
τt − τ
h

)
Pt−lg(ỹt(τt),η1 + η2 · (τt − τ)/h)

)q]2/q}1/2
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= O(1)(Th)−1/2
∞∑
l=0

sup
τ∈[0,1]

δsupϑ |g(ỹt(τ),ϑ)|q (l) = O((Th)−1/2).

The proof of the first result is now complete.

(2). For any fixed v > 0, let κ > 0 and Eκ
T (r) be a discretization of ET (r) such that for each η ∈ ET (r) one can

find η′ ∈ Eκ
T (r) satisfying |η − η′| ≤ κ. Let #Eκ

T (r) denote the numbers of sets in Eκ
T (r). Write

Pr

(
sup

η∈ET (r)

|G̃τ (η)| > v

)
≤ #Eκ

T (r) sup
η∈ET (r)

Pr
(
|G̃τ (η)| > v/2

)
+ Pr

(
sup

|η−η′|≤κ
|G̃τ (η)− G̃τ (η′)| > v/2

)
.

By the Markov inequality, we have

Pr
(
|G̃τ (η)| > v/2

)
≤
‖G̃τ (η)‖qq

(v/2)q
.

Note that {Pt−jg(ỹt(τt),η1+η2 ·(τt−τ)/h)}t forms a sequence of martingale differences. By the Burkholder
inequality and Lemma B.4.1, we have

‖G̃τ (η)‖q ≤ (Th)−1
∞∑
j=0

‖
T∑
t=1

K̂

(
τt − τ
h

)
Pt−jg(ỹt(τt),η1 + η2 · (τt − τ)/h)‖q

≤ (q − 1)−1(Th)−1
∞∑
j=0

(
‖

T∑
t=1

K̂

(
τt − τ
h

)2

P2
t−jg(ỹt(τt),η1 + η2 · (τt − τ)/h)‖q/2q/2

)1/q

≤M(Th)−(q−1)/q
∞∑
j=0

sup
τ∈[0,1]

δsupϑ |g(ỹt(τ),ϑ)|q (j) = O((Th)−(q−1)/q),

which in connection with the fact #Eκ
T (r) is independent of T yields that

#Eκ
T (r) sup

η∈ET (r)

Pr
(
|G̃τ (η)| > v/2

)
= o(1).

In addition, by Lemma B.3.1, we have

Pr

(
sup

|η−η′|≤κ
|G̃τ (η)− G̃τ (η′)| > v/2

)
≤Mκ→ 0

by choosing κ small enough. Hence, Pr
(

supη∈ET (r) |G̃τ (η)| > v
)
→ 0 as T →∞.

(3). Let βT := (log T )1/2(Th)−1/2h−1/2 for short. Let further ET,κ(r) be a discretization of ET (r) such that for
each η ∈ ET (r) one can find η′ ∈ ET,κ(r) satisfying |η − η′| ≤ κ−1T . Define TT,κ = {t/κT : t = 1, 2, ..., κT } as a
discretization of [0, 1]. For some constant M > 0, we have

Pr

(
sup
τ∈[0,1]

sup
η∈ET (r)

|G̃τ (η)| > MβT

)

≤ Pr

(
sup

τ∈TT,κ
sup

η∈ET,κ(r)

|G̃τ (η)| > βTM/2

)

+ Pr

(
sup

|τ−τ ′|≤κ−1
T ,|η−η′|≤κ−1

T

|G̃τ (η)− G̃τ ′(η′)| > βTM/2

)
.

Let mt(τ,η, u) := K̂
(
τ−u
h

)
g(ỹt(τ),η1 + η2 · (τ − u)/h), we have supτ∈[0,1] supu,η δ

m(τ,η,u)
q (j) = O(j−(a+s)) and

supτ∈[0,1] δ
supu,η |m(τ,η,u)|
q (j) = O(j−(a+s)) for some a ≥ 3/2 by Lemma B.4.2. Let α = 1/2, we have

Wq,α := max
k≥0

(k + 1)α sup
τ∈[0,1]

∞∑
j=k

δ
supu,η |m(τ,η,u)|
q (j) ≤M max

k
k−(a−3/2+s) <∞
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and

W2,α := max
k≥0

(k + 1)α sup
τ∈[0,1]

sup
u,η

∞∑
j=k

δ
m(τ,η,u)
2 (j) ≤M max

k
k−(a−3/2+s) <∞.

Note that l = min{1, log(#ET,κ(r)×TT,κ)} ≤ 3(2d + 1) log(T ) and MβTTh = MT 1/2(log T )1/2 ≥
√
T lW2,α +

T 1/ql3/2Wq,α ≥ T 1/2(log T )1/2 + T 1/q(log T )3/2 for some M large enough. By using Theorem 6.2 of Zhang and
Wu (2017) (the proof therein also works for the uniform functional dependence measure) with q > 2 and α = 1/2
to {mt(τ,η, τt)}τ∈TT,κ,η∈ET,κ(r), we have

Pr

(
sup

τ∈TT,κ
sup

η∈ET,κ(r)

|G̃τ (η)| > βTM/2

)

≤ MTlq/2

(βTTh)q
+M exp

(
−M(βTTh)2

T

)
≤M

(
T−(q−2)/2 + exp(− log T )

)
→ 0.

In addition, by the Markov inequality and Lemma B.3.1, we have

Pr

(
sup

|τ−τ ′|≤κ−1
T ,|η−η′|≤κ−1

T

|G̃τ (η)− G̃τ ′(η′)| > βTM/2

)
= O(h−2T−3/βT )→ 0.

The proof is now complete.

Proof of Lemma B.6.

For notational simplicity, we let η(τ) = [θ(τ), hθ(1)(τ)] in what follows, and define

Γ(τ) := ∇L̃τ (η(τ))− E[∇L̃τ (η(τ))]

− 1

Th

T∑
t=1

K̂((τt − τ)/h)⊗∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt)).

Due to E(∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))) = 0 by Lemma B.1, we have

Γ(τ) =
1

Th

T∑
t=1

K̂((τt − τ)/h)⊗ [∇ϑl(x̃t(τt), z̃t−1(τt);θ(τ) + θ(1)(τ)(τt − τ))

−∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))]

− 1

Th

T∑
t=1

K̂((τt − τ)/h)⊗ E[∇ϑl(x̃t(τt), z̃t−1(τt);θ(τ) + θ(1)(τ)(τt − τ))

−∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt)].

By the Mean Value Theorem, we have

Γ(τ) = (Th)−1
T∑
t=1

[M
(2)
t (τ, τt)− E(M

(2)
t (τ, τt))],

where

M
(2)
t (τ, u) := K̂((τt − τ)/h)⊗∇2

ϑl(x̃t(u), z̃t−1(u);θ(τ)− vr(u))r(u) for some v ∈ [0, 1],

r(u) =
1

2
θ(2)(τ)(u− τ)2 +

1

6
θ(3)(τ)(u− τ)3 with τ between u and τ .

We then use a similar argument as in the proof of Lemma B.5 to prove

Pr

(
sup
τ∈[0,1]

|Γ(τ)| > MβTh
2

)
→ 0.

Define κT = T 5 and TT,κ = {t/κT : t = 1, 2, ..., κT } as a discretization of [0, 1]. For some constant M > 0, we
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have

Pr

(
sup
τ∈[0,1]

|Γ(τ)| > MβTh
2

)
≤ Pr

(
sup

τ∈TT,κ
|Γ(τ)| > βTh

2M/2

)

+ Pr

(
sup

|τ−τ ′|≤κ−1
T

|Γ(τ)− Γ(τ ′)| > βTh
2M/2

)
.

By Lemma B.3.3 and the Markov inequality, we have

Pr

(
sup

|τ−τ ′|≤κ−1
T

|Γ(τ)− Γ(τ ′)| > βTh
2M/2

)
= O

(
h−2κ−1T
βTh2M/2

)
→ 0.

By Lemma B.4.3, we have

sup
u,τ∈[0,1]

δ|M
(2)(τ,u)|

q (j) = O(h2j−(a+s)) and sup
τ∈[0,1]

δsupu |M
(2)(τ,u)|

q (j) = O(h2j−(a+s))

for some a ≥ 3/2 . Let α = 1/2, we have

W̃q,α := max
k≥0

(k + 1)α sup
τ∈[0,1]

∞∑
j=k

δsupu |M
(2)(τ,u)|

q (j) = O(h2)

and

W̃2,α := max
k≥0

(k + 1)α sup
τ,u∈[0,1]

∞∑
j=k

δ
|M(2)(τ,u)|
2 (j) = O(h2).

Using Theorem 6.2 of Zhang and Wu (2017) with q > 2, α = 1/2 and l = min{1, log(#TT,κ)} ≤ 5 log(T ) to

{M(2)
t (τ, τt)}τ∈TT,κ , we have

Pr

(
sup

τ∈TT,κ
|Γ(τ)| > h2βTM/2

)

≤
MTlq/2W̃ q

q,α

(βTh2Th)q
+M exp

(
−M(βTh

2Th)2

TW̃ 2
2,α

)
≤M

(
T−(q−2)/2 + exp(− log T )

)
→ 0.

The proof is now complete.

Proof of Lemma B.7.

(1). Let η̂(τ) := [θ̂(τ)>, θ̂?(τ)>]> and η(τ) := [θ(τ)>, hθ(1)(τ)>]>. By Lemma B.5 and the proof of Theorem
2.1, we have

sup
τ∈[0,1]

|η̂(τ)− η(τ)| = oP (1).

By the Taylor expansion, we have

η̂(τ)− η(τ) = −(Σ̃(τ) + RT (τ))−1∇Lτ (η(τ)),

where RT (τ) := ∇2Lτ (η)− Σ̃(τ) and Σ̃(τ) :=

[
1 0
0 c̃2

]
⊗Σ(τ) with η between η̂(τ) and η(τ). By Lemma B.3

and Lemma B.5, we have

sup
τ∈[0,1],η∈ET (r)

|∇2Lτ (η)− Σ̃(τ,η)|

= sup
τ∈[0,1],η∈ET (r)

|∇2L̃τ (η)− Σ̃(τ,η)|+OP ((Th)−1)

= sup
τ∈[0,1],η∈ET (r)

|E[∇2L̃τ (η)]− Σ̃(τ,η)|+OP ((Th)−1 + βT )
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= OP (βT + (Th)−1) +O(h),

where Σ̃(τ,η) :=
∫ (1−τ)/h
−τ/h K(u)

[
1 u
u u2

]
⊗Σ(τ,η1 + η2u)du and

Σ(τ,η1 + η2u) := E
(
∇2
ϑl(x̃t(τ), z̃t−1(τ);η1 + η2u)

)
.

By Lemma B.4.3 and the condition

sup
τ∈[0,1]

[αj(θ(τ)) + βj(θ(τ))] = O(j−(3+s))

for some s > 0, we have supτ∈[0,1] δ
∇ϑj

l

q (j) = O(j−(2+s)) for some s > 0. By Lemma B.9, we have

sup
τ∈[0,1]

∣∣∣∣∣T−1
T∑
t=1

Kh(τt − τ)∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))

∣∣∣∣∣ = OP ((Th)−1/2 log T ).

Since E (∇ϑl(x̃t(τ), z̃t−1(τ);θ(τ))) = 0, we further obtain that

sup
τ∈[0,1]

|∇L̃τ (η(τ))− E[∇L̃τ (η(τ))]|

≤ sup
τ∈[0,1]

|∇L̃τ (η(τ))− E[∇L̃τ (η(τ))]

− 1

Th

T∑
t=1

K̂((τt − τ)/h)⊗∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))|

+ sup
τ∈[0,1]

∣∣∣∣∣T−1
T∑
t=1

Kh(τt − τ)∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))

∣∣∣∣∣
= OP (h2βT + (Th)−1/2 log T )

using Lemma B.6.
Hence, by Lemma B.3.4, we have

sup
τ∈[0,1]

|∇Lτ (η(τ))|

≤ sup
τ∈[0,1]

|∇Lτ (η(τ))−∇L̃τ (η(τ))|+ sup
τ∈[0,1]

|∇L̃τ (η(τ))− E(∇L̃τ (η(τ)))|

+ sup
τ∈[0,1]

|E(∇L̃τ (η(τ)))|

= sup
τ∈[0,1]

|E(∇L̃τ (η(τ)))|+OP (h2βT + (Th)−1/2 log T + (Th)−1).

Since

E

[
∇L̃τ (η(τ))− 1

Th

T∑
t=1

K̂((τt − τ)/h)⊗∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))

]

= −1

2
h2

1

Th

T∑
t=1

K̂((τt − τ)/h)⊗

[
E[∇2

ϑl(x̃t(τ), z̃t−1(τ);θ(τ))]θ(2)(τ)

(
τt − τ
h

)2
]

+O(h3)

=
1

2
h2
∫ (1−τ)/h

−τ/h
K(u)[u2, u3]>du⊗

(
−Σ(τ)θ(2)(τ)

)
+O((Th)−1 + h3),

we have
sup
τ∈[0,1]

|∇ηjLτ (η(τ))| = OP (h2βT + (Th)−1/2 log T + (Th)−1 + h1+j).

for j = 1, 2. Hence, we have supτ∈[0,1] |η̂j(τ) − ηj(τ)| = OP (h2βT + (Th)−1/2 log T + (Th)−1 + h1+j) and

supτ∈[0,1] |RT (τ)| = OP (βT + h + (Th)−1), where η̂j(τ) and ηj(τ) are corresponding to the jth part in their
definitions given in the beginning of this proof.
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Write ∣∣∣−Σ̃(τ)(η̂(τ)− η(τ))−∇Lτ (η(τ))
∣∣∣

≤ |[I2d + Σ̃−1(τ)RT (τ)]−1 − I−12d | · |∇Lτ (η(τ))|

≤ |[I2d + Σ̃−1(τ)RT (τ)]−1| · |Σ̃−1(τ)RT (τ)| · |∇Lτ (η(τ))|
= OP (γT ).

The proof of the first result is now complete.
(2). By Lemma B.3 and Lemma B.6, we have

sup
τ∈[h,1−h]

∣∣∣∇ϑLτ (θ(τ), hθ(1)(τ)) +
1

2
h2c̃2Σ(τ)θ(2)(τ)

− 1

T

T∑
t=1

∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))Kh(τt − τ)
∣∣∣

≤ sup
τ∈[h,1−h]

|∇η1
Lτ (η(τ))−∇η1

L̃τ (η(τ))|

+ sup
τ∈[h,1−h]

|∇η1
L̃τ (η(τ))− E(∇η1

L̃τ (η(τ)))− 1

T

T∑
t=1

∇ϑl(x̃t(τt), z̃t−1(τt);θ(τt))Kh(τt − τ)|

+ sup
τ∈[h,1−h]

|E(∇η1L̃τ (η(τ))) +
1

2
h2c̃2Σ(τ)θ(2)(τ)|

= sup
τ∈[h,1−h]

|E(∇η1L̃τ (η(τ))) +
1

2
h2c̃2Σ(τ)θ(2)(τ)|+OP ((Th)−1 + βTh

2).

In addition, by the proof of the first result of this lemma, we have

sup
τ∈[h,1−h]

|E(∇η1
L̃τ (η(τ))) +

1

2
h2c̃2Σ(τ)θ(2)(τ)| = O(h3 + (Th)−1).

The proof is now complete.

Proof of Lemma B.8.

(1). By the definition of class H(C,χ,M) and using Hölder’s inequality, we have∥∥∥∥ sup
ϑ∈Θr

|g(y,ϑ)− g(y′,ϑ)|
∥∥∥∥
q

≤M
∥∥|y − y′|χ(1 + |y|C−1χ + |y′|C−1χ )

∥∥
q

≤M ‖|y − y′|χ‖qC
(

1 + ‖|y|χ‖C−1qC + ‖|y′|χ‖C−1qC

)
≤M ‖|y − y′|χ‖qC

provided that ‖|y|χ‖qC ≤
∑∞
j=0 χj‖yj‖qC = O(1).

(2)–(3). Parts (2) and (3) can be proved in a similar manner as part (1).

Proof of Lemma B.10.

By using the summation-by-parts formula, Gaussian approximation results in Lemma B.9 and (log T )4

T (sq+2)/(2sq+3q−2)h
→

0, we have

sup
τ∈[0,1]

∣∣∣∣∣D̃h̃(τ)− (Th)−1
T∑
t=1

Σ
1/2

h̃
(τt)vtK̂((τt − τ)/h)

∣∣∣∣∣
= sup
τ∈[0,1]

∣∣∣∣∣(Th)−1K̂((τT − τ)/h)

T∑
t=1

(h̃t(τt)−Σ
1/2

h̃
(τt)vt)−
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(Th)−1
T−1∑
t=1

(K̂((τt+1 − τ)/h)− K̂((τt − τ)/h))

t∑
j=1

(h̃j(τj)−Σ
1/2

h̃
(τj)vj)

∣∣∣∣∣∣
≤M · (Th)−1 sup

1≤t≤T

∣∣∣∣∣∣
t∑

j=1

(h̃j(τj)−Σ
1/2

h̃
(τj)vj)

∣∣∣∣∣∣ = OP
(
(Th)−1πT

)
= oP ((Th log T )−1/2),

where πT is defined in Lemma B.9 and {vt} is a sequence of i.i.d. normal vectors. In addition, by the Lipschitz
property of Σh̃(·), we have

(Th)−1
T∑
t=1

(Σ
1/2

h̃
(τt)−Σ

1/2

h̃
(τ))vtK̂((τt − τ)/h) ∼ N (0,VT (τ))

and |VT (τ)| = O(T−1h). Hence, we have

sup
τ∈[0,1]

∣∣∣∣∣(Th)−1
T∑
t=1

(Σ
1/2

h̃
(τt)−Σ

1/2

h̃
(τ))vtK̂((τt − τ)/h)

∣∣∣∣∣ = OP (T−1/2h1/2(log T )1/2) = oP ((Th log T )−1/2)

if h log T → 0.
Finally, by Lemma 1 in Zhou and Wu (2010), we have

lim
T→∞

Pr

(√
Th

ṽ0
sup

τ∈[h,1−h]

∣∣∣∣∣(Th)−1
T∑
t=1

vtK̂((τt − τ)/h)

∣∣∣∣∣−B(m∗) ≤ u√
2 log(m∗)

)
= exp(−2 exp(−u)).

Combining the above analyses, we have proved Lemma B.10.

B.4 Computation of the Local Linear ML Estimates

In our numerical studies, we use the function fminunc in programming language MATLAB to minimize the
negative of log-likelihood function. The initial guess is important when using optimization functions because
these optimizers are trying to find a local minimum, i.e. the one closest to the initial guess that can be achieved
using derivatives. In this section, we give a possible choice of initial estimates.

We could estimate the coefficients of time-varying VARMA(p, q) model

xt =

p∑
j=1

Aj(τt)xt−j + ηt +

q∑
j=1

Bj(τt)ηt−j with ηt = ω(τt)εt,

by kernel-weighted least squares method if the lagged ηt were given. To obtain a preliminary estimator, we first
fit a long VAR model and then use estimated residuals in place of true residuals. Consider the VAR(pT ) model

xt =

pT∑
j=1

Γj(τt)xt−j + ηt,

where pT is set to be 2(Th)1/3 in our numerical studies. Then, we compute η̂t = xt −
∑pT
j=1 Γ̂j(τt)xt−j , where

{Γ̂j(τ)} are the local linear least squares estimators. Given η̂t, we are able to estimate {Aj(τ)}, {Bj(τ)} and
Ω(τ) as well as their derivatives by local linear least squares method.

In order to achieve identifications, certain restrictions should be imposed on the coefficients of the VARMA
model. Suppose there exists a known matrix R and a vector γ(τ) satisfying

vec(A1(τ), ...,Ap(τ),B1(τ), ...,Bq(τ)) = Rγ(τ),

which follows that
xt ' (z>t−1 ⊗ Im)R[γ(τ) + γ(1)(τ)(τt − τ)] + ηt,

where zt = [x>t , ...,x
>
t−p+1, η̂

>
t , ..., η̂

>
t−q]

>. Then the local linear estimator of (γ(τ),γ(1)(τ)) is given by

(
γ̂(τ)

hγ̂(1)(τ)

)
=

(
T∑
t=1

R>Z∗t−1Z
∗>
t−1RKh(τt − τ)

)−1 T∑
t=1

R>Z∗t−1xtKh(τt − τ),
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where Z∗t = zt⊗ Im⊗ [1, τt+1−τ
h ]>. Similarly, the local linear estimator of (vech(Ω(τ)), vech(Ω(1)(τ))) is given by(

vech(Ω̂(τ))

hvech(Ω̂(1)(τ))

)
=

(
T∑
t=1

ZtZ
>
t Kh(τt − τ)

)−1 T∑
t=1

Ztvech(η̂tη̂
>
t )Kh(τt − τ),

where Zt = [1, τt−τh ]> ⊗ Im(m+1)/2.
We next consider the preliminary estimation of Multivariate GARCH Models. Define yt = xt � xt and

vt = yt − ht. We can rewrite model (1.4) as

yt = c0(τt) +

max(p,q)∑
j=1

(Cj(τt) + Dj(τt))yt−j + vt +

q∑
j=1

(−Dj(τt))vt−j

with E(vt|Ft−1) = 0. Similar to the VARMA model, we are able to estimate c0(τ), {Cj(τ)} and {Dj(τ)} as
well as their derivatives by local linear least squares method. Consider the VAR(pT ) model

yt =

pT∑
j=1

Φj(τt)yt−j + vt,

where pT is set to be 2(Th)1/3 in our numerical studies. Then, we compute v̂t = yt −
∑pT
j=1 Φ̂j(τt)pt−j ,

ĥt = yt − v̂t and η̂t = diag−1/2(ĥt)xt. Hence, the local linear estimator of (vechl(Ω(τ)), vechl(Ω(1)(τ))) is given
by (

vechl(Ω̂(τ))

hvechl(Ω̂(1)(τ))

)
=

(
T∑
t=1

ZtZ
>
t Kh(τt − τ)

)−1 T∑
t=1

Ztvechl(η̂tη̂
>
t )Kh(τt − τ),

where Zt = [1, τt−τh ]>⊗ Im(m−1)/2 and vechl(·) stacks the lower triangular part of a square matrix excluding the
diagonal.

Finally, we consider the preliminary estimation of time-varying VARMA-GARCH models. In this case, we
first estimate the VARMA part and then use estimated residuals to estimate the GARCH part. Consider the
VAR(pT ) model with GARCH-type errors

xt =

pT∑
j=1

Γj(τt)xt−j + vt,

where pT is set to be 2(Th)1/3 in our numerical studies. Then, we compute v̂t = xt −
∑pT
j=1 Γ̂j(τt)xt−j , where

{Γ̂j(τ)} are the local linear least squares estimators. Given η̂t, we are able to estimate {Aj(τ)} and {Bj(τ)} as
well as their derivatives by local linear least squares method as stated above. In addition, based on estimated
residuals v̂t, we are able to estimate the GARCH part in a similar manner as above.

B.5 Additional Simulation Results

In this appendix we report some additional simulation results for time-varying GARCH models. The data
generating process is specified as follows:

DGP 3 : xt = diag(h
1/2
1,t , . . . , h

1/2
m,t)ηt,

where ηt = Ω1/2(τt)εt, ht = c0(τt) + C1(τt) (xt−1 � xt−1) + D1(τt)ht−1, {εt} are i.i.d. draws from N(02×1, I2),
c0(τ) = [2 exp{0.5τ − 0.5}, 3 + 0.2 cos(τ)]>,

C1(τ) =

[
0.4 + 0.05 cos(τ) 0.05(τ − 0.5)2

0.05(τ − 0.5)2 0.4 + 0.05 sin(τ)

]
,

D1(τ) =

[
0.4− 0.1 cos(τ) 0

0 0.3− 0.1 sin(τ)

]
,

Ω(τ) =

[
1 0.3 sin(τ)

0.3 sin(τ) 1

]
.

We set the order of GARCH process to be (1, 1) since GARCH(1, 1) models are typically used in practice and
higher order GARCH models are unnecessary (cf., Andreou and Werker, 2015).

We present the empirical coverage probabilities associated with the UCB in Table B.1. Again, we find that
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the conditional variance model requires more data than the conditional mean model to achieve a reasonable finite
sample performance.

Table B.1: Empirical Coverage Probabilities of the UCB for DGP 3

h̃ c0(·) C1(·) D1(·) Ω(·)

T = 1000

0.55 0.869 0.876 0.838 0.945
0.60 0.882 0.866 0.843 0.945
0.65 0.889 0.872 0.859 0.945
0.70 0.892 0.881 0.871 0.950

T = 2000

0.50 0.897 0.881 0.901 0.950
0.55 0.892 0.881 0.903 0.940
0.60 0.900 0.888 0.910 0.950
0.65 0.907 0.889 0.910 0.950

T = 4000

0.35 0.929 0.932 0.943 0.920
0.4 0.950 0.944 0.943 0.919
0.45 0.950 0.947 0.946 0.950
0.50 0.929 0.944 0.946 0.960
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