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Abstract
The mass production of plastic waste has caused an urgent worldwide public health crisis. Although government policies 
and industrial innovation are the driving forces to meet this challenge, trying to understand public attitudes may improve the 
efficiency of this process. Social media has become the main ways for the public to obtain information and express opinions 
and feelings. This motivated us to mine the perceptions and behavioral responses towards plastic usage using social media 
data. In this paper, we proposed a framework for data collection and analysis based on mainstream media in the UK to obtain 
public opinions on plastics. An unsupervised machine learning model based on Latent Dirichlet Allocation (LDA) has been 
employed to analyse and cluster the topics to deal with the lack of annotation of the data contents. An additional dictionary 
method was then proposed to evaluate the sentiment of the comments. The framework also provides tools to visualise the 
model and results to stimulate insightful understandings. We validated the framework's effectiveness by applying it to analyse 
three mainstream social media, where 6 first-level topic categories and 13 second-level topic categories from the comment 
texts related to plastics have been identified. The results show that public sentiment towards plastic products is generally 
stable. The spatiotemporal distribution of each topic's sentiment is highly correlated with the number of occurrences.
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Abbreviations
LDA  Latent Dirichlet Allocation
NLP  Natural Language Processing
VOC  Vocabulary
RNN  Recursive Neural Network
LSTM  Long Short-Term Memory
GRU   Gated recurrent unit
BBC  British Broadcasting Corporation
LSI  Latent Semantic Indexing

HDP  Hierarchical Dirichlet Process
SVD  Singular value decomposition

1 Introduction

Plastic products began to be widely used in the 1950s. 
Because of the low manufacturing cost, moderate inten-
sity, ease of being processed, and convenience of use, plas-
tic has become almost ubiquitous in use and is recognised 
with ever-increasing importance in waste management. 
The Ellen MacArthur Foundation report shows about 500 
million tons of plastic are produced every year in the world 
at present, but only 10% are recycled. Furthermore, much 
plastic waste leaks from the disposal system to become an 
environmental threat. As a result, the amount of plastic in 
municipal waste increased from 1% to more than 10% [1]. 
The problem reflects that the design, production and use 
of plastics are linear, not a circular pattern. Taking plastic 
packaging as an example, about 32% produced globally 
was discarded into the natural environment such as the 
ocean and air, and around 40% of it was landfilled. Only 
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10% of plastic packaging were recycled, and only 2% of 
them have achieved the same level of regeneration [2]. In 
contrast, in a circular system, products (including packag-
ing) are designed to last as long as possible, to be reusable 
and to be recoverable at end of life [1]. Policymakers in 
the UK, EU and elsewhere are devising policies to ban 
single use plastics and improve the recovery of plastics. 
Literature [3, 5] have abstracted the public views of plas-
tic products as a reference for policymakers to formulate 
relevant policies and also for companies in devising busi-
ness plans [4].

In psychology, cognitive science, and sociology, studies 
have shown that people will use comments to guide indi-
vidual decisions and behaviours [9]. In Maayah B’s study, 
it is illustrated how social media is addictive to the public 
[28]. But to achieve an effective plastic circular economy, 
one must be able to understand the range of public opinions. 
What, for example, is the pubic tolerance for increased costs 
for environmental products? To what extent are public aware 
of sympathetic to the causes and consequences of plastics 
mismanagement? As social media gradually becomes an 
important medium for people to obtain and publish informa-
tion, massive amounts of social media and comment data are 
generated on the internet every day. One approach to gaining 
these insights is analysis comments on social media, which 
also has also influenced public behaviour from information 
acquisition to post-purchase behaviour [6–8]. Furthermore, 
hundreds of millions of internet users access different types 
of plastic-related information through the internet and social 
media. Compared with other traditional communication 
channels, social media is much more efficient. Generally, 
with the number of comments exploding, topics and emo-
tions about have rapidly spread and evolved, causing psy-
chological fluctuations and emotional changes throughout 
society [10]. How to remove spam comments effectively, 
find valuable comments, and present them to readers, or pro-
vide them for further public opinion analysis and text mining 
tasks, have important application values.

Nowadays, few people do public opinion analysis on 
specific topics similar to views on plastic products. Studies 
often conclude that the private sector needs to take greater 
action to reduce plastic waste. Due to differences in the 
expertise and motivation of online commentators, comments 
online are often unpredictable in content and feelings [11]. 
These text information comments can examine the theme 
and emotion of the comment in order to analyse the com-
ment point of view. The purpose of this study is to obtain 
public topic views from plastic-related reviews to reveal the 
public's response to the plastic economy. We analyse com-
ments based on social media data to receive its temporal and 
spatial characteristics and its spatial and temporal distribu-
tion characteristics of various topics by using an undeter-
mined topic extraction and classification model [12]. At the 

same time, the number of unknown topics is classified, and 
the quality of the classification results is evaluated.

In this paper, we propose a framework to streamline 
opinion mining different aspect on the plastics based on 
Latent Dirichlet Allocation (LDA) [13], an unsupervised 
topic modelling method that can identify potential topics in 
documents has been adopted to explore the hidden topics or 
frequently appearing words in the corpus. These words are 
calculated based on the probabilities of the topic document 
and the word-topic proximity. Unlike the traditional method 
of using experience to judge the number and result of text 
classification, this paper introduces two estimation methods 
and visualises the results to select the appropriate text clas-
sification results. After determining each comment's various 
aspects, we visualise the classification results to generate a 
more intuitive and clear understanding of the process and 
the scope of the topics. This helps to summarize the subject 
content. In order to perform sentiment classification, we first 
obtain the sentiment score of each word from the established 
word score list, and then calculate the sentiment score result 
of the complete comments for normalization [16]. Finally, 
through topic classification and sentiment scores, insightful 
findings of the public's perceptions of recycled plastics and 
behavioural changes can be forwarded to aid policymaking.

The rest of the paper is organised as follows: Sect. 2 is 
the related work, Sect. 3 gives details of the framework, in 
Sect. 4, we give the various results and compare our results 
with other states of the art methods. We conclude the paper 
in Sect. 5.

2  Related Work

Here, we give the related work used in this research, specifi-
cally, the background of NLP, LDA, topic model evaluation 
and sentiment analysis.

2.1  Natural Language Processing

Natural Language Processing (NLP) is a bridge between 
machine language and human language. It studies how to 
make computers understand human language [17]. This 
technology often embodies the highest task and realm of 
artificial intelligence. It is a branch of artificial intelligence 
and is the intersection of computer science and linguis-
tics. NLP is also known as computational linguistics in the 
linguistic discipline. The primary research of natural lan-
guage processing includes grammatical analysis, semantic 
analysis, and text understanding. Each analysis needs a pre-
processing stage that includes some significant technolo-
gies, such as Tokenisation. In this process, the input text 
from the document is divided into the smallest units (words, 
phrases, emoticons, etc.). In most cases, this unit is in the 
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form of words or sentences or paragraphs. The normaliza-
tion process can change all letters into lowercase. Remove 
punctuation and stemming, which converts a complete text 
into basic words [18]. The next step is to generate a model, 
a dictionary and a corpus to filter low-frequency words and 
construct vectors.

2.2  LDA

The LDA [13] is a generative probabilistic model that can be 
used for corpus classification. The LDA is a three-level hier-
archical Bayesian probability model, including word, topic 
and document. The principle of this method is to assume 
that each word is extracted from a potentially hidden topic 
behind it. During the generative process, topic selection and 
word selection are two random processes. In the generation 
process, topic selection and word selection are two random 
processes. First, for each document, extract a topic from the 
topic distribution. Then, a word is extracted from the word 
distribution corresponding to the selected topic. Repeat the 
above process until each word in the document is traversed. 
Both a document belonging to a topic and a topic that can be 
represented by a word are assumed to follow a multinomial 
distribution. In short, the purpose of LDA is to identify top-
ics from documents, i.e., turn the document-word matrix 
into a document-topic matrix (distribution) and a topic-word 
matrix (distribution).

The advantage of LDA is that it is an unsupervised 
machine learning without relying on the manually annotated 
training dataset, i.e., the only inputs are the set of documents 
and the number of topics. In addition, the LDA can always 
find representative words to describe each topic.

For the latent text model of LDA, the main disadvantage 
is that it has not considered the position of a series of words 
in the text. Hence, it cannot distinguish the different mean-
ings that the same words in different orders can express. 
Moreover, because long texts contain more words, it is dif-
ficult to match their topics. Another problem that needs to be 
solved is that words composed of different topics in LDA are 
reused. This leads to an overlapping rather than independ-
ence of topics.

First, we define D as the document set. t is a collection 
of topics. In document set D, document d can be regarded 
as a word sequence < W1 , W2,…, Wn >, d contains n words. 
All the different words in this D combined into a large set 
vocabulary (VOC). In D, the probability of each document d 
corresponding to different topics �d < pt1, pt2..., ptn > , where 
pti is the probability that d corresponds to the ith topic in 
t. Intuitive look at calculation, pti = nti/n, where nti is the 
number of words corresponding to the ith topic in d, and n in 
d is the total number of all words. For each t in T, the prob-
ability of generating different words 𝜑t < pw1, pw2..., pwn > . 
Where pwi is the probability that t generates the ith word in 

VOC. The calculation method is also very intuitive, pwi = 
nwi/n, where nwi is the number of the ith word in the VOC 
corresponding to the topic, and total number of all words 
corresponding to the topic is n.

The formula is the core process which to take the topic 
layer as the middle layer connecting the words and docu-
ment, then give the probability of W in document d through 
�d and �t . Using the current �d and �t , we can calculate the 
p(w|d) of a word in a document when it corresponds to any 
topic, and then update the topic corresponding to the word 
according to these results. Then, if the update changes the 
topic corresponding to the word, it will in turn affect �d and 
�t.

Below is the learning process of LDA algorithm:
At the beginning, �d and �t are randomly assigned (for all 

d and t). Then, repeated the above core process continuously, 
until the final convergence result, this is the output of LDA.

For the ith word wi in one of the document ds , when the 
topic corresponding to the word can be tj , then the above 
formula can be modified as:

When enumerating the topics in T to get all Pj ( wi|ds ), 
where the value of j is 1 ~ k. Then, according to these prob-
ability values, it is the ith word wi in ds,select a topic. The 
simplest idea is to take the wi that maximises Pj ( wi|ds ) (note 
that only j is a variable in this formula), which is argmax 
[j]Pj ( wi|ds).

Next, if the ith word wi in ds chooses a topic from the 
original one, it will affect �d and �t (It can be deduced from 
the calculation formula of the above two vectors). This influ-
ence will also be retransmitted to the calculation of P(w|d) 
above. Calculate P(w|d) for all w in all d in D and reselect 
the topic as an. Execute this method until after n loop itera-
tions, it will cover and get the final result required by LDA.

Here, we acquired two probability P(word|topic) and 
P(topic|document).

2.3  Topic Model Evaluation

Most of the traditional methods use a visual inspection or 
prior knowledge to evaluate topic selection models' perfor-
mance. The most intuitive way is to judge the extracted topic 
manually, but obviously, this is time consuming. Manual vis-
ual judgment mainly includes evaluating clustering results 
using visualization technology and the introduction of topics 
meaning by keywords generated from the topic model [15].

On the other hand, automatic evaluation methods include 
evaluating the clustering effect by the Silhouette Coefficient 
and coherence to measure whether the words in the topic are 

(1)p(w|d) = P(w|t) × P(t|d).

(2)Pj

(
wi|ds

)
= P

(
wi|tj

)
∗ P

(
tj|ds

)
.
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coherent. Silhouette Coefficient is an evaluation method of 
clustering performance, first proposed by Peter J. Rousseau 
in 1986. It is a combination of cohesion and resolution. It 
is one of the evaluation methods of the impact of different 
algorithms or different operation modes on the clustering 
results based on the same original data. For each sample i 
in the data, the average distance from i to other samples in 
this cluster is a(i). The minimum average distance from I 
to all samples of other clusters is b(i). The formula can be 
rewritten as:

(1)  Calculate the average distance a(i) between sample 
i and other samples in the same cluster. When a(i) is 
smaller, the grouping effect of cluster i is better. a(i) is 
regarded as the intra cluster dissimilarity of sample i.

(2)  The average distance between sample I and other 
samples in another cluster b is b(i) . It is defined 
as the inter cluster dissimilarity of sample i  : 
bi = min

{
bi1, bi2,… bik

}
(3)  When Si is close to 1, the clustering of sample i is 

reasonable. If Si is close to – 1, the opposite is true.

Topic coherence is to score the topic by comparing the 
semantic similarity between the words with higher scores 
in the topic.

V is a group of words used to describe the subject, ε 
Means to ensure that the score returns a real number. Here, 
the smaller the epsilon is, the smaller the result will be. 
Word probability p is calculated by counting the frequency 
of words on the corpus. The algorithm is based on the origi-
nal corpus of the training topic model and does not rely on 
the external corpus.

2.4  Sentiment Analysis

Sentiment analysis is the process of analysis, processing, 
induction, and subjective text reasoning with emotional 
colours [19, 20]. Sentiment analysis can use traditional 
methods based on sentiment dictionary or deep learning-
based methods [25]. The dictionary-based method mainly 
consists of formulating a series of sentiment dictionaries 
and rules, disassembling sentences, analysing and matching 

(3)S(i) = b(i) − a(i)∕max {a(i), b(i)}

(4)S(i) =

⎧
⎪⎨⎪⎩

1 − a(i)∕b(i), a(i) < b(i)

0, a(i) = b(i)

b(i)∕a(i) − 1, a(i) > b(i)

(5)score
(
vi, vj, �

)
= log

(
p
(
vi, vj

)
+ �

)
− log

(
p
(
vi
)
p
(
vj
))

dictionaries on the text (generally part-of-speech analysis, 
syntactic dependency analysis), calculating sentiment val-
ues, and finally using sentiment values as the sentiment 
tendency of the text Basis of judgment [16, 21, 22]. Based 
on deep learning sentiment classification, the sentence is 
first based on deep learning sentiment classification. The 
sentence is first preprocessed, such as word segmentation, 
stop words and simplified and traditional conversion. Then, 
it is word vector coding, as well as the feature extraction 
using RNN (Recursive Neural Network) such as LSTM 
(Long Short-Term Memory) or GRU (gated recurrent unit) 
[23]. The operating procedures are: the document needs to 
be composed of sentences and tags. Tokenize the sentence, 
so a list of words represents it. Then, through simple uni-
gram word features, subjective and objective instances are 
used, respectively, to maintain a balanced and uniform class 
distribution in the training set and test set. The features are 
used to obtain a feature-value representation of our dataset. 
Then we need to train the classifier on the training set, and 
finally output the results.

3  The Proposed Framework

The framework consists of four parts, data acquisition and 
pre-processing, topics classification, model selection and 
visualisation, and sentiment analysis, as illustrated in Fig. 1.

Firstly, the comments data can be explored from social 
media online. Next, the comments are preprocessed to filter 
out the noise of repeated content or comments with non-
text structure for processing in the comments. Following 
preprocessed, unsupervised machine learning LDA was 
trained on the training data set. Afterwards, an evaluation 
process and a visualisation tool to help us select the number 
of topics and summarise the topics. At the same time, the 
sentiment evaluation model gives each comment a sentiment 
score. The score can be used to classify emotions or study 
the changes in emotions. Finally, by combining subject clas-
sification and emotional scores, we can get a time series of 
emotional changes in different aspects of plastic products.

As the data explored are from the comments left by 
readers of major British media outlets including BBC, the 
Guardian and Mail Online under the news about recyclable 
plastic, the data has the characteristics of unpredictability 
and without available classification labels. Therefore, we 
need to use some techniques that do not require a training 
set to classify comments. Here, the researcher introduces a 
word based unsupervised learning method LDA.

3.1  Data Acquisition and Preprocessing

A few media such as the British Broadcasting Corpora-
tion (BBC), the Guardian and the Mail Online have largely 
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dominated online news consumption in the UK [24], Readers' 
trust of these outlets means no matter what the news is, they 
will search and read directly and frequently. The comments 
expressed after reading the news are often highly related to 
the news topic.

This step is the process taken by algorithm 1, including:

Fig. 1  Research method

Algorithm 1

shows the ranking of 30 most frequently occurred words in 
our collected data.

3.2  Topics Classification

The topic extraction and classification framework are con-
structed based on the LDA topic model, and public topic 
emotions are obtained in layers from relevant social media 
texts. LDA topic model is used for topic extraction to gen-
erate a topic probability distribution of each text and word 
probability distribution of each topic. After that, the sample 
data of the annotated subject is classified into the entire data 
set.

The original comments text contains interference infor-
mation such as spaces, http links, and punctuation marks. To 
eliminate noise and improve the efficiency of word segmenta-
tion, the original data must be text filtered. We use Python 
regular expressions to filter the original social media text and 
remove interference information (such as http links, punctua-
tion), stop words, low quality text, and repeated text. Figure 2 
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LDA models are capable of recognising topics in docu-
ments and mining the corpus for hidden information, and 
have a wide range of uses in scenarios such as topic aggre-
gation, information extraction from unstructured text, and 
feature selection. It can (1) uncover topic patterns hidden in 
the corpus; (2) annotate documents according to the topics; 
and (3) use the annotation to organise, collate, summarise 
and retrieve the documents. LDA is a probabilistic model for 
solving the problem of text topic modelling. It is an unsuper-
vised learning method that automatically discovers hidden 

topic structures from a large number of documents and 
assigns each document to one or more topics (Fig. 3) [25].

When building a topic model, some main parameters need 
to be set in advance. It includes the number of topics K, 
a priori alpha of topic distribution, a priori beta of word 
distribution, and the number of documents to be used in 
each training block chunk size. The total number of training 
evaluation passes. Maintained in this experiment. ( �⃗𝛼 = 5 / 
K, �⃗𝛽 = 0.1).

How to select the appropriate number of topics? The 
more topics we choose, the more specific the topics will be. 
However, choosing too many topics may make it impossible 
to distinguish comments in a meaningful way. At the same 
time, too few topics will lead to the combination of com-
ments towards the same aspects, which should belong to 
different categories.

By comparing the quality of the generated topics, the 
optimal number of topics is selected. The next step is to 
calculate and compare the probabilities of the topics that a 
single review belongs, and determine the topics of comment. 
Finally, the theme is used to classify all documents.

Different topics are constructed from the LDA model 
[26], where each topic is a combination of keywords, and 
each keyword contributes a certain weight to the topic. From 
the keyword list, the words conducive to our understanding 
and summary of topics. These keywords and weights will be 
used to summarise the content of the topic.

For each LDA process, the following steps are followed 
as Algorithm 2:

Fig. 2  The most frequent 30 words in the data

Fig. 3  A workflow of the typi-
cal theme model [25]
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Algorithm 2

3.3  Model Selection and Visualisation

Next, we uses a web-based interactive tool to show the 
results of the LDA model [14], including the meaning of 
each topic, the prevalence of each topic and the relation of 
each topic.

LDAvis is a web-based interactive visualisation system. 
The system not only provides a universal ordering of words 
within a topic, but also displays the thematic distribution 
of words of particularity, exclusionary words. In turn, it 
proposes a new criterion relevance. The paper also utilises 
the results of a user study to demonstrate that the selection 
of words in decreasing order of probability is not optimal 
for topic interpretation. For topic summarisation, the most 
optimal explanation is not simply words by top frequency, 
nor is it absolutely special words. Rather, words that tend 
to be more relevant should be utilised to explain topic 
categorisation.

The operation interface is illustrated in Fig. 4, it can be 
selected to view the particular topic by hovering over the cir-
cle on the left. After selection, the right hand side will show 
the top 30 words that relevant to this topic. It can be used by 
these words to summarise the mean of this topic. The size of 
the circle shows the frequency of this topic. Here, we use the 
multi-dimensional analysis, extract the principal components 

as dimensions, and put the topic distribution on these two 
dimensions. The distance between the topic represents their 
relevance. The order of the words on the right hand side 
illustrates the weights of the words contributing to the topic. 
The relevance can be adjusted by the parameter λ ⊆ [0,1]. 
Changing the value of λ will change the weight order of the 
words in the topic, which helps to visualise the core content 
of the topic. The larger the λ, the more high frequency of 
the words, whilst the smaller the λ, the more special words.

The goal of topic classification is to have as few topic 
categories as possible and relatively independent. Because 
too many topic classifications are meaningless. Overlapping 
topics will confuse the research results. The framework has 
flexible functions to set the number of categories and topics.

3.4  Sentiment Analysis

We uses NLTK's Vader analysis tool [16] in this frame-
work as Algorithm 3. VADER (Valence Aware Dictionary 
and sEntiment Reasoner), is a dictionary and rule-based 
sentiment analysis tool that does not need to be trained or 

(6)relevance = λ ∗ p(w|t) + (1 − λ) ∗
p(w|t)
p(w)

.
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customised in order to obtain a sentiment assessment score, 
and it is specially tuned to the sentiments expressed in social 
media. It is designed for social media content, so it performs 
best on content you can find on social media.

Fig. 4  Topic model visualisation

Algorithm 3

� in the formula is a parameter used to adjust the interval 
distribution of normalized results. The effect of the Eq. (7) 
is shown in Fig. 5. To classify sentiment more conveniently, 
alpha = 15 has been selected in our paper. This makes the 
normalised result more uniform within the range.

Finally, set a standardized threshold to classify 
sentences:

positive sentiment: compound score ≥ 0.05.

(7)scorenorm =
score√
score2+�

.

The tool will provide a compound score for each com-
ment. The compound score is calculated by adding each 
word's corresponding scores in the dictionary, then adjust-
ing them according to the rules, and finally normalising 
them to be between – 1 and + 1. The dictionary contains 
more than 9000 words manually marked with sentiment 
scores. The normalise formula as:
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neutral sentiment: (compound score > – 0.05) and (com-
pound score < 0.05).
negative sentiment: compound score ≤ – 0.05.

4  Results and Analysis

4.1  Datasets

The data are captured from the reader feeds news articles 
from BBC, the Guardian and Daily Mail Online. Specially, 
we have 7924 comments from 26 news from BBC, date 
ranges from August 2017 to October 2019; 22,857 com-
ments from 97 news from Guardian, date ranges from July 
2016 to October 2019; and 3221 comments from 22 news 
from Daily Mail Online, date ranges from January 2018 to 
October 2019.

4.2  Topics Classifications

Table 1 shows the results of categorising comments accord-
ing to the topic. We divided the comments into six cat-
egories: plastic product, shopping, policy, family, food 

and others. People pay more attention to plastic products, 
shopping, and policy than the content of family, food, etc., 
10,168, 9281 and 5700, respectively. The order of the key-
words is in order of magnitude of the coefficients. The coef-
ficient is the frequency of occurrence of the word. Words 
marked in red are key words that are summarised to facilitate 
the reader's understanding of the topic.

To understand the fine details, we conducted a secondary 
classification for the top three topics with the largest number 
of messages, i.e. plastic products, shopping and policy as 
Table 2.

The topic of plastic products includes seven sub-themes: 
reuse, resource, recycling, water package, pollution and oth-
ers. There are three sub-topics under the shopping topic: 
reused package, paid package, and delivery package. In addi-
tion, business, media, and environment are sub-themes of 
the policy topic.

4.3  Model Selection

We have compared the coherence scores of different topic 
numbers in Fig. 6. We can see that when the number of 
topics is 6, the coherence score is the highest. Table 3 

Fig. 5  How alpha affect normalized result

Table 1  First level topics description

Keywords Numbers

Topic1: product 0.090*"plastic" + 0.020*"bottle" + 0.020*"waste" + 0.013*"water" + 0.012*"oil" + 0.012*"product" + 0.012*"recy-
cling" + 0.011*"use" + 0.010*"packaging" + 0.010*"glass"

10,168

Topic 2: shopping '0.145*"bag" + 0.064*"plastic" + 0.023*"paper" + 0.021*"supermarket" + 0.021*"use" + 0.018*"shop" + 0.014*"peo-
ple" + 0.014*"free" + 0.013*"shopping" + 0.011*"year"

9281

Topic 3: policy 0.034*"people" + 0.020*"good" + 0.019*"change" + 0.018*"government" + 0.017*"thing" + 0.015*"world" + 0.013*"prob-
lem" + 0.013*"tax" + 0.013*"environmental" + 0.011*"country"

5700

Topic 4: family 0.022*"people" + 0.022*"year" + 0.018*"day" + 0.016*"time" + 0.015*"car" + 0.014*"man" + 0.013*"kid" + 0.012*"child" + 0.011*"cof-
fee" + 0.010*"many"

3550

Topic 5: food 0.027*"food" + 0.016*"box" + 0.014*"packag-
ing" + 0.014*"fruit" + 0.012*"meat" + 0.011*"stuff" + 0.011*"good" + 0.010*"local" + 0.009*"loose" + 0.009*"small"

2763

Topic: other 0.028*"body" + 0.024*"class" + 0.023*"datum" + 0.019*"comment" + 0.016*"article" + 0.010*"demand" + 0.009*"under-
line" + 0.009*"thank" + 0.009*"true" + 0.008*"question"

2119
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summarises the details of the order of keyword in different 
topics.

Our basic method of summarizing clusters is using visu-
alization function to find typic words with high frequency 
(λ = 1) and special characteristics (λ = 0) as well as a balance 
indicator (λ = 0.5) between high frequency and special char-
acteristics according to six topics including product, food, 
family, policy, shopping and other. As seen in Table 5, when 
λ is 1, the words that appear more frequently are more rel-
evant to the topic. When λ is set to 0, the words that are more 
special and exclusive are more relevant to the topic. For 
example, when we look inside the topic policy, no matter 

what the value of λ is, the common words are change, gov-
ernment, tax and environment. These are important words 
which help us summarize the topic. In addition, climate, 
poor, global, job and action appear in special words, and 
people and world appear in high-frequency words. There-
fore, we think this topic is about policy.

According to the distribution of words under the topic 
model generated by different R, this is naturally suitable as 
a naming scheme: only the number of most likely words (e.g. 
5–10) and the most special words in the distribution need 
to be used as the topic descriptor. This usually works well.

4.4  Sentiment Analysis of the Topics

The average sentiment scores as shown in Table 4. The over-
all average sentiment tends to be neutral. People's comments 
on shopping, food and family are relatively positive. The 
others are neutral.

Figures 7 and 8 illustrate the most frequent words that 
appear in the positive and negative comments. Among them, 
people are generally more negative about waste.

4.5  Performance Comparisons 

We compared the results of LDA, LSI (Latent Semantic 
Indexing) and HDP(Hierarchical Dirichlet Process) [27]. 
The LSI is a simple and practical topic model. LSI is based 
on singular value decomposition (SVD) to get the topic of 

Table 2  Topic description in

Fist level topic Second level topic Weights and keywords

PLASTIC PROD-
UCT 

Other 0.035*"name" + 0.033*"link" + 0.032*"body" + 0.028*"datum" + 0.025*"com" + 0.024*"class" + 0.010*"petro-
leum" + 0.009*"underline" + 0.009*"big" + 0.007*"wind"

Reuse 0.105*"bottle" + 0.052*"glass" + 0.024*"plastic" + 0.020*"milk" + 0.019*"con-
tainer" + 0.018*"deposit" + 0.015*"shop" + 0.012*"people" + 0.011*"scheme" + 0.009*"supermarket"

Resource 0.083*"plastic" + 0.024*"oil" + 0.021*"use" + 0.018*"energy" + 0.018*"product" + 0.016*"bag" + 0.011*"alterna-
tive" + 0.010*"paper" + 0.008*"single" + 0.008*"material"

Recycle 0.074*"plastic" + 0.028*"waste" + 0.018*"bag" + 0.017*"recycling" + 0.016*"food" + 0.016*"packaging" + 0.012*"prob-
lem" + 0.012*"people" + 0.011*"recycle" + 0.009*"much"

Water package 0.076*"water" + 0.021*"plas-
tic" + 0.014*"oil" + 0.012*"demand" + 0.012*"tap" + 0.011*"year" + 0.009*"growth" + 0.009*"coal" + 0.009*"stuff" + 0.009*-
"bottled"

Pollution 0.113*"plastic" + 0.032*"bag" + 0.018*"ocean" + 0.016*"waste" + 0.012*"food" + 0.012*"country" + 0.011*"sea" + 0.010*"rub-
bish" + 0.009*"problem" + 0.009*"thing"

POLICY Business 0.032*"plastic" + 0.022*"government" + 0.022*"tax" + 0.018*"bag" + 0.016*"problem" + 0.015*"money" + 0.014*"peo-
ple" + 0.010*"environmental" + 0.010*"good" + 0.009*"big"

Media 0.031*"good" + 0.022*"change" + 0.018*"thing" + 0.017*"climate" + 0.017*"point" + 0.013*"article" + 0.011*"peo-
ple" + 0.011*"way" + 0.010*"environment" + 0.010*"great"

Environment 0.040*"people" + 0.023*"world" + 0.014*"human" + 0.014*"coun-
try" + 0.013*"many" + 0.009*"global" + 0.008*"poor" + 0.008*"population" + 0.008*"planet" + 0.008*"thing"

SHOPPING Reused package 0.015*"people" + 0.009*"time" + 0.008*"stuff" + 0.008*"person" + 0.007*"bottle" + 0.007*"car" + 0.006*"year" + 0.006*"cof-
fee" + 0.006*"good" + 0.005*"thing"

Paid package 0.028*"bag" + 0.025*"shop" + 0.016*"plastic" + 0.016*"paper" + 0.014*"charge" + 0.014*"supermarket" + 0.013*"cus-
tomer" + 0.013*"people" + 0.011*"money" + 0.011*"free"

Delivery package 0.150*"bag" + 0.082*"plastic" + 0.025*"use" + 0.020*"paper" + 0.017*"supermarket" + 0.015*"shopping" + 0.014*"peo-
ple" + 0.013*"year" + 0.013*"single" + 0.011*"carrier"

Fig. 6  The coherence score of different number topics
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the text. HDP model uses the property of infinite category 
division of Dirichlet process in finite space, adaptively 
adapts the number of topics to get the topic set with opti-
mal allocation of document set structure.

LDA's silhouette Coefficient score of 0.055 is closer to 
1, indicating that LDA's clustering is reasonable. The other 
two theme models are negative, indicating that their classi-
fication results are more than supposed to be less accurate.

In the Coherence Score, LDA achieved the highest score 
of 0.32, which indicates that words with similar meanings 
in the LDA model tend to appear in similar contexts. Most 
of the words under its topic classification are closely related, 
then the topic is considered more coherent. In Table 5, the 
results show that LDA has advantages in clustering effect 
and topic coherence of short text documents.

Table 3  The order of keyword in different topic

λ = 0 λ = 0.5 λ = 1

Product Bottle, waste, water, recycling, glass, 
name, link, recycle, energy, com

Plastic, bottle, waste, water, recycling, oil, 
product, glass, name, link

Plastic, bottle, waste, water, oil, product, 
recycling, use packaging, glass

Food Box, fruit, meat, loose, cardboard, fish, 
vegetable, garbage, legislation, fresh

Food, box, fruit, meat, loose, cardboard, 
fish, vegetable, garbage, packaging

Food, box, packaging, fruit, meat, stuff, 
good, local, loose, small

Family Man, kid, child, coffee, cup, woman, 
school, self, dog, self

Man, day, kid, child, coffee, cup, car, 
woman, year, school

People, year, day, time, car, man, kid, child, 
coffee, many, old

Policy Change, government, tax, environment, 
climate, poor, global, job, term, action

Change, government, people, tax, world, 
good, environment, issue, planet, human

People, good, change, government, thing, 
world, problem, tax, environmental, issue

Shopping Bag, paper, free, shopping, charge, carrier, 
liner, charity, grocery, cole

Bag, plastic, paper, supermarket, shop, 
free, shopping, use, charge, carrier

Bag, plastic, paper, supermarket, use, shop, 
people, free, shopping, year

Other Body, class, datum, comment, underline, 
thank, question, animal, land, soft

Body, class, datum, comment, underline, 
thank, article, question, land, animal

Body, class, datum, comment, article, 
demand, underline, thank, true, question

Table 4  The average sentiment score

Average 
sentiment 
score

Whole comments 0.04524
Policy 0.04664
Shopping 0.08497
Food 0.06074
Other 0.02746
Family 0.00502
Plastic product 0.02172

Fig. 7  The most frequent 20 words in the positive comments

Fig. 8  The most frequent 20 words in the negative comments

Table 5  Topics model’s performance

Topic Model Performance

Performance Metrics LDA LSI HDP

Silhouette Coefficient 0.055307 – 0.065895 – 0.021314
Coherence Score 0.320015 0.274701 0.174872
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4.6  Topic‑Based Sentiment Analysis

It can be concluded from Table 6 that readers often provide 
comments on plastic news. The result of the analysis is 
14,090 positive comments, 11,583 negative comments and 
7908 neutral comments. Although there are many positive 
comments, there are still many negative comments, which 
means that the public is not satisfied with the current situ-
ation of plastic products, or needs some improvement to 
eliminate negative comments. In terms of policies, there 

were 2635 positive comments and 896 negative comments. 
In terms of shopping, positive reviews were 4210 and neg-
ative reviews were 2112. In terms of products, positive 
reviews were 3955 and negative reviews were 2609.

From the average sentiment score, the public is conserva-
tive and optimistic about plastics' current situation. Among 
them, shopping, dining, and family are positive. However, 
judging from the number of comments classified by senti-
ment, the number of negative comments accounted for the 
main component. There were more negative comments on 
the six topics than positive comments.

4.7  Time‑Based Sentiment Analysis

The time series analysis of the six first-level topic catego-
ries is shown in Fig. 9. Except for the shopping topic that 
declined slightly after 2018, the remaining topics are all on 
the rise. Especially after 2017, the volume of comments has 
skyrocketed.

In Fig. 10, it shows the time series of people's emotional 
changes. People’s attitudes towards policy gradually changed 
from negative to positive. People's emotions about shop-
ping became positive. The public's satisfaction with food and 
plastic products has declined. The sentiment of the family 
topic fluctuates, but it is neutral. Public sentiment towards 
plastic products changed from negative in 2013 to positive 
in 2014 and gradually became neutral.

5  Conclusion

We proposed a topic extraction and classification frame-
work on obtaining and analysing public perceptions 
based on social media. Based on this framework, we 

Table 6  Sentiment results on topics analysis

Sentiment Results on Topics

Topic Sentiment Results (in Percent)

Policy Negative 7.8467
Neutral 6.4590
Positive 2.6682

Shopping Negative 12.5369
Neutral 8.8115
Positive 6.2893

Food Negative 3.4067
Neutral 2.7277
Positive 2.0934

Other Negative 2.4448
Neutral 2.0220
Positive 1.8433

Family Negative 3.9457
Neutral 3.7402
Positive 2.8856

Product Negative 11.7775
Neutral 10.7323
Positive 7.7693

Total Percentage 100

Fig. 9  Related first-level topic 
time series
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comprehensively analysed the social media data from 
people's opinions about plastic products. The evaluation 
results show that the topic extraction and classification 
method proposed in this paper are feasible. At the same 
time, combined with the emotional score of social media, 
it is analysed in the time dimension, and the results can 
find the changes of emotion under the classification.

After comparing the algorithm results of different topic 
models, we chose a more suitable LDA model to clas-
sify comments by comparing the two topic classification 
model indicators of silhouette efficiency and coherence 
score. Combined with the emotion evaluation score, we 
classify the sentiment under the theme classification. The 
classification results show that the number of negative 
comments from the public is more than that of positive 
comments. Finally, in combination with time series analy-
sis, it is found that the discussion on plastics is increasing 
year by year. However, the public's attitude towards the 
classification of plastic topics has gradually become more 
peaceful and neutral.

From the perspective of sentiment scores, public com-
ments generally believe that plastic products' lowest score 
means that plastics have more room for improvement in 
products. According to the proportion of comments classi-
fied by emotion, there are more negative comments, and the 
public is more negative about the policy. At the same time, 
the research results show that although people have paid 
more attention to plastic-related information since 2018 (the 
number of comments has increased sharply), the public's 
emotional expression has shown varying degrees of decline. 
This may be because in 2018, the U.K. government issued 
a new Resources and Waste Strategy dedicated to reduc-
ing plastic waste. As a result, people's attention to plastics' 

current situation has increased. More problems have been 
discovered, which has led to more negative expressions. The 
problem of plastics has attracted increasing attention, result-
ing in a great increase in public attention and sympathy for 
environmental analysis.
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