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A B S T R A C T

There is a very significant knowledge gap between Artificial Intelligence (AI) and a multitude of industries
that exist in today’s modern world. This is primarily attributable to the limited availability of resources
and technical expertise. However, a major obstacle is that AI needs to be flexible enough to work in many
different applications, utilising a wide variety of datasets through cloud computing. As a result, we developed
a benchmark toolkit called CloudAISim to make use of the power of AI and cloud computing in order to satisfy
the requirements of modern applications. The goal of this study is to come up with a strategy for building a
bridge so that AI can be utilised in order to assist those who are not very knowledgeable about technological
advancements. In addition, we modelled a healthcare application as a case study in order to verify the scientific
reliability of the CloudAISim toolkit and simulated it in a cloud computing environment using Google Cloud
Functions to increase its real-time efficiency. A non-expert-friendly interface built with an interactive web app
has also been developed. Any user without any technical knowledge can operate the entire model, which has
a 98% accuracy rate. The proposed use case is designed to put AI to work in the healthcare industry, but
CloudAISim would be useful and adaptable for other applications in the future.
1. Introduction

A set of practices aiming to base decisions on the analysis of data
instead of intuitive insights can be used to define data-driven decision-
making. When compared to conventional ones, businesses that imple-
ment data-driven decision-making processes are more financially bene-
ficial and productive [1]. The outcomes of recent Artificial Intelligence
(AI) research projects serve as the foundation for many decision-making
tools [2]. The development of Machine Learning (ML) techniques is
largely responsible for the success of AI-based tools [3]. The availability
of sizable datasets on various real-world features as well as the rise in
computational gains, which are typically attributable to the powerful
Graphics Processing Unit (GPU) cards [4], are particularly encouraging
in this regard.

The need to create sophisticated AI models with previously unheard-
of performance levels has progressively given way to a rising interest
in alternative design elements that would improve the usability of
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emerging products [5]. Complex AI models lose a part of their practical
effectiveness in a wide range of application domains [6]. The main
cause is that AI models are frequently created with a performance-
focused approach, neglecting other significant – and occasionally cru-
cial – aspects like accountability, transparency, and justice [7]. The
AI models are typically ‘‘black boxes’’ since there is no explanation
provided for the elements that are projected to perform well; as a result,
they simply allow for the prominent display of input and output param-
eters while hiding the visibility of the intrinsic relationships between
those parameters [8]. It is advantageous to have some explanations of
individual predictions that are recognised using an AI system, more
specifically in an automated environment, because these applications
may include crucial decision-making [9].

This research aims to develop a transparent and self-explanatory
system using AI, especially Automated Machine Learning (AutoML)
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systems [10], that uses cloud computing, particularly serverless com-
puting to propose the best machine-learning configuration for a par-
ticular issue and trace the reasoning behind a recommendation. It
could also make it possible to interpretably and credibly examine the
predicted outcomes.

1.1. Motivation

Even if AI/ML tools are open sources and widely available, creating
a data processing pipeline and generating fine-tuned models for spe-
cific domains requires knowledge and skills in data science and AI,
which are not always present in public sector industries like hospi-
tals and nursing homes [11]. Therefore, we designed a toolkit called
CloudAISim by utilising AI and cloud computing for the modelling
and simulation of modern applications to bridge the gaps between
non-professionals and AI expertise, starting with the healthcare appli-
cation as a case study that would be useful and adaptable for other
applications in the future.

The healthcare industry produces enormous amounts of data, using
various sensors and health-monitoring devices to collect data [12]. The
availability of data about the health of millions of patients may make it
possible to create AI-based processes and models that give healthcare
professionals useful insights [13]. This research also looks beyond the
healthcare domain to design a benchmark model that can be useful
for other applications from different domains. The framework and
insights presented in this article can serve as a blueprint for extending
AutoML and explainability to various other domains, from finance and
retail to agriculture and manufacturing. The scalability and flexibility
offered by cloud-based solutions make it feasible to democratise these
AI technologies and accelerate innovation across industries [14]. This
research mainly aims to provide the power of AI to non-experts without
writing a single line of code. The proposed CloudAISim toolkit will do
all the technical steps like Explanatory Data Analysis (EDA), feature
engineering, choosing the best algorithm, and explaining the results
predicted by the framework for better understanding by the user. In this
paper, we have considered the applications/dataset of the healthcare
domain, but it can be used for any domain where the dataset is in CSV
format.

1.2. Contributions

The main contributions of this work are:

1. Proposing a toolkit called CloudAISim for efficient explainable
machine learning technique modelling and implementation in
the healthcare domain.

2. Finding the most accurate and responsive machine learning
model for chronic as well as infectious diseases like diabetes,
heart disease, breast cancer and COVID-19 in the healthcare
domain.

3. Simulating a prototype web application for the validation of
CloudAISim to provide a visual display for data, models and the
explainability of results.

4. Implementing the CloudAISim in a cloud computing environ-
ment using Google Cloud Functions to increase real-time effi-
ciency.

5. Highlighting the promising future directions.

The rest of the paper is structured as follows: The relevant related
works regarding ML-based data analytics solutions and the requirement
for transparency to build confidence in AI models are covered in
Section 2. The proposed framework is described in Section 3 along
with how its various elements work together to accomplish the desired
outcomes. The results obtained using a few test cases are discussed
in Section 4. Section 5 demonstrates the proposed application and
Section 6 discusses the important findings of this research. Finally,
Section 7 concludes the paper and offers future directions.
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2. Related works

Various AutoML systems have been developed in recent years
that offer partial or full ML automation, including systems like Auto-
sklearn [15], tree-based pipeline optimisation tool (TPOT) [16], Auto-
WEKA [17], and ATM [18] and commercialised software like Google
AutoML,1 RapidMiner,2 and DarwinAI.3 These methods include auto-
matic feature engineering [19,20], automatic model selection [21,22],
automatic hyperparameter tuning [23], and automatic data prepara-
tion [24,25]. Some methods make an effort to automatically select an
ML algorithm while also optimising its hyper-parameters.

Many of the AutoML solutions, some of which are the results of
contests from 2015 to 2018, were developed in the last few years. The
ChaLearn AutoML Challenges4 primarily focused on automating the
solution of supervised machine learning tasks under certain computing
restrictions. These computational restrictions varied significantly across
tasks, but they were typically time (about 20 min for training and
assessment) and memory consumption restrictions. Guyon et al. [26]
review a thorough examination of the AutoML difficulties from 2015
to 2018. In essence, neural architecture may be considered a specific
kind of indifferentiable hyperparameter. Hyperparameter optimisation
is one of these activities that most directly relates to the approach we
suggest in this study. Grid search and random search [27] are two of the
simplest techniques to find a suitable configuration of hyperparameters
from a list of options without considering past results. There are various
sets of approaches that are often used in hyperparameter optimisation.
Being one of the most well-known Sequential Model-based Optimisa-
tion (SMBO) [28] techniques that can take advantage of historical data,
Bayesian optimisation [29] uses the Gaussian method for prototyping
the surrogate function that roughly imitates the relationships between
hyperparameters and their desired outputs. All of these techniques
are, however, black-box optimised. The single study on AutoML for
graph representation [30] employs the Gaussian Process to determine
the performance of the hyperparameters, but it scarcely explains how
individual hyperparameter affects the performance of the model or
why a specific value is picked for a hyperparameter to execute the
subsequent assessment trial.

AI systems that can give human-understandable explanations for
their activities and output are referred to as Explainable AI (XAI) [6].
By their very nature, end users may be curious as to how and why
systems reach any conclusion [31]. They are seen as ‘‘black boxes’’
when the sophistication of AI algorithms and systems increases [32].
Growing complexity may lead to a lack of openness that makes it
difficult to comprehend these systems’ logic, which has a detrimental
impact on users’ faith in them.

2.1. Critical analysis

Table 1 compares the proposed CloudAISim with existing frame-
works based on important parameters. The model accuracy of the
aforementioned studies is pretty high; however, the generalisation of
the studies is limited. Only 3 of the studies have formalised feature
extraction procedures that can be generalised. Two of the research have
implemented explainability, which can be critical for many industries
such as healthcare. None of the mentioned studies have implemented
their framework in a serverless cloud environment. A novel CloudAISim
framework that has high customisation and consists of a web interface
that can be very easily used by non-technical users. This will enable the
non-expert to unleash the power of AI and can be immensely helpful for
any industry such as the healthcare industry. Moreover, the CloudAISim

1 https://cloud.google.com/automl
2 https://rapidminer.com
3 https://darwinai.com/
4
 http://automl.chalearn.org/
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Table 1
Comparison of proposed CloudAISim framework with existing solutions.
Related works Dataset Feature AutoML Cloud computing XAI

extraction (Serverless)

Ferreira et al. [33] Pneumonia dataset ✗ WebDL ✗ ✗

Shawi et al. [34] Breast Cancer Wisconsin ✓ NNI ✗ ✗

Alaa et al. [35] Risk factors Cystic Fibrosis ✓ AutoPrognosis ✗ ✓

Alnegheimish et al. [36] MIMIC-III ✓ MLBlocks ✗ ✗

Garouani et al. [13] Big Industrial Data ✗ AMLBID ✗ ✓

Breast Cancer
Wisconsin, Covid,
Heart Disease
Cleveland Dataset

CloudAISim (Proposed work) ✓ AutoKeras ✓ ✓
Fig. 1. The Abstract View of Proposed Framework.
framework enhances the scalability of the environment and can be
incorporated into a large-scale scenario. To the best of our knowledge,
the proposed solution is the first to use generic explanation techniques
of Auto ML systems as decision support systems in a serverless setting.

3. CloudAISim framework

In this section, the description of the proposed approach used to
achieve the objectives of the work has been discussed. Fig. 1 shows the
abstract view or high-level view of the proposed CloudAISim frame-
work. As shown in Fig. 1, the framework accepts the dataset from the
user’s device, like a smart phone or laptop. Then it is passed to the
Automated EDA tool for explanatory data analysis, and then feature
engineering is done on the dataset by the feature tool, the best machine
learning model is generated, and hyperparameter tuning is done. After
that, the explanation of the prediction is shown using lime. The entire
execution is conducted on a serverless platform.

3.1. Architecture

Fig. 2 shows the main architecture of CloudAISim, which includes
AutoML models, and the usage of Explainable AI (XAI) to demonstrate
the working of the ML models, as well as the serverless architecture of
the prototype. The main components of the proposed architecture are
discussed further in Sections 3.2, 3.3, 3.4, 3.5, 3.6, and 3.7.

3.2. Dataset

Firstly, the ‘‘Breast Cancer Wisconsin (Diagnostic) Data Set’’ by
‘‘UCI ML Repository’’ is implemented on the novel methodology for the
paper [37]. The dataset contains tabular data with 32 features and over
569 data points. A fine needle aspirate (FNA) of a breast lump is used
to generate the features from a digital image in 3-dimensional space
as described by Bannett et al. [38]. They characterise the properties
of all the observable cell nuclei in the image. Every data point is
classified into either Benign (B) or Malignant (M) class. Secondly, the
architecture is applied to the ‘‘Heart Disease Cleveland dataset’’ Dataset
by ‘‘UCI ML Repository’’ [39]. The dataset constitutes over 300 patients’
data with 75 attributes. However, only 14 of the features are taken
into consideration for determining whether a patient has heart disease
or not. Thirdly, the ‘‘Diabetes dataset’’, originally from the National
Institute of Diabetes and Digestive and Kidney Diseases, is used in this
3

work [40]. The goal is to determine if a patient has diabetes based on
diagnostic parameters. The implemented Diabetes dataset is a subset of
an enormous dataset with 10 attributes and 768 instances. All patients
are Pima Indian females who are at least 21 years old. Finally the
‘‘Covid-19’’ is a dataset, used in the paper [41] which contains data
from 800 people and 26 attributes such as their profession, health pa-
rameters and lifestyle parameter, and the risk factor of getting infection
by covid is mentioned. The higher the risk factor the higher chance of
getting infected by Covid. So we classified the person with a risk factor
of more than 0.5 as high (1) and less than 0.5 as low (0).

3.3. Serverless cloud

Serverless computing is a method for providing backend services
on an ‘‘as-needed’’ basis. The cloud provider controls the servers on
behalf of their customers while expanding and maintaining the system
as necessary [42]. This is the cloud computing execution paradigm.
Since any device, regardless of its specifications, may access an ap-
plication, it becomes a resource independently [43]. This allows for
greater scalability and flexibility as the application can automatically
scale up or down based on demand [44]. Additionally, serverless
computing eliminates the need for developers to worry about server
management and infrastructure maintenance, allowing them to focus
solely on writing and deploying code.

The experimental architecture was developed on Google Cloud Plat-
form (GCP), a serverless solution enabling efficient data storage and
analysis. The proposed experiment was conducted using cloud functions
in the Python 3.9 runtime. Google Cloud Storage is also used for storing
the data and its respective output. GCP also allows seamless inter-
actions with other Google Cloud services, like Cloud Storage events,
which are used as triggers for the respective cloud functions. This
architecture also offers built-in security features and automatic scaling
capabilities, ensuring optimal performance and cost efficiency for the
application.

In the proposed architecture, three subsequent cloud functions were
used as shown in Fig. 2:

1. To perform automated feature selection and feature engineering
using the open-source Feature tools;

2. To generate an AutoML model and predict the results using the
Auto-Keras Python library; and

3. To explain the predicted results.
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Fig. 2. CloudAISim Architecture.
The model explanation is completed using the Lime library. In place
of standard Lime explanations, SP-Lime (Submodular Pick Locally In-
terpretable Model-Agnostic Explanations) is used to explain the model’s
global decision boundary over a sample set of observations.

3.4. Data preprocessing

Case-specific and automated data pre-processing was a consider-
able challenge while implementing the system in a cloud platform.
This section discusses the implementation of Pandas Profiling5 and
Feature Tools6 for automated and rapid EDA and Feature Engineering
respectively.

3.4.1. Automated EDA using Pandas profiling
Exploratory data analysis (EDA) is a vital stage in constructing

any impressive model. EDA involves finding outliers, spotting missing
values, figuring out how skewed the datasets are, converting categorical
variables, and overall understanding the underlying characteristics and
ways to apply them in models.

Pandas Profiling6 is a user-friendly open-source Python tool for
automated exploratory data analysis. It generates a data frame report
in a range of different formats. Although the Pandas’ df.describe the
operation can demonstrate basic information, it does not give a full
data frame report. Pandas profiling was implemented in the system
architecture for automated and rapid analysis of data.

3.4.2. Automated feature engineering using feature tools
Feature engineering is the process of creating and adding new

features, or variables, to the dataset to enhance the effectiveness and
precision of the machine learning model. Case-based knowledge and
accessible data sources serve as the foundation for the most efficient
feature engineering. Without requiring any human input, automated
feature extraction employs deep networks or specialised algorithms to
automatically extract characteristics from images or signals.

Featuretools7 is a free and open-source Python architecture for au-
tomated feature engineering. It generates features automatically from
relational and temporal information. Deep Feature Synthesis (DFS) is
utilised for implementing automated feature engineering. Featuretools
gives users the ability to perform feature selection by (1) removing null
values; (2) removing single-value features; and (3) removing highly
correlated attributes. For machine learning and predictive modelling,
one can construct useful features by combining the raw data with
information about the data.

5 https://pandas-profiling.ydata.ai/docs/master/index.html
6 https://www.featuretools.com
4

3.5. AutoML

The time-consuming and iterative activities required in developing
a machine learning model may be automated using Automated Ma-
chine Learning or AutoML. It provides a diverse range of approaches
to help those with little background in machine learning access this
technology. It attempts to minimise the requirement for experienced
individuals to create the ML model. Additionally, it helps to increase
productivity and promote machine learning research [13].

To properly comprehend automated machine learning, we must
first understand the life cycle of a data science or machine learning
project. A data science project’s lifetime typically includes many stages,
including data cleaning, feature engineering, model selection, param-
eter optimisation, and model validation. Even though technology has
improved so much, all of these procedures still involve manual labour,
which takes time and calls for several data scientists with the necessary
skills. For non-ML professionals, it is quite challenging to do these jobs
because of their intricacies. The demand for automating these activities
has increased because of the rapid development of ML apps, which will
make it easier for those without technical expertise to utilise them. Con-
sequently, automated machine learning was developed in order to fully
automate the process, from data cleansing to parameter optimisation.
Not only does it save time, but it also performs fantastically.

In this paper, AutoML is considered the first mandatory cloud func-
tion for the framework. It is launched when the clean data is uploaded
to the designated bucket. This will create five different models from
the training set (which makes up 70% of the total data), train them
for 100 iterations, and select the model with the highest accuracy
for the given dataset. The performance matrices (Confusion Matrix,
Classification Report) will be generated after the chosen model has been
evaluated on test data (30% of the supplied data). The model itself,
all training and testing data, performance matrices, and more will be
exported into separate cloud buckets as in Fig. 1. The TensorFlow-Keras
standard format for exporting ML models, .h5, is used to export the
architecture. There are multiple models to perform AutoML operations.
Some of them are given in Table 2.

3.5.1. AutoKeras
A Keras-based AutoML system is called AutoKerac.7 It was created

by Texas A & M University’s DATA Lab. Making machine learning
accessible to everyone is the aim of AutoKeras. It searches using Neu-
ral Architecture Search (NAS) algorithms to eventually eliminate the

7 https://autokeras.com/

https://pandas-profiling.ydata.ai/docs/master/index.html
https://www.featuretools.com
https://autokeras.com/
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requirement for deep learning engineers. AutoKeras takes advantage of
Keras to conduct a potent neural network search for model parameters.
It offers modular building pieces to carry out architectural searches as
well as high-level end-to-end APIs like ImageClassifier or TextClassifier
to address machine learning challenges in a few lines.

3.5.2. Auto-sklearn
The detailed description of the Auto-sklearn approach by Feurer

et al. [15] demonstrates how it empowers the machine learning user
from algorithm selection and hyperparameter setting. Meta-learning,
Bayesian optimisation (BO), and ensemble construction make up its
three main elements. Auto-sklearn uses traditional ML algorithms pro-
vided by the sklearn library. The optimal hyperparameters may be
found using Bayesian optimisation, which is data-efficient. However,
Auto-Keras performs better than Auto-sklearn when utilising data that
is suitable for deep neural networks. Moreover, the recent version of
Auto-Sklearn has compatibility issues with various Operating systems.
Hence, it was not considered for this research work.

3.5.3. TPOT
The tree-based pipeline optimisation tool (TPOT) [16], an AutoML

framework, is based on an evolutionary method that uses genetic
programming to select a framework for implementation. To provide
the optimal Python code, it can evaluate hundreds of pipelines. It has
built-in classification and regression algorithms. It combines several
pipeline operators to create flexible tree-based pipelines. ML models
from the Sklearn library or different data transformation operators
make up these operators. However, it cannot handle categorical data
and language processing power. TPOT mainly employs ML pipelines
but with complex datasets, deep learning implementation is required
which is provided by AutoKeras.

3.5.4. AutoWEKA
AutoWEKA [17] is an automated machine learning tool, which

has been designed to find the best machine learning algorithm au-
tomatically for any dataset. It uses the WEKA framework which is a
meta-learning approach for finding the best algorithm for a specific
problem by comparing the performance of a lot of machine learning
algorithms on the given dataset. AutoWEKA also tunes the hyperparam-
eters of the best algorithm selected to improve its performance. It is a
user-friendly tool that requires very limited user input and is suitable
for both experts and non-experts. AutoWEKA is an open-source software
tool that can be used freely.

3.5.5. Google AutoML
Google AutoML2 is an attempt by Google to empower profession-

als with limited knowledge in Machine Learning to generate models
based on their specific needs. They use techniques like evolutionary
algorithms, and neural architectures to build a deep learning model
using data and prompts by the user. However, it is only restricted to
Google Clouds and it is very difficult to transfer enormous amounts of
data from existing systems to a cloud network.

3.5.6. DarwinAI
DarwinAI4 is an AI solutions provider that provides a range of AI

tools and technologies to develop and deploy Neural Network models.
This allows users to quickly and easily develop highly optimised neural
network architectures without requiring a deep understanding of neural
network architecture design. The platform also includes a range of tools
for data preparation, model training, and model deployment, making it
a comprehensive end-to-end AI tool.
5

3.5.7. Lale
Lale [45] is a semi-automated approach using scikit-learn, for tuning

hyperparameters and selecting algorithms. It mainly aims at users with
some knowledge of data science and machine learning, providing a
high-level interface to experiment with different neural structures with
their data. Lale uses popular existing tools like GridSearchCV, XGBoost,
etc. for automation and interoperability. Lale is available as an off-the-
shelf tool in Python. Nevertheless, it is only limited to professionals and
is difficult to extend it to other domains.

3.5.8. Auto Pytorch
Auto Pytorch [46] is an automl framework based Pytorch. It was

developed by AutoML Groups Freiburg and Hannover in the year
2021 with close collaboration with the University of Freiburg. This
automl architecture is specialised to solve tabular data and time series
datasets. This framework combines neural architecture search with ML
hyperparameter tuning. It gives a developer-friendly API to interact
with the model similar to AUtoKeras. However it does not optimise for
Image and Text data as input format, so it is less generalised compared
to AutoKeras.

3.5.9. Online AutoML (OAML)
The Online AutoML framework (OMAL) is an extension of an open-

source General Automated Machine Learning Assistant (GAMA) frame-
work. It has been developed by Pieter Gijsbers [47] in 2019. This
framework generates an ideal machine-learning model depending upon
the dataset and resource limitation provided to the framework. GAMA
uses several search processes to find some implacable machine-learning
models and combine them into one ensemble pipeline. OMAL extends
GAMA’s ability to handle online learning.

3.6. Result visualisation

Once AutoKeras creates the best neural network based on the given
data, it is very important for the user to know and evaluate its perfor-
mance. Hence, it is very important to visualise the result. We have used
Plotly to satisfy this requirement.

3.6.1. Plotly
Plotly8 is a graphing tool used to communicate data with customised

visualisation and interactive graphs. It is available as a free-for-use li-
brary available for many coding languages like Python and R languages.
Plotly provides an extensive range of charts and graphs that can be
easily embedded in web applications. Thus, Plotly was used for most
of the visualisations in the application to make it user-friendly and
interactive.

3.7. Explainable AI (XAI)

In the field of machine learning, ‘‘explanations’’ at different levels
offer insights into various elements of the model, from knowledge of
the learnt representations to the identification of various prediction
techniques, general trends and patterns, as well as the evaluation of the
general model behaviour [41]. The two types of model explainability
are global explainability and local explainability. When a model is
globally explainable, users may infer its meaning from its general
organisation. Local explainability only takes into account a single input
and seeks to understand why the model chooses a certain course of
action.

8 https://plotly.com

https://plotly.com
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Table 2
Comparison of different AutoML models.

Tool Framework Auto feature extraction User interface Explainability

Auto-Sklearn [15] Scikit-learn Only Missing Values ✗ ✗

AutoKerasa Keras ✗ ✗ ✗

TPOT [16] Scikit-learn ✗ ✗ ✗

AutoWeka [17] Weka ✗ ✗ ✗

Google AutoMLb TensorFlow,SparkML Only Missing Values ✓ ✓

DarwinAIc TensorFlow ✓ ✓ ✓

Lale [45] Scikit-learn ✗ ✗ ✗

Auto-PyTorch [46] PyTorch ✗ ✗ ✗

Online AutoML (OAML) [48] GAMA ✗ ✗ ✗

a https://plotly.com
b https://rapidminer.com
c http://automl.chalearn.org/
.

.7.1. Local interpretable model-agnostic explanations (LIME)
The LIME methodology proposed by Ribeiro et al. [49] generates

ocal explanations of classifier 𝑓 predictions by fitting a simpler, in-
erpretable explanation model 𝑔 locally around the data point 𝑥 to
e explained. To maintain interpretability in the generated expla-
ations, LIME represents the data in a way that is comprehensible,
ocally accurate, and model-neutral. These explanations are simpler
ecause they demonstrate a closer relationship between the input and
rediction [50].

For instance, let the grey-scale value vector of pixels in an image
e 𝑥 ∈ R𝑑 . A comprehensible representation of the initial dataset is
sed to fit the XAI model. The presence or absence of pixels in the
icture might therefore be represented by a binary value vector as an
nterpretable representation of 𝑥′ ∈ {0, 1}𝑑′ . (absence refers to having

the value of a background colour, e.g., white). As a result of resolving
the optimisation issue, the LIME explanation �̂� is generated (1).

�̂� = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑔∈𝐺

ℒ (𝑓, 𝑔, 𝜋𝑥) +𝛺(𝑔) (1)

Here,
𝐺 = the explanation model family,
ℒ = loss function,
𝜋𝑥 = the locality around 𝑥,
𝛺 = complexity penalty.
Practically, 𝐺 is the collection of linear regression models, with 𝛺

limiting the expanse of explanatory features that can possess regression
weights other than zero (even if several explanatory models may be
employed). The weighted L2 distance is assumed to represent the loss
function as in Eqs. (2).

ℒ (𝑓, 𝑔, 𝜋𝑥) =
∑

𝑖
𝜋𝑥(𝑧𝑖)(𝑓 (𝑧𝑖) − 𝑔(𝑧′𝑖))

2 (2)

where the sum passes over a collection of selected perturbed points
around 𝑥, (𝑧𝑖, 𝑧′𝑖)𝑖 = 1,… , 𝑚, where,

𝑧𝑖 = a disturbed data point in the initial dataset,
𝑧′𝑖 = the corresponding explainable version;
Here, 𝜋𝑥(𝑧𝑖) assigns a weight to each sample according to how sim-

ilar they are to the point 𝑥, which is used to explain the classification
result.

The second cloud function receives the model along with the train-
ing and test data when they are generated and uploaded to their
respective cloud storage. The function generates SP-Lime explanations.
For generating the explanations, a random 20 test data samples were
chosen, among them, 5 results were generated. The combined graphs
were then uploaded to a cloud storage bucket as a single HTML file.
Any client-side web or mobile application can use the Google Cloud
SDK to retrieve data, upload predictions, and explain them.

4. Validation of CloudAISim toolkit: Modelling of healthcare ap-
plication

We used a healthcare application as a case study in order to verify
the scientific reliability of this proposed CloudAISim framework. So,
6

Table 3
Classification report for 75:25 train–validation ratio of Breast Cancer dataset.

Class Accuracy Precision Recall f1-score

0 0.97 0.99 0.98 0.98
1 0.99 0.96 0.98 0.97

Table 4
Classification report for 75:25 train–validation ratio for Heart Disease Cleveland dataset

Classes Accuracy Precision Recall f1-score

0 0.95 0.98 0.94 0.96
1 0.95 0.92 0.98 0.95

this section discusses the experimental process, datasets, and data
preparation with all the relevant details on several use cases as in
Table 7. The results on different datasets are compared against each
other visually and through various metrics. In the healthcare domain,
we have considered four different datasets such as Breast Cancer Wis-
consin Diagnosis, Heart Disease Cleveland Dataset, Diabetes Dataset
and COVID-19 Dataset.

4.1. Case I: Breast cancer Wisconsin diagnosis

The greatest cause of cancer-related death among women world-
wide and the malignancy with the highest rate of diagnosis is breast
cancer [51]. According to Mubarak’s epidemiological research, breast
cancer, a particularly deadly kind of cancer, can cause death and
mortality in women if it is not recognised in its early stages [52]. It can
be found using a variety of techniques, including X-ray mammography,
3-D ultrasound, computed tomography, positron emission tomography,
magnetic resonance imaging (MRI), and breast temperature monitor-
ing, although a pathology diagnosis is the most reliable [53]. Sex, age,
oestrogen, family history, gene abnormalities, an unhealthy lifestyle,
and other variables linked to the development of the illness are only a
few of the many risk factors for breast cancer [54].

Our dataset contains tabular data with 32 features and over 569
data points. A fine needle aspirate (FNA) of a breast lump is used
to generate the features from a digital image in 3-dimension. The
model is trained-tested with a 75:25 ratio of this dataset as given in
Table 3. With such specifications, The proposed application produced
an accuracy of 98% which is much better than existing cloud-based
models. Further, the Confusion matrix and the ROC curve are also
shown in Fig. 3.

4.2. Case II: Heart Disease Cleveland Dataset

Several different cardiac disorders are referred to as ‘‘heart disease’’.
Coronary Artery Disease (CAD), which disrupts the blood flow to the
heart, is the most typical kind of heart disease in the United States.
A heart attack may result from reduced blood flow. Heart illness can

https://plotly.com
https://rapidminer.com
http://automl.chalearn.org/
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Fig. 3. ROC curve and Confusion matrix for Breast Cancer Dataset.
Fig. 4. ROC curve and Confusion matrix for Heart Disease Cleveland Dataset.
Table 5
Classification report for 75:25 train–validation ratio for Diabetes dataset.

Classes Accuracy Precision Recall f1-score

0 0.99 0.99 0.95 0.97
1 0.9 0.91 0.99 0.95

sometimes go unnoticed until a person exhibits the early symptoms or
signs of a cardiac arrest, heart failure, or an arrhythmia [55].

The dataset implemented in the proposed model constitutes over
300 patients’ data with 75 attributes. With a ratio of 75:25 from this
dataset, the model is trained and validated. With these conditions, the
proposed application obtained an accuracy of 95% with a precision and
recall of 0.95 and 0.96 respectively (as shown in Table 4). In addition,
Fig. 4 also displays the ROC curve and the Confusion matrix.

4.3. Case III: Diabetes dataset

Diabetes is a chronic condition brought on by either insufficient in-
sulin production by the pancreas or inefficient insulin use by the body.
The hormone called insulin controls blood sugar levels. Uncontrolled
diabetes frequently results in hyperglycemia, or elevated blood sugar,
which over time causes substantial harm to many different bodily
systems, including the neurons and blood vessels. A total of 1.5 million
7

Table 6
Classification report for 75:25 train–validation ratio of Covid-19 dataset.

Classes Accuracy Precision Recall f1-score

0 0.96 0.97 0.98 0.97
1 0.94 0.93 0.92 0.93

fatalities were directly related to diabetes in 2019, and 48% of these
deaths occurred in those under the age of 70. Diabetes contributed to
an additional 460,000 renal disease deaths, and high blood glucose is
responsible for 20% of cardiovascular fatalities around the world [56].

To test the proposed application, the Diabetes dataset from the
National Institute of Diabetes and Digestive and Kidney Disease is
taken into consideration. The dataset constituted 10 characteristics
and 768 instances with all patients being Pima Indian females who
are at least 21 years old. The model is trained-tested on the 75:25
ratio of the dataset and achieved an overall accuracy of 96%. The
Classification report is provided in Table 5. Further, the ROC-AUC
curve and confusion matrix are given in Fig. 5.

4.4. Case IV: COVID-19 dataset

In general, human life and health have been profoundly dam-
aged by the SARS-Cov2-led COVID-19 pandemic [57]. The majority



BenchCouncil Transactions on Benchmarks, Standards and Evaluations 3 (2023) 100150A. Bhowmik et al.
Fig. 5. ROC curve and Confusion matrix for Diabetes Dataset.
Fig. 6. ROC curve and Confusion matrix for COVID-19 Dataset.
of COVID-19 patients have mild to moderate symptoms. However, this
devastating outbreak caused suffering and death in people. COVID-19
has the propensity to target and harm lung tissue [58]. This devastating
outbreak caused death in 6,657,706 people around the world. Because
of its fast-spreading ability, the World Health Organisation (WHO)
designated COVID-19 a Public Health Emergency.

For Covid-19 dataset, tabular data is used with about 800 patient
data. It contains 26 attributes such as age, heart conditions, smoking,
pregnancy, etc. With a ratio of 75:25 from this dataset, the model is
trained and validated. With these conditions, the proposed application
has obtained an accuracy of 96% as shown in Table 6. In addition, Fig. 6
also displays the ROC curve and the Confusion matrix.

5. Simulation of proposed healthcare application

The aim of developing this application is to make AI usable for
healthcare professionals and normal users, without any technical knowl-
edge. An interactive web application is developed using StreamLit
Framework to make it possible. The Application is deployed on Stream-
Lit cloud and Google App Engine.

5.1. Implementation details

This section describes the working of the proposed model and its
implementation details. The proposed model uses AutoML to automate
the task of recognising and classifying different diseases and verifying
the diagnosis.
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The entire system is a hybrid architecture of cloud-based platforms
and physical servers. The user end has a simple easy-to-read interface
to access the proposed framework.

The dataset is uploaded by the user into a cloud storage bucket
using the web interface as shown in Fig. 7. After the dataset is entered
into the system by the user, the basic information of the dataset like
datatype, class distribution, data correlation, etc. is available on the
interface. The next Exploratory Data Analysis tab allows the user to
select the data to be visualised and the attributes for analysis which will
then generate a detailed summary with the help of Pandas Profiling,
as shown in Fig. 8. All these computations are carried out on-device.
For feature engineering, the user has the choice to make the entire
process either manual or automated. In case of manual feature selec-
tion, all computations are carried out in the local device and will then
be uploaded into the feature engineering cloud bucket (FE_Data) in
GCP server. This gives the user freedom to select attributes, impute
missing values, perform feature transformation, and remove outliers
using different methods like Z-score, inter-quartile range, and so on.
When opting for automated feature engineering, the tabular dataset is
uploaded into a cloud bucket and the entire process is carried out in
the serverless platform using Featuretools (Feature_Engg function) and
is uploaded into the FE_Data bucket, as shown in Fig. 9.

As soon as any dataset is uploaded into the FE_Data bucket, the
Auto_ML function automatically gets triggered in the cloud. This func-
tion has 3 main tasks (1) To generate the best possible model using
AutoKeras (default hyperparameters: 200 epochs and 50 max trials);
(2) To generate a Train–Test dataset for the upcoming explainability
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Table 7
Comparison of proposed model with various train–test ratios for each case study.
Type of datasets Train–Test ratio Precision Recall Accuracy f1-score

Case I: Breast Cancer Wisconsin Diagnosis

90:10 0.98 0.98 0.98 0.98
80:20 0.97 0.99 0.98 0.98
70:30 0.97 0.98 0.98 0.98
60:40 0.97 0.96 0.97 0.97

Case II: Heart Disease Cleveland dataset

90:10 0.97 0.97 0.97 0.97
80:20 0.95 0.96 0.95 0.96
70:30 0.95 0.96 0.95 0.95
60:40 0.94 0.94 0.94 0.94

Case III: Diabetes dataset

90:10 0.97 0.96 0.97 0.96
80:20 0.96 0.96 0.97 0.96
70:30 0.95 0.96 0.96 0.96
60:40 0.91 0.92 0.92 0.92

Case IV: COVID-19 dataset

90:10 0.97 0.97 0.98 0.97
80:20 0.97 0.97 0.98 0.97
70:30 0.95 0.95 0.95 0.95
60:40 0.94 0.95 0.96 0.95
Fig. 7. Web Interface Showing Dataset Page with Breast Cancer Dataset.
function (default Train–Test split: 70-30); (3) To generate results in
form of confusion matrics, ROC-AUC curve, PR-curve and classification
reports which are plotted using Plotly to make the graphs interactive,
as shown in Fig. 10; (4) To generate Tensorflow Logs of the AutoKeras
model in the .zip format to the cloud bucket. This data can be accessed
by the client-side application using TensorBoard as demonstrated in
Fig. 11. Lastly, the LIME explainer cloud function(Ex_AI) is initiated
which accesses this model file along with the Train–Test dataset file
from the respective cloud bucket and generates 5 sample explanations
which are then displayed on the user screen in an HTML format, as
shown in Fig. 12. The Lime Explainer displays a feature value table
and a plot showing which feature contributed to a particular decision
and how much the contribution concerning other features. This means
more the value in the feature table, the higher the impact of the feature
in the predicted outcome by the model.

6. Discussion

By testing several instances of the function in different conditions,
we have realised that the execution lasted almost 2 min on average.
Although there are instances when the ‘auto_ml’ cloud function exe-
cutes for up to 4 min, it is evident that the large dataset requires more
9

Fig. 8. The EDA page with Breast Cancer Dataset.

memory and hardware capacity. On the other hand, we are also able
to understand from Fig. 13 that many of the function instances have
crashed due to several reasons. Two major reasons are the incompatibil-
ity of the dataset and the long execution time. As GCP has a limit on the
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Fig. 9. The Feature Engineering page with Breast Cancer Dataset.

Fig. 10. The Results page with Breast Cancer Dataset.

Fig. 11. The Model page with Breast Cancer Dataset.

Fig. 12. The LIME Explainer page with Breast Cancer Dataset.
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Fig. 13. Execution Time Graph of ‘auto_ml’ cloud function.

Fig. 14. Per call memory utilisation Graph of ‘auto_ml’ cloud function.

execution time of up to 5 min for cloud functions, the implementation
of a large ML model with a long training time might be problematic.
There are multiple ways to fix this issue, which include using multiple
functions parallelly or consecutively for a long training period.

Not only does execution time matter for cloud functions, but the
memory capacity of the functions also plays a very important role in a
cloud environment. According to Fig. 14, most of the function execution
took 500 MB to 1000 MB of memory bandwidth. The right balance
of memory and processing capability is crucial for smooth function
execution. As these are tabular datasets, this execution requires less
amount of memory bandwidth in comparison to the image and time
series datasets. That means while dealing with image and time-series
data we must increase the function memory capacity. The memory
bandwidth of the ‘auto_ml’ function is set at 4 GB at max so that any
interruption can be prevented.

It has been concluded that the CloudAISim framework only needs its
users to upload the dataset. After uploading the dataset, the CloudAISim
framework performs tasks such as EDA, feature engineering, selection
of the best machine learning/deep learning model, hyperparameter
optimisation, result prediction, and explainability of the result. This
makes the CloudAISim framework suitable for all non-experts and non-
coders to use the power of AI without writing a single line of code.
The CloudAISim framework has achieved a better accuracy of 98% in
comparison with existing work [34], which has achieved 85.75% while
considering the breast cancer Wisconsin dataset only.

7. Conclusions and future work

There has been substantial progress in globalizing the use of ML
to non-experts in data analysis. However, these robust support sys-
tems behave like highly efficient black boxes since they do not offer
comprehensive information on the recommendations and the internal
workings of these models. Traditional ML methods do not always
cater to the diverse nature of the datasets, and it is very difficult and
tedious for a non-professional to design models specifically for specific
datasets. Additionally, these powerful systems are mostly resource-
intensive models, which is a big obstacle for the healthcare industry.
Moreover, conventional machine learning approaches may not consis-
tently address the varied characteristics of datasets, making it chal-
lenging and laborious for individuals without the expertise to create
models tailored to particular datasets. In this paper, we have presented
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a novel transparent serverless and self-explanatory AutoML framework
called CloudAISim to overcome these issues. The proposed framework
possesses the ability to autonomously select models in accordance with
the given dataset and the task. Further, we designed a healthcare
application as a case study in order to verify the scientific reliability of
this proposed CloudAISim toolkit. The proposed healthcare application
is promising for automated machine learning that has the potential to
make AI accessible to non-technical individuals and healthcare pro-
fessionals. An interactive web application that is user-friendly and
effective has been created using the StreamLit Framework and deployed
on both the Google App Engine and the StreamLit cloud. The model’s
maximum accuracy of 98% demonstrates that it is successful in achiev-
ing its objective. By providing a more effective and precise way to
analyse medical data, the application has the potential to help both
patients and healthcare professionals significantly.

7.1. Possible extensions of CloudAISim toolkit

In the future, the CloudAISim can be further extended in the follow-
ing ways:

1. Regression Model: The model is primarily addressing the classi-
fication data problem as it is the most prominent use case in the
healthcare domain. It can be extended into regression problems
as well.

2. IoT Applications: The application of this model can be ex-
tended to further domains from agriculture to manufacturing
and finance [44].

3. Training: The model can also be trained for incorporating
different types of inputs like images, audio files, text data etc.

4. Time-series Data: StrutureDataClassifier and StrutureDataRe-
gressor deal with tabular data and it does not count on the other
forms of data such as time-series data [59]. Although time-series
data are less frequent than image data in the context of health
care, it is useful while measuring real-time patient activity.

5. Data Variability: Different forms of data like images and videos
need more processing capability, which can be implemented us-
ing edge architecture and extended using a cloud model training
schedule [60].

6. Edge Computing: Real-time disease detection using on-device
model prediction can be implemented in edge-fog and cloud
models.

7. Privacy: Federated learning [61] can be implemented for the
privacy protection of the patients by which the learning model
can improve from individual patients’ model feedback.

Software availability
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available for public use in Github at abhimanyubhowmik/CloudAISim.
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