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#### Abstract

Background The use of biologging tags to answer questions in animal movement ecology has increased in recent decades. Pop-up satellite archival tags (PSATs) are often used for migratory studies on large fish taxa. For PSATs, movements are normally reconstructed from variable amounts of transmitted data (unless tags are recovered, and full data archives accessed) by coupling geolocation methods with a state-space modelling (SSM) approach. Between 2018 and 2019, we deployed Wildlife Computers PSATs (MiniPATs) from which data recovery varied considerably. This led us to examine the effect of PSAT data volume on SSM performance (i.e., variation in reconstructed locations and their uncertainty). We did this by comparing movements reconstructed using partial ( $<100 \%$ ) and complete ( $100 \%$ ) geolocation data sets from PSATs and investigated the variation in Global Position Estimator 3 (GPE3; Wildlife Computers' proprietary light-based geolocation SSM) reconstructed locations and their certainty in relation to data volume and movement type (maximum dispersal distance). Results In this analysis, PSATs ( $n=29$ ) deployed on Atlantic bluefin tuna (Thunnus thynnus) transmitted data after detaching from study animals for between 0.3 and 10.8 days (mean $4.2 \pm 3$ days), yielding between 2 and $82 \%$ (mean $27 \% \pm 22 \%$ ) of total geolocation data. The volume of geolocation data received was positively related to the amount of time a tag transmitted for and showed a weak negative relationship to the length of the tag deployment. For 12 recovered PSATs (i.e., $100 \%$ of geolocation data; mean $\pm 1$ S.D. $=301 \pm 90$ days of data per fish), (i) if ABT travelled short-distances (<1000 km), movements reconstructed from partial data sets were more similar to their complete data set counterpart than fish that travelled over longer distances (>1000 km); (ii) for fish that travelled long distances, mean distance of locations from corresponding complete data set locations were inversely correlated with the volume of data received; (iii) if only $5 \%$ of data was used for geolocation, reconstructed locations for longdistance fish differed by $2213 \pm 647 \mathrm{~km}$ from the locations derived from complete data sets; and, (iv) track reconstructions omitted migrations into the Mediterranean Sea if less than 30\% of data was used for geolocation. Conclusions For Wildlife Computers MiniPATs in our specific application, movements reconstructed with as little as $30 \%$ of the total geolocation data results in plausible outputs from the GPE3. Below this data volume, however, significant differences of more than 2000 km can occur. Whilst for a single species and manufacturer, this highlights the importance of careful study planning and the value of conducting study-specific sensitivity analysis prior to inclusion of modelled locations in research outputs. Based on our findings, we suggest general steps and refinements


[^0]> to maximise the value of light geolocation data from PSATs deployed on aquatic animals and highlight the importance of conducting data sensitivity analyses.
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## Introduction

Over the past 30 years, electronic 'biologging' tags ("tags") have become a common experimental data source or tool in aquatic animal science [1]. In studies of a wide range of fish species, tags have been used to address fundamental questions about movement [ 2 , 3], habitat occupation [4,5], management [6-8], discard or post-release mortality [ $9-11$ ], population structure [12-14], reproductive biology [15-17], natural mortality [18, 19] and predation [20-22]. Studies regarding species' spatial ecology rely on the reconstruction of geographic movements using transmitted radio signals or data collected by sensors from such tags that enable running geolocating algorithms, making this an important field of movement ecology [1, 23-26].
One of the fundamental challenges in early animal tracking studies was the need to either physically recover tags, or actively follow tagged animals to obtain data and reconstruct movements [27]. Since 1978, however, the Argos data collection and location system has provided a means to relay data from transmitting tags via satellites [28], removing some of the need to recover them. Pop-up satellite archival tags (PSAT) are geolocating tags designed for use in the marine environment [29]. PSATs are attached externally to study animals for programmable deployment lengths, based on their capacity to store and transmit data [30]. They record a continuous archive of data on a range of environmental parameters, typically including light, pressure (depth) and temperature, before detaching ("popping-up") from the study animal and transmitting a summary of their logged data to Argos satellites. The continuous archive is stored on the tag's hard drive and can be downloaded if physically recovered, always representing the most complete data set from a PSAT deployment. For tags that are not physically recovered, the limited Argos bandwidth requires that the data archive is compressed on-board and divided into smaller, transmissible data messages. The specifics of these processes vary between manufacturers and tag models. For Wildlife Computers MiniPATs, each unique geolocation message contains tag-sensed "observations" of light and depth, and temperatures of the "sea surface" (i.e., the temperature at the shallowest depth) for a specific day, although depending on their programming, tags can also send messages containing information on behaviour (e.g., time spent in predetermined depth and
temperature bins). These messages are transmitted to overpassing satellites in the Argos constellation [31]. For PSATs, movements are typically reconstructed from data at the end of the deployment using light-based geolocation [32, 33], whereby light curves (identified on board the tag) are used to estimate locations generated either by threshold, [34] or curve-fitting methods [35, 36]. For this geolocation method, location estimates can be improved by incorporating (i) tag-sensed sea surface temperature (SST, [37-39]) or profiles of depth and temperature [40] with modelled oceanography, and, (ii) tag-sensed depth with known bathymetry.
Despite being an invaluable tool to study many species, some PSAT features impact the quantity and quality of data recovered from them. First, the need to keep devices small [41] requires the use of small batteries that limit the mass of the tag, but also limit operational lifetime. As the energy required for data transmissions is considerable, this can constrain the volume of data that can be transmitted [23, 42]. Second, PSATs are not infallible, and tags can fail to transmit completely [23, 43, 44]. Third, limitations associated with transmission of data, linked to the latitude of transmission (greater coverage at higher latitudes), biofouling, antenna breakages or even bad weather mean that the proportion of data that is successfully decoded after transmission can vary greatly [23, 45]. Finally, due to their sophistication, PSATs are expensive ( $\$ 000 \mathrm{~s}$ per tag), which imposes a limitation on the number that can be purchased and deployed. These issues can be accounted for, in part, by careful study design (see [23]) but the reality in tracking studies using PSATs is that partial data sets are a common occurrence.
To deal with partial or fragmented data, as well as the complex error structures associated with geolocation [46] modern methods utilize state space models (SSMs) to reconstruct movements from tag data [47]. SSMs combine several observation models (e.g., derived from light, temperature, and depth data) to form a data likelihood. This data likelihood model is coupled with a movement model to provide the most probable locations (and their uncertainty) at which the original observations were recorded [47]. In the case of some movement SSMs, the user inputs a prior assumption on how the tracked animal moves to inform the process model-e.g., movement speed. For Wildlife Computers tags, the "Global Position Estimator 3" (GPE3, [48]) enables setting user-defined
movement speeds: greater speeds allow for larger steplengths between successive locations and, conversely, lower speeds limit step-lengths and may constrain movements. In a movement SSM context, the output is a discrete time series of locations between a known start (i.e., deployment location obtained with a GPS device) and endpoint location (i.e., pop-up location derived through Argos using the Doppler Effect), with computed spatial probabilities. The GPE3 is one example of such a lightbased geolocation SSM and other models exist (e.g. [2, 38, 40, 49, 50]). Light-based geolocation can have spatial errors of 100 s of kilometres [36, 38, 51, 52], and it is widely appreciated that SSMs generate more accurate estimates when supplied with greater volumes of highquality data [47]. Understanding how data volume and SSM accuracy co-vary in real-tracking scenarios could aid researchers in maximising the inclusion of PSAT data sets of varying data volumes, limiting the risk of spurious results and thus increasing the ecological inference of the resulting outputs.
Atlantic bluefin tuna (Thunnus thynnus, ABT) have a broad vertical niche and dive extensively [53-55] yet routinely spend time in epipelagic waters, where twilights can be reliably detected [55, 56]. They have also been tracked using PSATs for over two decades [31] and deployments of a year or more provide a broad temporal range of data [56, 57]. As part of a larger tracking project (Thunnus UK, www.thunnusuk.org) we deployed PSATs (Wildlife Computers MiniPATs) on ABT between 2018 and 2019. PSATs transmitted variable amounts of data, ranging from no or low volumes of data to nearly all expected transmissions. Low data volumes can afflict tagging studies for a number of technical reasons, and our experience of this issue prompted us to investigate the effects of data quantity on movement reconstructions using ABT as a case study. A proportion of these tags were physically recovered, enabling the recovery of the full archive contained in the tag's memory. The goals of this analysis were, therefore, twofold: (i) to investigate how track reconstruction with the GPE3 varied when provided differing amounts of geolocation data, and (ii) to inform whether tags transmitting limited data should be excluded from spatial analyses. Here, we use Wildlife Computers software and hardware, specifically, but where suitable make inferences that may be applicable to other PSATs and SSMs.

## Materials and methods

## Electronic tagging

PSATs were deployed on ABT caught with rod and reel using either dead baits or trolled surface lures in territorial waters of the United Kingdom in $2018(n=10)$ and 2019 ( $n=26$ ). Fish were brought to the research vessel by
professional anglers, and measuring, application of tags and tissue sampling was conducted on board by licensed scientists. Whilst on board, ABT were rested on a salt water rinsed padded vinyl mat, eyes were covered with a cloth soaked in a fish slime replacement, and free-flowing saltwater was used to irrigate the gills via a hose. PSATs were attached externally using two intramuscular titanium darts following the methods of Wilson et al. [57]. Post-tagging procedure, individuals were revived inwater by towing at $2-3$ knots with the head facing the direction of travel. Upon showing visible signs of recovery (i.e., a strong tailbeat), the tagged fish were released. All research was conducted under license from the UK Home Office.

## PSATs

PSATs ("tags" hereafter) were Wildlife Computers MiniPATs (model 348-F), which archived sensor data on ambient light, depth and temperature every 5 or 15 s . For transmission, the archive is summarised by the tag's microprocessor and summarised into several data message types that can be transmitted, with geolocation messages being one example. If geolocation data are enabled during programming, one geolocation data message is generated per tracking day containing data on SSTs (i.e., temperatures associated with the shallowest readings), the depth of the animal during the sampling of the light curves, and ambient light levels during twilights [58]. After popping off the fish, tags transmit a data message every 60 s in a chronological cycle, starting at the deployment date. When all messages have been transmitted once, the chronological loop restarts at the first message, and this continues until battery exhaustion. No data message type (e.g., geolocation or behavioural messages if they are enabled) has greater transmission priority than another.

## PSAT programming

Tags were programmed for deployments of between 314 and 366 days. All tags were programmed to auto-detach if they remained at a constant depth ( $\pm 2.5 \mathrm{~m}$ ) for 3 days or if sensors indicated that the tag was at or deeper than a depth threshold (either 1400 or 1700 m ). Tags were programmed to generate a geolocation data message and between 2 and 4 other messages (e.g., profiles of temperature and depth) per tracking day (geolocation data proportions ranged between 0.17 and 0.29 of total data messages). The total number of data messages generated over a complete deployment to be subsequently uploaded via the Argos system was capped at either 1400 ( $n=19$ tags) or 1800 messages ( $n=17$ tags) in line with manufacturer guidance (based on expected data recovery). Some tags $(n=12)$ were physically recovered after popping off,
allowing download of a complete archive data set (see inset box for terminology). Recovered tags were left outside with clear view of the sky until battery exhaustion.

## Terminology

Transmission period: The length of time a tag transmitted after having detached from the study animal.

Data received: The amount of data received and successfully decoded (ignores corrupt messages) by a researcher from a transmitting PSAT. This can be either total data (i.e. geolocation data and all other data) or just geolocation data. Where appropriate these differences are stated.
i.Transmitted dataset: A summary dataset received from a transmitting PSAT via Argos (i.e. pieced back together from individual data messages).
ii.Archive dataset: A dataset only available by physically downloading from a recovered tag ( $1-15 \mathrm{~s}$ resolution).

Data volume: The proportion of a tag's summarised data archive recovered (either from transmission or recovery). This can be in a total (i.e. all behavioural and geolocation messages) or geolocation-only context (i.e. only geolocation messages).
i.Partial dataset: A part of a summarised PSAT dataset of a standardised data volume, created by post-processing. A fragmented record of all data for a given deployment.
ii.Complete dataset: A dataset containing $100 \%$ of summarised data generated either from a recovered tag being processed on the Wildlife Computers portal (as in this study) or by successfully recovering all unique data messages from a transmitting tag (no tag in this study). A contiguous record of all data for a given deployment.

## GPE3

The GPE3 is proprietary software of Wildlife Computers [48] and is based on the SSM as described in Pedersen et al. $[59,60]$. It has been widely applied to fish tracking studies [56, 61-65]. The authors are end-users of this software and had no additional controls over GPE3 or its outputs. For the purposes of this research additional information on the GPE3 was requested from Wildlife Computers, which is also included as a supplement.

First, tag data are processed for geolocation modelling. The GPE3 requires specific file formats as inputs, so both transmitted and archive data sets are pre-processed into the same format using the Wildlife Computers online portal (https://my.wildlifecomputers.com), which is also where researchers access the GPE3 and its resultant outputs. Briefly, the GPE3 SSM is as follows: three observation models comprise the data likelihood, calculated on a time-discretised grid with a cell size of $0.25^{\circ} \times 0.25^{\circ}$. These are, (i) Known locations, in our case from a GPS at the time of release (latitude, longitude and time in UTC) and an Argos-derived location after the tag had detached (latitude, longitude and time in UTC). (ii) Daily twilights annotated onboard the PSAT by selecting the daily periods when delta light is greatest. The time of the twilight (in UTC) and rate of change (i.e., shape of the light curve) is used to provide an algorithmically derived position for longitude and latitude, respectively, the "template fit" method, [66]. (iii) SST likelihoods, tag SST observations are derived from the thermistor and depth sensor readings and are taken from the shallowest depths sampled closest in time to the start of the dawn or dusk and compared with the NOAA OI SST V2 High Resolution Data set (https://psl.noaa.gov/data/gridded/data.noaa. oisst.v2.highres.html) provided depth is no greater than 10 m . Likelihood surfaces are refined by applying a bathymetric mask using the ETOPO1 1 Arc-Minute Global Relief Model [67] to exclude cells where bathymetry was shallower than the maximum recorded depth value. The movement model is a random walk diffusion model with step lengths limited by a user-defined speed parameter. In our case, ABT movements were reconstructed using a user-specified movement speed of $2.5 \mathrm{~m} \mathrm{~s}^{-1}$. Altering this parameter can dramatically change outputs and conducting prior analyses is an important precursor to final parameter selection. Whilst not a key goal of this study, varying movement speed was investigated, and $2.5 \mathrm{~m} \mathrm{~s}^{-1}$ defined analytically as outlined in "Assessment of geolocation outputs". Finally, most likely locations are calculated by the HMM using a forwardbackward algorithm, coupling the observation model with the movement model. The outputs from the GPE3 used in this study, were (i) most likely latitudes and longitudes. (ii) A NetCDF file containing Geo2D arrays of $0.25 \times 0.25$-degree gridded probabilities (summing to 1 ) for each 12-hourly location. Other components are available in the NetCDF and in a Google Earth file but were not used in this analysis.

## PSAT data processing

For intra-tag data volume comparison, only PSATs that had transmitted until battery exhaustion and were physically recovered were used ( $n=12$ tags). For these tags, we
calculated data percentages by dividing the total number of unique messages received (either for just geolocation or all data) by the number of messages generated and multiplying by 100 . Due to variations in data transmission (e.g., one tag transmitting 49\% data, and another only transmitting $41 \%$ ), transmitted data sets were serially decomposed to create aliases with smaller volumes of geolocation data at uniform intervals ("partial data sets"; e.g., a tag that transmitted $46 \%$ of geolocation data was decomposed into $5 \%, 10 \%, 20 \%, 30 \%$ and $40 \%$ geolocation volume aliases). In a real tracking scenario, the tag transmission schedule and the orbit of Argos satellites are non-random and define which messages are transmitted and subsequently received and decoded (see [23] for an example of this). To mimic a real scenario as closely as possible (i.e., tag batteries exhausting after a certain time elapsed), we chose to create data aliases by capping the transmitted data set for a given tag by the time taken to transmit $n \%$ of data (e.g., for 17P0786, $5 \%=0.6$ days and $10 \%=1.1$ days etc. Additional file 1: Fig. S2), rather than selecting data at random from a complete data set (given the non-randomness of the process). For this reason, only transmitted data sets were used in the intra-tag data comparison. Not all tags transmitted the same volume of data, and therefore, more tags were in the 5\% compared to the $40 \%$ data groups, for example (sample sizes are provided in results). The resulting data sets from this decomposition are termed "partial data sets", which were then used for comparison with the "complete data sets" (Box 1). The most probable locations derived from partial data sets were then compared with the most probable locations derived from the complete data set for each pair of partial and complete data sets for a given tag (e.g., $5 \%$ and $100 \%$ ). All data sets referred to were processed as outlined in the "GPE3" section.

## Assessment of geolocation outputs

To account for spatial domains varying with distance travelled (i.e., the further animals move, the larger the possible errors for SSMs), fish were analysed in two groups based on complete data sets: fish that dispersed over distances less than 1000 km from respective tagging locations (straight, geodesic, line between deployment and furthest point; 'short distance fish') or fish that dispersed over distances over 1000 km ('long-distance fish'; Additional file 1: Fig. S6). GPE3 outputs were assessed by comparing movements reconstructed using complete data sets with the corresponding movements from each partial data set (i.e., $5 \%, 10 \%, 20 \%, 30 \%$ and $40 \%$ ) in five ways: (i) spatial similarity (termed " $\tau$ "; between 0 and 1 ). Briefly, $\tau=$ the square root of the proportion of overlap
between the total 12 -hourly $99 \%$ likelihood surface (i.e., all likelihood polygons merged and dissolved for a data set) with 1 being a perfect match (see Additional file 1: Fig. S3 for full description); (ii) spatial uncertainty, comparisons between the area of $99 \%$ likelihood surfaces (i.e., "uncertainty", see Additional file 1: Fig. S4 for full description); (iii) distance, we calculated the great circle straight line distance between time-matched locations and also expressed differences by calculating root squared mean distance (i.e., see Additional file 1: Fig. S4 for full description); (iv) the difference in tag sensed SST and SST at the reconstructed location (from the NOAA Optimum Interpolation SST analysis, https://www.ncdc.noaa.gov/oisst,", Additional file 1: Fig. S5); and, (v) entry to the Mediterranean Sea. Adult ABT from the eastern stock are known to visit the Mediterranean Sea between May and July [17, 56]. If complete data set reconstructions placed ABT within the Mediterranean Sea (i.e., a location was present in the Mediterranean Sea basin east of $5.5^{\circ} \mathrm{W}$ ), the data volume at which this habitat was first occupied is indicated. This approach (i.e., " $v$ ") was used to investigate the effect of altering the user-defined speed parameter on GPE3 track reconstructions and also to define the correct movement speed for all intra-tag comparisons. In this analysis complete data sets were re-processed by GPE3 at movement speeds ranging from 0.5 to $5 \mathrm{~m} \mathrm{~s}^{-1}$, at $0.5 \mathrm{~m} \mathrm{~s}^{-1}$ increments and resulting movements compared. We decided to choose the lowest speed at which ABT were all placed in the Mediterranean Sea to avoid specifying biologically unrealistic movement speeds for GPE3 runs. If ABT did not enter the Mediterranean Sea at any data volume or movement speed, this metric was not included.

## Data analyses

All data analyses were conducted in R [68] and mapped in QGIS [69]. Errors, where stated, are reported as $\pm 1$ Standard Deviation. A student's paired $T$ test [70] was used to investigate differences in proportions of total data and geolocation data received between tags. A generalised linear model (GLM; Poisson family, [70]) was used to investigate the influence of tag transmission time, deployment duration and total messages generated on the proportion of data finally recovered via the Argos System. The GLM with the best fit to data was selected by removing individual parameters (predictors) using the "Drop1" function in R, [71] and comparing the resulting model with the null model using a Chi-squared likeli-hood-ratio test.
To investigate the relationships between data volume and movement group (short- or long-distance fish) on
(i) spatial uncertainty, (ii) distance, and (iii) difference in SST, generalised linear mixed effects models (GLMM; Poisson family) were fit to data using the package "lme4" in R [72] with tag ID as a random variable. The significance of fixed effects in models were estimated by first calculating the $t$-statistic (coefficient/standard error of coefficient) and then comparing it to critical values (corresponding to the desired significance levels) representing the thresholds beyond which the null hypothesis is rejected in favour of the alternative hypothesis.
Temporal autocorrelation was tested for by conducting a Durbin-Watson test on uniformly scaled residuals using the function testTemporalAutocorrelation function in the DHARMa package in R [73]. If a significant test result was returned (as for both spatial uncertainty and distance), the data set in question was proportionally reduced (e.g., by $10 \%, 20 \%$ and $30 \%$ ) by random subsampling and retested until a non-significant test result (at the $P \leq 0.01$ level) was obtained (Additional file 1: Fig. S12). Due to the lower number of data points and nonnormal data distribution, the relationship between spatial similarity and movement group and spatial similarity and geolocation data volume were investigated using a nonparametric Kruskal-Wallis test and Pearson's product moment [74], respectively. To investigate the relationship between number of messages to transmit and time taken to transmit a data threshold a GLM was fitted to data as previously described for Argos data. For full data volume analytic pathways see Additional file 1: Figs. S1-S6.

## Data proportion

Patterson and Hartmann [23] demonstrate how sampling regime (summary period in hours) and deployment length influence the proportion of data received from a transmitting PSAT. Here, we develop this idea and investigate a variation on this principle-the time taken to transmit proportion $x$ of geolocation data ( t ; i.e., a specific data type). This is a function of the amount of geolocation data to recover $\left(d_{x}\right)$ and the rate of data recovery $(r)$. The total amount of geolocation data is obtained by multiplying the rate of data creation ( $\beta$, messages per day for specific data type) by the deployment length in days $(l)$. Thus proportion $d_{x}$ is calculated as follows:

$$
\begin{equation*}
d_{x}=x(\beta l) \tag{1}
\end{equation*}
$$

The rate of data recovery $(r)$ is a function of the rate of message recovery via Argos, which is latitude dependent ( $m_{\text {lat }}$-messages received per hour and successfully decoded), the overall proportion of novel messages ( $\sigma$, i.e., excluding duplicates) and the proportion of the total messages generated required ( $\alpha$, i.e., geolocation messages/total messages):

$$
\begin{equation*}
r=\alpha\left(m_{\mathrm{lat}} \sigma\right) \tag{2}
\end{equation*}
$$

Therefore, the time in hours taken to transmit data proportion $d_{x}$ is calculated as follows:

$$
\begin{equation*}
t=d_{x} / r \tag{3}
\end{equation*}
$$

Using Argos satellite pass and message data for the tags in this study, we calculate mean latitude of transmissions (calculated using radio-frequency Doppler shift methods), rate of data recovery via Argos satellites (satellite passes per hour and messages per hour) and the proportion of duplicate messages. For the purposes of this investigation, we use grand mean values where suitable to investigate how data recovery varies with both deployment length and programming regime (geolocation messages/total messages).

## Results

## Tag deployments

Tags were deployed on ABT between the 4th of October 2018 and the 18th of November 2019 ( $n=36$, Table 1) and 29 detached and reported data ( $81 \%$; 29 of 36 ). To obtain the full archive of data, 12 tags were physically recovered after having detached from their study animals. Seven of the 29 tags did not report (19\%). Mean deployment length for reporting tags was $280 \pm 98$ days (range $106-366$ days) with 18 tags ( $62 \%$ ) remaining attached until their programmed pop-up date, whilst 11 tags (38\%) detached prematurely. Long-distance fish were typically tracked for longer than short distance fish (mean track length $=342 \pm 24$ days versus $182 \pm 116$ days, respectively).
Transmission of data to Argos ( $n=29$ tags) occurred for as little as 0.3 days and as long as 10.8 days (mean $4.2 \pm 3$ days), yielding between 2 and $91 \%$ (mean $29 \pm 25 \%$ ) of the total data set, and between 2 and $82 \%$ (mean $27 \% \pm 22 \%$ ) of total geolocation data. No significant difference was observed between total data volume and geolocation data volume for tags (paired-samples $T$ test on log-transformed data; $t=-0.32, d f=28, P=0.8$ ). The volume of geolocation data received was positively related to the amount of time a tag transmitted for $\left(\chi^{2}=183.7, P \leq 0.001\right.$; Fig. 1), negatively related to the length of the tag deployment $\left(X^{2}=18.4, P \leq 0.001\right)$ and negatively related to the number of messages generated ( $\chi^{2}=5.3, P=0.02$ ).

## Track reconstructions and data volume

Recovered tags ( $n=12$ ) provided tracks totalling 3622 days, detailing ABT movements between 2018 and 2020. Of these, nine were long-distance fish ( $n=3,077$ days,

Table 1 Deployment statistics for PSATs analysed in this study that that transmitted data. Displacement categories were only calculated for tags that were recovered and subsequently included in data volume comparisons

| PSAT | Deployment length | Displacement category | Deployment length (d) | Data messages generated | Proportion of geolocation data messages | Transmission length (d) | Total data set recovered (\%) | Geolocation data set recovered (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 18 P 0808 | Full | Long distance | 366 | 1906 | 0.19 | 4.23 | 7 | 9 |
| 18 P 0837 | Full | Long distance | 366 | 1863 | 0.2 | 2.68 | 13 | 13 |
| $19 P 0175$ | Full | Long distance | 359 | 1622 | 0.22 | 0.29 | 2 | 3 |
| 16P1483 | Full | Long distance | 324 | 1377 | 0.24 | 1.54 | 14 | 13 |
| 17 P 0786 | Full | Long distance | 328 | 1390 | 0.24 | 8.56 | 50 | 45 |
| 18 P 0932 | Full | Long distance | 334 | 1178 | 0.28 | 2.74 | 23 | 16 |
| $19 P 0216$ | Full | Long distance | 341 | 1201 | 0.28 | 5.68 | 17 | 12 |
| $19 P 0206$ | Full | Long distance | 362 | 1269 | 0.29 | 1.17 | 4 | 4 |
| 18 P 0812 | Prem | Long distance | 292 | 1241 | 0.24 | 6.15 | 48 | 40 |
| $19 P 0137$ | Full | Short distance | 315 | 1117 | 0.28 | 4.25 | 11 | 10 |
| 16 P 2365 | Prem | Short distance | 122 | 733 | 0.17 | 7.16 | 46 | 49 |
| 16 P 2192 | Prem | Short distance | 106 | 451 | 0.23 | 10.08 | 82 | 76 |
| 18P0835 | Full | NA | 365 | 1955 | 0.19 | 4.31 | 23 | 27 |
| 18P0813 | Full | NA | 365 | 1955 | 0.19 | 2.66 | 18 | 22 |
| 18P0811 | Full | NA | 365 | 1955 | 0.19 | 0.58 | 3 | 4 |
| 16P1377 | Full | NA | 366 | 1906 | 0.19 | 2.28 | 7 | 11 |
| 18P0832 | Full | NA | 366 | 1906 | 0.19 | 1.17 | 12 | 14 |
| 16P1553 | Full | NA | 319 | 1356 | 0.24 | 6.49 | 53 | 59 |
| 16P1898 | Full | NA | 327 | 1386 | 0.24 | 8.65 | 50 | 46 |
| 18 P 0814 | Full | NA | 342 | 1450 | 0.24 | 2.81 | 28 | 21 |
| 18P0938 | Full | NA | 334 | 1182 | 0.28 | 2.8 | 25 | 18 |
| 17P1001 | Prem | NA | 139 | 836 | 0.17 | 1.24 | 17 | 24 |
| 17P0976 | Prem | NA | 130 | 726 | 0.18 | 1.65 | 3 | 2 |
| 18P0836 | Prem | NA | 184 | 982 | 0.19 | 2.27 | 24 | 28 |
| 18P0838 | Prem | NA | 118 | 624 | 0.19 | 4.44 | 31 | 40 |
| 17P0960 | Prem | NA | 183 | 778 | 0.23 | 7.5 | 57 | 50 |
| 17 P 0711 | Prem | NA | 130 | 553 | 0.24 | 6.8 | 91 | 82 |
| 19 P 0136 | Prem | NA | 158 | 586 | 0.27 | 10 | 76 | 51 |
| 19 P 0163 | Prem | NA | 304 | 1084 | 0.28 | 1.16 | 8 | 6 |

Italic cells denote PSATs that were physically recovered and used for data volume comparisons. For "Deployment length", full deployments met their programmed pop-up dates, whereas premature deployments did not. Premature is abbreviated to "Prem"
mean maximum displacement $=2283 \pm 560 \mathrm{~km}$ ) and three were short-distance fish ( $n=545$ days, mean maximum displacement $=713 \pm 34 \mathrm{~km})$. Long distance fish migrated from the United Kingdom as far west as the Central Atlantic ( $40^{\circ} \mathrm{W}$; Fig. 2) and south to the Canary Islands. Seven of these fish entered the Mediterranean Sea (crossed west-east through the Gibraltar Straight at $5.5^{\circ} \mathrm{W}$ ), where they travelled as far east as Turkey ( $5^{\circ} \mathrm{E}$ ) before returning to the tagging site. Conversely, short distance fish spent the entirety of the tracking period between the Western English Channel and the Bay of Biscay. For both long and short distance fish, most time was spent in the Bay of Biscay. When movements from complete geolocation data sets were compared with partial
data sets, reconstructions for short distance migrants were more similar, less uncertain, closer and exhibited less modelled SST difference when compared to longdistance fish (Table 2). For long distance fish only, spatial similarity (Spearman's Rank; $\rho=0.89, P<0.001$; Fig. 2), mean distance (GLMM, $z=2684, P<0.001$; Fig. 3) spatial uncertainty ( $t=-94.12, \mathrm{P}<0.001$; Fig. 3) and SST differences $(t=-34.2, \mathrm{P}<0.001$; Fig. 4) were significantly correlated with proportion of geolocation data transmitted and successfully decoded, reaching the best fit (i.e., most similar with least uncertainty and SST difference) to complete data sets at $40 \%$ data volume (the maximum in this study).


Fig. 1 Relationship between geolocation data recovered via ARGOS and time transmitting for all transmitting MiniPATs in this study. Trend line shows linear model fitted to data with $P=0.05$ confidence interval. Points coloured red denote tags that were physically recovered and used in the SSM data volume comparison

## What geolocation data volume constitutes a viable track?

 Due to the minimal effect of geolocation data volume on spatial metrics for short distance fish, the following analyses refer only to long distance fish. For both spatialuncertainty and distance from corresponding locations, the smallest differences between complete data sets and partial data sets occurred in the $30 \%$ and $40 \%$ geolocation data groups (Table 2; Fig. 3). Reconstructions with only $5 \%$ of data ( $n=9$ fish) erroneously placed eight fish ( $89 \%$ ) at latitudes between $60^{\circ}$ and $70^{\circ}$ (mean $=64 \pm 7^{\circ}$ ), when complete data sets placed them at latitudes of less than $56^{\circ}$ (mean $=45 \pm 4^{\circ}$ ). These considerable distances were less frequent with $10 \%$ of data (only 1 of 7 fish) and absent at $20 \%$ of data ( $n=2$ fish). Eight complete data sets showed ABT entering the Mediterranean Sea. For these fish, reconstructions from partial data sets only placed fish in this region after $30 \%$ of data was used for reconstructions. For the data set analysed here ( $n=29$ ), $30 \%$ of geolocation data was received for $20 \%(n=4)$ and $67 \%(n=6)$ of tags for full and premature deployments, respectively. When transmitting data, these tags took between 1.2 and 5.1 days (mean $=3 \pm 1 \mathrm{~d}$ ) to transmit $30 \%$ of geolocation data, and this time was positively correlated with the number of messages a tag had to transmit (GLM; $t=2.6, P=0.03$; Fig. 5). Based on values derived from transmitting tags (Table 3) this time would have been reduced to an average of $0.7 \pm 0.3 \mathrm{~d}$ (range $0.3-1$ day) if only geolocation data had been programmed (Fig. 5b). Similarly, if only geolocation data had been programmed for all tags in this study, $93 \%(n=27)$ of tags could have transmitted $30 \%$ of their geolocation data as opposed to $20 \%(n=10)$.


Fig. 2 Examples of differences in GPE3 track reconstructions between partial data sets (from transmitted data, yellow) and complete data sets (physically downloaded from tags, blue) for two tags (one per row), one that completed a full deployment and one that released prematurely. Maps show the $99 \%$ likelihood surfaces and reconstructed locations for the same tag. Columns show the resultant track if only $5 \%, 10 \%, 20 \%, 30 \%$ or $40 \%$ of the data are received in comparison with the complete data set. Scatterplots show spatial similarity ( $\tau$ ) between partial and complete data sets for all sampled fish for short range (top row), and long-range (bottom row) groups. Corresponding spatial similarity values are also stated on each map. For long-range tags that entered the Mediterranean Sea, the orange vertical line represents the minimum data volume at which ABT (all individuals pooled) were first placed in the region. "EC"—"the Channel" and "BoB"—Bay of Biscay

Table 2 Comparative statistics for comparisons between partial and complete GPE3 data sets for differing data volumes and movement characteristics

| Metric | Data, \% | Short distance ( $n=3$ ) | Long distance ( $n=9$ ) |
| :---: | :---: | :---: | :---: |
| Spatial similarity | 5 | $0.8 \pm 0.05$ | $0.09 \pm 0.17$ |
|  | 10 | $0.85 \pm 0.03$ | $0.54 \pm 0.15$ |
|  | 20 | $0.84 \pm 0.01$ | $0.67 \pm 0.09$ |
|  | 30 | $0.86 \pm 0.02$ | $0.79 \pm 0.04$ |
|  | 40 | $0.87 \pm 0.01$ | $0.83 \pm 0.06$ |
| Grand mean ( $X^{2}=19.4, P \leq 0.001$ ) |  | $0.84 \pm 0.03$ | $0.42 \pm 0.32$ |
| 12-hourly 99\% area ( $\mathrm{km}^{2}$ ) | 5 | 148,069 $\pm 19,613$ | $337,311 \pm 44,715$ |
|  | 10 | $132,179 \pm 14,525$ | $271,913 \pm 35,282$ |
|  | 20 | $97,091 \pm 11,247$ | $189,168 \pm 27,064$ |
|  | 30 | $81,775 \pm 9873$ | $131,732 \pm 30,656$ |
|  | 40 | $71,399 \pm 10,639$ | 111,589 $\pm 15,713$ |
| Grand mean ( $t=-9.9, P \leq 0.001$ ) |  | 106,265 $\pm 4010$ | $\mathbf{2 0 8 , 3 4 3} \pm \mathbf{1 0 , 6 6 8}$ |
| Distance from complete data location (km; RMSE) | 5 | $267 \pm 86$ ( $345 \pm 114$ ) | $2,213 \pm 647(2358 \pm 633)$ |
|  | 10 | $183 \pm 129(232 \pm 176)$ | $696 \pm 526$ (947 $\pm 582)$ |
|  | 20 | $106 \pm 8(137 \pm 9)$ | $302 \pm 109(471 \pm 210)$ |
|  | 30 | $88 \pm 31(111 \pm 44)$ | $157 \pm 15(221 \pm 16)$ |
|  | 40 | $94 \pm 38(117 \pm 51)$ | $144 \pm 6(205 \pm 30)$ |
| Grand mean ( $t=-7.6, P \leq 0.001$ ) |  | $148 \pm 48(188 \pm 100)$ | $703 \pm 303(840 \pm 900)$ |
| SST difference ( ${ }^{\circ} \mathrm{C}$ ) | 5 | $1.07 \pm 1.16^{\circ} \mathrm{C}$ | $8.92 \pm 3.9^{\circ} \mathrm{C}$ |
|  | 10 | $0.35 \pm 0.11^{\circ} \mathrm{C}$ | $1.74 \pm 1.95^{\circ} \mathrm{C}$ |
|  | 20 | $0.44 \pm 0.08^{\circ} \mathrm{C}$ | $0.38 \pm 0.03{ }^{\circ} \mathrm{C}$ |
|  | 30 | $0.37 \pm 0.09{ }^{\circ} \mathrm{C}$ | $0.3 \pm 0.07{ }^{\circ} \mathrm{C}$ |
|  | 40 | $0.3 \pm 0.01^{\circ} \mathrm{C}$ | $0.3 \pm 0.07{ }^{\circ} \mathrm{C}$ |
| Grand mean ( $t=-2.5, P=0.03$ ) |  | $0.54 \pm 0.59{ }^{\circ} \mathrm{C}$ | $4.29 \pm 4.76{ }^{\circ} \mathrm{C}$ |

Values provided are grand means calculated first at the data set level and second at the data volume level. Data in the $5 \%$ group are highlighted as this is the group, where the largest errors occurred. Test statistics are provided for Kruskal Wallis (Spatial Similarity) and generalised linear mixed models (other variables). For distance to complete data location, values are summarised both as mean great circle distance and root mean squared distance (RMSE) in parentheses
Bold values identify grand means for individual metrics

## Model speed and track reconstructions

Movements reconstructed from complete data sets suggested that eight fish entered the Mediterranean Sea (presumably to spawn; Fig. 6). This only occurred when using a movement speed of either $1.5 \mathrm{~m} \mathrm{~s}^{-1}$ (only 1 of 8 fish had locations occurring within the Mediterranean Sea at some point), $2 \mathrm{~m} \mathrm{~s}^{-1}$ (7 of 8 fish had locations occurring within the Mediterranean Sea at some point), or $2.5 \mathrm{~m} \mathrm{~s}^{-1}$ ( 8 of 8 fish had locations occurring within the Mediterranean Sea at some point during the track).

## Discussion

The extensive use of PSATs in aquatic biologging studies warrants careful consideration of movements reconstructed from PSAT tag data. Here, using ABT as an example study species and Wildlife Computers PSATs and software, we show that variation in the data volumes recovered had a significant effect on the estimated movements of ABT. Importantly, for long-distance fish we highlight that geolocation data volumes of $30 \%$ or more
of the total result in plausible movement reconstructions, but at data volumes of less than $30 \%$, reconstructions can differ by thousands of kilometres from where the fish are most likely to be. We also highlight that the spatial habits of tracked animals can affect modelled estimates, with greater potential differences for wider ranging animals. Whilst our analysis focussed on one PSAT and one geolocation model, variation in data volume used in analytical geolocation is a generic problem for satellitetransmitting tags [23, 43]. From an end-user's perspective, here we discuss our findings and offer some steps to decrease error in movement reconstructions and reduce the risk of researchers accepting unlikely SSM outputs.

## The challenge of incorporating spatial variability into research-the example of Atlantic bluefin tuna

 Here we document the results of a study on Atlantic bluefin tuna, a long-distance migrant, to illustrate the effect of data quantity on movement reconstructions.

Fig. 3 Distance from complete data location and uncertainty associated with differing volumes of geolocation data received for tags detailing long distance movements. a Solid lines show weekly mean distances plotted with a 7-day running average over days since deployment. Raw values are plotted as points. b, c boxplots showing the relationship between data volume groups and distance from corresponding complete data location (total data set $n=4681$ ) and 12-hourly uncertainty (total data set $n=6468$ ). Widths of boxplots are proportional to the number of observations in each group. The approximate spawning season for ABT is highlighted to indicate differences occurring during Mediterranean Sea spawning period. Colour scheme in "a" corresponds to data categories shown in "b" and "c"

The species is ideally suited to studies with PSATs as it migrates long distances [75] and spends most of its time in the photic zone throughout its range [17, 55 , 56]. ABT are a commercially exploited species of conservation concern and have been described as "the archetype of overfishing and general mismanagement" [76]. The management of the Atlantic-wide fishery is problematic in-part due to the complex spatial population structure [77-79]. Efforts to address shortcomings in the stock assessment process are incorporating movement data from PSATs into the more traditional size- and age-structured assessment approach [80]. Here, we demonstrate that low data volume and/or
movement speed below $2.5 \mathrm{~m} / \mathrm{s}$ can result in reconstructed movements erroneously locating fish outside of known spawning grounds and in different stock management zones. If data volume is not checked or controlled for when tag data are used in assessments, these data could bias management and have knock-on effects for conservation.

## Assessing geolocation accuracy for PSATs

To assess the accuracy of geolocation models, researchers must obtain a true account of an animal's movements for comparison (see [52] for a review of methods). For some fish species that frequent the surface, such as mako


Fig. 4 Relationship between SST recorded on the tag, and the corresponding oceanographically modelled SST at locations estimated from differing volumes of data for long-distance fish. Black line in all plots denotes a perfect match between tag-recorded and modelled SST, whereas red and blue lines denote that the modelled SST was $5^{\circ}$ warmer and $5^{\circ}$ cooler than tag derived SST, respectively
sharks (Isurus oxyrinchus [38]), basking sharks (Cetorhinus maximus [81, 82]) or reef manta rays (Manta alfredi [51]), this could be from double tagging with real-time tracking tags (e.g., Smart Position Only Tags, SPOTs; [50]), which have errors as small as 100 s of meters [24]. However, real-time tracking tags are not suited to species that only spend very brief periods at the surface, such as ABT. Where this method is unsuitable, data derived geolocation is best, but it is important to recognise that a track of a tagged fish reconstructed from data is the best approximation, and not an absolute truth. The accuracy or usefulness of that approximation will vary depending on the geolocation model, as well as the quality of the data that are provided to it.

Here, we use the most complete data set (i.e., data for every single day of a track, without gaps) as the 'optimal geolocated track' (i.e., the best approximation), and recognise that the only known locations (subject to errors of up to a few kms; [24]) are the release and pop-up locations. Because ABT routinely occupy the photic zone at twilights, PSATs can collect high quality light data at dawns and dusks making them a good candidate species for this approach (i.e., data quality is controlled for). In
contrast, species that spend more time below the photic zone during twilights, such as porbeagle sharks (Lamna nasus [83]) and broadbill swordfish (Xiphias gladius; [84]) may be less suited to this approach as issues with data volume could be compounded by issues driven by quality of light data and the decreased ability to detect twilights as animals reside in the dark. For these species, geolocation models, such as "HMMoce" [40] that leverage water-column oceanography, as well as light data [81, 84, 85] can improve confidence in geolocation accuracy when light data is poor. This approach is currently unavailable for the GPE3, however. For the GPE3, accuracy in modelled geolocation estimates for animals, where real-time tracking tags are unsuitable could be improved by double-tagging with alternative tag types to provide known locations during a PSAT deployment. For example, acoustic tags [86] or a secondary PSAT such as a mark-report PSAT (mrPAT; [52]) could provide additional (to deployment and pop-up locations) known locations to "tie in" with the analytical geolocation. The opportunity to increase tag burden by double tagging would be dependent on the study species and any other welfare considerations. Irrespective of methodological


Fig. 5 Time taken for PATs to transmit the 30\% of geolocation data required for plausible track reconstructions and its relationship with deployment length and programming. a Line represents a fitted generalized linear model using PATs that transmitted 30\% of geolocation data ( $n=10$ ) including a $95 \%$ confidence interval (dotted lines). Trend line is extended to axes to represent the range of common programming regimes. $\mathbf{b}$ Contour plot demonstrating the trade-offs between programming regime and (geolocation data proportion) and deployment length in context of time taken to transmit 30\% of geolocation data. Points from a) are overplotted
refinements, the value of physically recovering PSATs in assessing geolocation performance and maximising the value of deployments is clear given the minimal likelihood of accessing a complete data set from transmissions alone.

## Data volume and model performance

Remotely obtaining data from marine study animals is an engineering challenge [42], and it is inevitable that technical issues occur that reduce data transmission [45]. In our study, a battery issue reduced data transmission, but in other cases different issues can limit the number of messages that the end-user receives (Table 4). The challenge of reduced data volume is, therefore, ubiquitous in tracking studies using PSATs, irrespective of the
underlying cause. SSMs used for analytical geolocation will perform better when provided with larger volumes of high-quality data [47]. When data volumes fell below 30\% (most drastic at 5\%) model estimated locations showed long-distance ABT could be displaced thousands of kilometres from the most likely path based on the full data set. At decreased data volumes, the interval between days with geolocation data is increased. With every time increment without geolocation data, the extent of the area within GPE3 in which the fish could be placed grows, and with it so should the potential error and uncertainty. This issue is common to other SSMs with a Brownian (or similar) movement model. Our results show this very clearly, even at relatively high data volumes, with the uncertainty for a given location growing with proximity to the nearest

Table 3 Summary statistics for variable influencing MiniPAT data recovery via Argos

| Variable | Value (all tags, $n=29$ ) | Value (tags that transmitted 30\%, $n=10$ ) |
| :---: | :---: | :---: |
| Grand mean latitude of transmissions | $\begin{aligned} & 47 \pm 5^{\circ} \\ & \text { (range }=38-56^{\circ} \text { ) } \end{aligned}$ | $\begin{aligned} & 45 \pm 4^{\circ} \\ & \text { (range }=38-50^{\circ} \text { ) } \end{aligned}$ |
| Mean rate of message recovery (received-corrupted) | $\begin{aligned} & 7 \pm 3 \text { messages } h^{-1} \\ & (\text { range }=0-45) \end{aligned}$ | $\begin{aligned} & 7 \pm 2{\text { messages } h^{-1}}_{(\text {range }=0-45)} \end{aligned}$ |
| Proportion novel messages | $0.73 \pm 0.15$ per tag (range $=0.37-0.95$ ) | $\begin{aligned} & 0.57 \pm 0.1 \text { per tag } \\ & \text { (range }=0.37-0.71 \text { ) } \end{aligned}$ |
| Geolocation data messages/total data messages | $\begin{aligned} & 0.23 \pm 0.04 \\ & \text { (range }=0.17-0.27 \text { ) } \end{aligned}$ | $\begin{aligned} & 0.23 \pm 0.03 \\ & \text { (range }=0.17-0.29 \text { ) } \end{aligned}$ |
| Deployment durations | $\begin{aligned} & 280 \pm 98 \text { days } \\ & \text { (range }=106-366 \text { days) } \end{aligned}$ | $\begin{aligned} & 208 \pm 96 \text { days } \\ & \text { (range }=106-328 \text { days) } \end{aligned}$ |



Fig. 6 Effect of user-defined movement speeds on GPE3 track reconstructions. a-e Maps showing movements for a single, long-distance tag reconstructed using user-defined movement speeds between 1 and $3 \mathrm{~m} \mathrm{~s}^{-1}$. f Abacus plot of Mediterranean Sea occupation and movement speed for eight physically recovered tags that were placed within the Mediterranean Sea at the base run of $2.5 \mathrm{~m} \mathrm{~s}^{-1}$. Vertical dotted line denotes the speed at which all tags were placed in the Mediterranean Sea. For $0.5 \mathrm{~m} \mathrm{~s}^{-1}$, five model runs failed and these are shown as crosses
data observation, and the greatest distances to complete locations occurring at the smallest data volumes investigated. Indeed, for animals moving long distances, at data volumes of less than $30 \%$ the spatial extent of the model becomes too large (due to large data gaps) to constrain modelled locations to a plausible area (e.g., ABT were placed north of $60^{\circ} \mathrm{N}$ when, in fact, high data reconstructions suggested they were at $40^{\circ} \mathrm{N}$, on average). This may have been amplified in our case study, because the movement speed of ABT is high based on their size and documented swimming performance. A further challenge in data-limited circumstances, is the effect of poor light readings due to turbidity or diving during twilights leading to spurious latitude estimates, which we do not investigate here. Nonetheless, when more data are available, spurious measurements would have much less of an impact, which is another reason for questioning model
outputs with limited data. We would recommend extra care is taken when interpreting movement reconstructions based on less than $30 \%$ of total geolocation data and suggest that study- and species-specific sensitivity tests (for both data quantity and quality) are undertaken to seek to understand how the chosen SSM performs at low data volumes.
Aside from the issues caused by varying data volume, a further challenge for movement modelling is accounting for the differing spatial habits of individuals of the same species. Numerous migratory ecotypes co-exist within populations as individuals move over differing scales, in different directions and with differing degrees of tortuous movements [82]. In the case of the GPE3, the size of the movement kernel is derived from the user defined movement speed, but this parameter may vary depending on individual behaviours. For $A B T$ dispersing less

Table 4 Considerations for researchers using Wildlife Computers MiniPAT deployments to maximise data recovery

| Phase | Action | Details | Effect on geolocation data recovery |
| :---: | :---: | :---: | :---: |
| Programming | Deployment length and programming regime | Wildlife Computers MiniPATs will generate 1 geolocation message per deployment day. For longer deployments, more geolocation messages need to be sent and successfully decoded to reach a target data volume ( $30 \%$ in this case; Fig. 5) <br> The temporal range of satellite passes varies with latitude (more frequent toward the poles). For tags transmitting at a mean latitude of $46 \pm 5^{\circ}$ N in the North Atlantic, researchers could expect an average of $2 \pm 0.3$ passes per hour and to receive $3 \pm 1$ successfully decoded messages per satellite pass (grand mean from 29 PSATs, range 0-15 messages per pass)—i.e., approximately 6-7 messages per hour <br> When transmitting, MiniPATs cycle through data messages chronologically with no preference (i.e., all the data for the ith day and then all the data for the ith+1 day and so on) <br> Based on our calculations, a tag deployed for 350 days generating only geolocation data (350 messages, geolocation data/total data proportion $=1$ ) it would take approximately 26 h of transmitting to reach $30 \%$ ( 110 messages) and 88 h to reach $100 \%$ of geolocation data. Alternatively, if the same tag was instead programmed to generate one auxiliary message per day ( 730 messages, geolocation data/total data proportion $=0.5$ ), then this time would double to 56 h and 176 h for $30 \%$ and $100 \%$ of geolocation data, respectively. If another data type were the key goal of the study (e.g., depth data) then this same principle could be applied Consequently, if the geolocation data/total data proportion is low, then researchers should expect it to take proportionally longer for geolocation data to be transmitted (Fig. 5) | Longer deployments are less likely to transmit all geolocation data and are associated with larger uncertainty and error (e.g., Fig. 3) Higher ratios of geolocation data to "other" data (TAD, PDT, MixLayer etc.) should result in a higher likelihood of tag geolocation messages being recovered in a shorter timeframe. This is unless depth data are also used for geolocation (e.g., HMMoce) |
| Transmission | Pop-up location | There is greater satellite coverage at the poles, so transmitting tags will be "seen" more frequently if they pop-up in more poleward locations | A higher proportion of transmissions will be received in more poleward locations |
|  | Tag transmission | The time a tag transmits for can vary but, in general, longer transmissions = more data transmitted (Fig. 1). For a tag that has collected 2000 messages, 100\% data recovery may take upwards of 30 transmission days, which is unlikely | Positive relationship with data recovery |
|  | Tag damage | If a tag is damaged, this will likely negatively affect data transmission [43, 44] | Non-damaged tags transmit more data |
|  | Tag biofouling | Biofouling is a well-known and studied issue for slower moving species and species that inhabit warmer waters [43]. Application of antifoul could help ensure biofouling does not negatively impact tag flotation and orientation during transmission phase (e.g., excessive listing due to globules of antifoul or biofouling on the antenna) | Non-biofouled tags transmit more data |

For completeness, we have included steps here that are not the subject of this study, but that will influence data recovery from PSATs. Relevant citations are included where necessary
than 1000 km the GPE3 performed better (higher spatial similarity and lower uncertainty and distance to complete data locations) at lower data volumes than for long distance migrants (dispersing up to 3162 km ). It seems reasonable to assume that potential error and
uncertainty scales with range occupied, hence explaining this relationship.
For periods where data are absent, locations are estimated by the movement model. In these cases, new locations are (i) influenced most heavily by the two nearest (in time) observations, and (ii) generated to minimise animal
movement between the most recent and nearest distant locations [60]. This results in the most recent and nearest distant observations being connected by new locations in either a straight or slightly curved line. If, during this time, the animal exhibits straight, non-tortuous movements (e.g., high-speed directional migration), differences are likely to be minimal. However, the further the animal deviates from the most probabilistic path when conducting tortuous movements either in three-dimensional space (e.g., foraging and/or diving; [87] or time the larger the potential difference. This phenomenon is almost impossible to account for in fragmented data sets, highlighting the need to treat large temporal data gaps with caution. In reality for most migratory studies, light-based geolocation is perhaps better suited towards ABT that move longer distances (i.e., daily displacements larger than mean error and uncertainty), but accounting for these intra-population differences in spatial habits in study design remains challenging.

## The reality of PSATs transmitting at least 30\% of their data

In general, the longer a tag is deployed for, the longer it will take the tag to transmit $30 \%$ (or another fixed proportion) of its geolocation data. The generation of PSATs used in this study were identified post-deployment as having a fault in the battery component, which led to shorter transmission durations. Due to this, only four of the 20 PSATs attached to long-distance migrating fish were able to transmit $30 \%$ data of their data (the threshold identified in this case). In 2011, Musyl et al. [43] reviewed the performance of 731 PSATs deployed on 19 species and indicate that the quantity of geolocation data varied with species, habitat class and manufacturer, and was positively correlated with deployment duration. Specifically, for Wildlife Computers MiniPATs deployed on ABT, Musyl et al. [43] report a mean data quantity of $22.7 \%$ per tag (mean deployment length of 14 PSATs was $66 \pm 22$ days, with tags transmitting a mean of $15 \pm 4$ days of geolocation data), lower than the threshold we suggest likely to lead to robust estimations of location for ABT in this study. However, the reliability of the technology has increased considerably since Musyl et al. [43] made their assessment, and more recent studies indicate that data transmission quantities for newer MiniPATs are well above the $30 \%$ threshold (e.g., $65 \% \pm 29 \%$ for 15 reporting PSATs in [56]). Indeed, Wildlife Computers indicate that MiniPATs should transmit for between 12 and 16 days, which would give a good chance of the $30 \%$ threshold being met, assuming no other issues affect transmissions and researchers are realistic in programming regimes for planned deployment lengths (i.e., ensure that the message load for longer deployments remains within reasonable limits as per the goal of the study, Table 4). An
emerging issue for geolocation studies as PSATs become increasingly sophisticated and capable of providing additional data products (e.g., Activity Time Series, [88]) is the risk of pushing the capabilities of the tags too far, through inclusion of non-geolocation data products or by extending the deployment duration excessively, thereby increasing the time taken to transmit a specific amount of geolocation data. Due to the similarities in programming regime of the tags used here, this is something that was beyond the scope of this study, but something that we demonstrate hypothetically using parameters derived from transmitting tags. Researchers should be aware of this potential pitfall when programming PSATs. In addition to tag hardware performance, transmissions are more regular towards the poles, and both sea state and biofouling affect the number of transmissions tags send. Future research could seek to further investigate how the rate of data recovery varies spatio-temporally from real data. A repository of this information available to researchers could be of use to all PSAT models using the Argos network.

## Maximising the use of PSATs transmitting variable data

From lessons learnt there are several steps that could be implemented to aid non-expert interpretation, maximise data sets generated from PSATs, and reduce the risk of generating unlikely movement reconstructions (Table 5). The extent to which users are able to scrutinise tag outputs, or to troubleshoot derived products, will vary. Through the course of our investigations into how data volume varies and influences data interpretation, we have identified the following data products or practices that are or would be helpful, and which would improve the level of data scrutiny and validation. Some of these may be relatively simple for manufacturers or model developers to include within software, or it may be more appropriate for the end-user to generate them. (i) Including uncertainty estimates with model outputs: ensuring semi-minor and major axes of the uncertainty ellipses to the basic model output if not already (for the GPE3 this is available in an auxiliary file), (ii) Data volume index: include a notification on data volume to indicate the foundation on which a spatial reconstruction is built. The percentage volume that will impact spatial reconstructions in other studies will vary, but increasing awareness of the need to consider this aspect will improve the reporting of results. (iii) Gap warning: whereby large data gaps (leading to inflated uncertainty, which is unavoidable) are identified. The size of the gap of concern would vary with the spatial habits of the study animal, but this would aid researchers in understanding this. The latter point is already implemented as part of the SSM detailed by [2,50], where these periods are
Table 5 Recommendations for potential refinements to the programming, modelling and outputs phases to reduce risk of overinterpretation for researchers working on surfaceorientated pelagic fish using MiniPATs and the GPE3

| Phase | Action | Description | Benefit to researcher |
| :---: | :---: | :---: | :---: |
| Programming | Message transmission summary | Once programmed, tag software could provide the researcher with estimated scenarios for data recovery based on latitude and longitude of estimated pop-up location. This is covered along with a method in Patterson and Hartmann [23]. Work to understand the effect of temperature on transmissions could also benefit this | It would allow researchers to make realistic assumptions on data recovery |
|  | Transmission schedule | An option for PSATs to assign priority to geolocation data messages could be included at the programming stage. For instance, two geolocation data messages could be transmitted for every auxiliary message, enhancing the likelihood of enough geolocation data being recovered to generate plausible tracks | More geolocation data whilst also having some data on other variables (e.g., temperature and depth) |
| Modelling | Speed parameter | Recommendation for researchers to conduct a sensitivity analysis on the impact of the speed parameter on movement reconstructions | Setting speeds too low can result in erroneous track reconstructions and too high can cause overfitting |
|  | Temperature matching threshold | For observation-driven locations do not allow progression of SSM if tagderived SST at a location more than a specified threshold is $\pm$ remotely sensed SST | For occasions, where SST is likely to be more important for geolocating (e.g., around the equinoxes), this would prevent extreme outliers |
| Output | Including uncertainty estimates with model outputs | Semi-major and semi-minor axis of the 99th likelihood should be included as an output of the model alongside most likely locations | Researchers would be able to assess error quickly and without the need for opening separate files, which can be computationally costly. The files would still be there if researchers decided this warranted a closer look |
|  | Data volume index | A notification or statement outlining the volume of geolocation data used to generate the track. Ultimately different species/PSATs/SSMs will require differing volumes of data but this would increase awareness of the importance of data volume | Reduce the risk of including analysis of erroneous and uncertain data, and ultimately making Type I or Type II errors when hypothesis testing |
|  | Gap warning | If there are gaps longer than 5\% of the data set length (i.e., 15 days for a 300 day data set), warn that these gaps could inflate error | Reduce the risk of including analysis of erroneous and uncertain data, and ultimately making Type I or Type II errors when hypothesis testing |

[^1]identified and used to constrain the temporal bounds of the model, thus reducing uncertainty. (iv) Movement speed. This is widely understood as a potentially limiting factor for movement geolocation models [52, 89, 90], further highlighted for the GPE3 and ABT in our results. If the user-defined movement speed is too low, the model bounding box can become restrictive (less of an issue for fish moving short distances), resulting in derived locations erroneously placed away from far-away regions that may have higher likelihoods (and where the fish may actually have been). However, increasing the permitted movement speed in track reconstructions is a trade-off between increasing the available area for the SSM to place the animal, and the concurrent increase in uncertainty [89]. We show that it can influence the ability of SSMs to geolocate animals in enclosed bodies of water, such as the Mediterranean Sea basin. [89] and [90] adopt a similar approach to derive the optimum movement speed for dolphinfish and silky sharks. However, other methods are available, including arbitrary selection (e.g. [91]) or based on published rates of movement of the study animal (e.g., $1.2 \mathrm{~m} \mathrm{~s}^{-1}$ for reef manta rays, [92]) or using algorithms as part of the model [93]. Our case study shows (in addition to [89, 90]) that selecting movement speed through an iterative approach, considering a range of speeds and comparing the resultant estimated movements, can help to inform and improve interpretation. In the case of the GPE3, an improvement could be to have the model estimate diffusion through such an iterative approach to select the most suitable movement speed with the best fit to the data, although we recognise this comes at an increased processing cost. Ultimately the selection of this parameter needs to be given due consideration in studies with the method and results reported along with the overall results. (v) Temperature matching threshold. Location certainty can be increased using tag derived measurements of near surface, or surface, temperature [38, 39], vertical temperature profiles [40], and bathymetry with high-resolution spatio-temporal ocean models, such as the HYbrid Coordinate Ocean Model (HYCOM, [94]) and the ETOPO1-Bedrock bathymetric model [67]. Whilst researchers should assume SSMs are not perfect [95], as the resolution and accuracy of oceanographic models increases, SSMs for fish could give a higher importance to matching tag sensed temperatures and depths to modelled temperatures and depth for at a specific location at a specific time. In all cases this has been shown to improve model fits [37, 38, 40], yet we demonstrate here that observed and modelled outputs differed by more than $9^{\circ} \mathrm{C}$ in some cases. If these cases resulted in errors when thresholds are reached (e.g., if tag-derived SST was different to remotely sensed SST by more than $5^{\circ} \mathrm{C}$ ), this could reduce location uncertainty.

A caveat to this would obviously be the accuracy of the modelled values themselves, which varies between offshore and near-shore environments. Finally, in addition to the classic methods of light-based geolocation for wide ranging fish species, there have been recent efforts to include both vertical water profiles [40] and geomagnetic fields in geolocation [96], which will further refine results with the addition of novel data sources.

## Conclusions and future works

SSMs for reconstructing animal movements from PSAT data, whilst complex, have become a mainstay for scientists tracking fish and are now readily applied without prior knowledge of underlying processes and principles. Here, the common challenge of PSATs transmitting variable amounts of data (in this case due to a battery due issue) prompted us to question how data volume affects SSM performance, with the objective of identifying issues with geolocation as a result of data recovery. Our case study on ABT highlights that movements reconstructed using the GPE3 from $\geq 30 \%$ of geolocation data result in locations like movements reconstructed with $100 \%$ of data and that reconstructions at $5 \%$ or $10 \%$ of data result in large potential errors. However, this result is specific to animals that move long distances, with much smaller differences observed for short-ranging conspecifics. The challenge of using partial data sets is ubiquitous when using data from transmitting tags for geolocation and requires consideration from researchers irrespective of tag types and geolocation models used. Our results highlight the importance both of understanding sensitivities of chosen SSMs to inevitable variation in input data volume and in choosing inputs that result in the best fit of the models to data. The recommendations for modellers and researchers we make based on our findings have parallels with other PSATs and SSMs and provide valuable insights into steps researchers can take to refine PSAT experiments. Future works should aim to build on this principal by studying other species, including other PSAT models and using additional SSMs and analytical methods (e.g., in randomisation experiments), with a view of increasing overall data return and the reliability of results from these invaluable tools.
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merged and dissolved 12-houly likelihood surfaces for a given dataset (i.e. tag data alias). Polygon 3 is the area of overlap between these two datasets. Figure S4. Schematic showing calculation of a) distance, b \& c spatial uncertainty for 17P0786 on the $11^{\text {th }}$ of March 2019. Black boxes on a) denote spatial extent of b) and c). Figure S5. Map showing the calculation of the tag vs model temperature differential. White circle represents the most probable location (latitude and longitude only without error) for one fish. Model SST is from a point estimate. Figure is for representative purposes only. Figure S6. Boxplot showing categorisation of PATs by their maximum displacement distance (straight, geodesic distance between deployment and daily locations) from their tagging location. Figure S7. Histograms of data volume distribution. All 29 transmitting PSATs are included. Figure S8. Hexbin density raster showing spatial uncertainty in relation time to nearest data observation for data transmitted via ARGOS. Spatial uncertainty is estimated from the $99^{\text {th }}$ percentile of 12-hourly GPE3 error polygons. Observations are data on twilights or SST measurements. Line represents line of loess best fit for visualisation purposes. Inset map shows full extent of data. Figure S9. Relationship between the time to transmit data, programming and deployment length for transmitting tags. Data is based on means from PSATs included in this study and extended to theoretical maximum deployments. Figure S10. Time series of spatial uncertainty (area) associated with differing volumes of geolocation data received ( $5,10,20,30,40 \%$ and the full data archive) for 9 tags documenting long range movements. Uncertainty is defined by the area of the 99\% likelihood polygon. There is one translucent point per 12-hour period for each dataset (e.g. $10 \%$ for $\operatorname{tag}_{j}$ ) and trend line shows weekly means with a 3-week smoothing window. Vertical dotted lines represent equinoxes. The tags that were deployed in September transmitted less than 20\% of their data, so degraded datasets could not be created for 20, 30 and 40\% data categories. Figure S11. Time series of geolocation data according to the overall deployment for tags depicted in Figure 2. Numbers in upper facets denote geolocation data volume. Figure S12. Boxplots showing temporal autocorrelation in spatial uncertainty and distance from archive as datasets were reduced in size by random subsampling. Random subsampling was conducted 10 times for each category. Boxplots outlined in red denote the size of the final dataset used in analyses, where median p values were more than 0.05 (i.e. the Durbin Watson test was not significant at the $P=0.05$ level). Group sample size is given by labels above the $x$ axis titles. Table S1. Summary of light-based geolocation models for fish available to researchers. Table S2. Summary of pop-up satellite archival tag products available to researchers. *SeaTagGEO uses solar power to transmit to Argos and will transmit whenever exposed to light.

## Acknowledgements

We are grateful to the team at Wildlife Computers for providing information and feedback on earlier versions of this manuscript. We would like to sincerely thank the skippers and crew of the vessels (alphabetically) Aquila, Deni Mei, Dreamcatcher, Petina May, Sea Wolf, South by Southwest and WhiteWater II for their support and expertise. Various people helped with fieldwork, including (alphabetically) Tony Bicknell, Kirsty Bradley, Phil Doherty, Owen Exeter, Chris Kerry, Sam Roslyn, Robbie Schallert, Serena Wright and Oli Yates, to whom we are incredibly grateful.

## Author contributions

TH, MW and DR conceptualized the study. TH, SB, LH and MW collected field data and BB provided training and support in data collection methods. TH performed analysis and wrote the initial manuscript. All authors read and approved the final manuscript.

## Funding

Funding for this work was provided through grants from the European Maritime and Fisheries Fund (ENG2395) and Defra (C7531).

## Availability of data and materials

The data sets generated and analysed during the current study are not publicly available due to funder restrictions but may be available from the corresponding author on reasonable request.

## Declarations

## Ethics approval and consent to participate

All research was conducted under UK Home Office license (licenses P23C6EFD2 and P9D31EA7F) and were subject to review by the University of Exeter and Cefas Animal Welfare and Ethical Review Bodies (AWERB). Scientific fishing for Atlantic bluefin tuna was conducted under dispensation from the Marine Management Organization (England) and the Welsh Government (DISP089).

## Competing interests

The authors declare no competing interests.

## Author details

${ }^{1}$ Centre for Ecology and Conservation, University of Exeter, Penryn, Cornwall TR10 9FE, UK. ${ }^{2}$ Centre for Environment, Fisheries and Aquaculture Science, Pakefield Road, Lowestoft NR33 0HT, UK. ${ }^{3}$ Tuna Research and Conservation Center, Stanford University, Hopkins Marine Station, Pacific Grove, CA, USA. ${ }^{4}$ Hatherly Laboratories, University of Exeter, Prince of Wales Road, Exeter EX4 4PS, UK. ${ }^{5}$ School of Environmental Sciences, University of East Anglia, Norwich NR4 7TJ, UK.

Received: 6 October 2022 Accepted: 4 December 2023
Published online: 06 January 2024

## References

1. Hussey NE, Kessel ST, Aarestrup K, Cooke SJ, Cowley PD, Fisk AT, et al. Aquatic animal telemetry: a panoramic window into the underwater world. Science. 1979;2015(348):1255642. https://doi.org/10.1126/science. 1255642.
2. Block BA, Jonsen ID, Jorgensen SJ, Winship AJ, Shaffer SA, Bograd SJ, et al. Tracking apex marine predator movements in a dynamic ocean. Nature. 2011;475:86-90. https://doi.org/10.1038/nature10082.
3. Righton D, Westerberg H, Feunteun E, Økland F, Gargan P, Amilhat E, et al. Empirical observations of the spawning migration of European eels: the long and dangerous road to the Sargasso Sea. Sci Adv. 2016;2:e1501694. https://doi.org/10.1126/sciadv. 1501694.
4. Walli A, Teo SL, Boustany A, Farwell CJ, Williams T, Dewar H, et al. Seasonal movements, aggregations and diving behavior of Atlantic bluefin tuna (Thunnus thynnus) revealed with archival tags. PLoS ONE. 2009;4: e6151. https://doi.org/10.1371/journal.pone.0006151.
5. Rikardsen AH, Righton D, Strøm JF, Thorstad EB, Gargan P, Sheehan T, et al. Redefining the oceanic distribution of Atlantic salmon. Sci Rep. 2021;11:1-12. https://doi.org/10.1038/s41598-021-91137-y.
6. Doherty PD, Baxter JM, Godley BJ, Graham RT, Hall G, Hall J, et al. Testing the boundaries: seasonal residency and inter-annual site fidelity of basking sharks in a proposed Marine Protected Area. Biol Conserv. 2017;209:68-75. https://doi.org/10.1016/j.biocon.2017.01.018.
7. Studds CE, Kendall BE, Murray NJ, Wilson HB, Rogers DI, Clemens RS, et al. Rapid population decline in migratory shorebirds relying on Yellow Sea tidal mudflats as stopover sites. Nat Commun. 2017;8:1-7. https://doi.org/ 10.1038/ncomms14895.
8. le Corre M, Jaeger A, Pinet P, Kappes MA, Weimerskirch H, Catry T, et al. Tracking seabirds to identify potential Marine Protected Areas in the tropical western Indian Ocean. Biol Conserv. 2012;156:83-93. https://doi. org/10.1016/j.biocon.2011.11.015.
9. Musyl MK, Gilman EL. Meta-analysis of post-release fishing mortality in apex predatory pelagic sharks and white marlin. Fish Fish. 2019;20:466500. https://doi.org/10.1111/faf. 12358.
10. Sepulveda CA, Heberer C, Aalbers SA, Spear N, Kinney M, Bernal D, et al. Post-release survivorship studies on common thresher sharks (Alopias vulpinus) captured in the southern California recreational fishery. Fish Res. 2015;161:102-8. https://doi.org/10.1016/j.fishres.2014.06.014.
11. Stokesbury MJW, Neilson JD, Susko E, Cooke SJ. Estimating mortality of Atlantic bluefin tuna (Thunnus thynnus) in an experimental recreational catch-and-release fishery. Biol Conserv. 2011;144:2684-91. https://doi. org/10.1016/j.biocon.2011.07.029.
12. Block BA, Teo SLH, Walli A, Boustany A, Stokesbury MJW, Farwell CJ, et al. Electronic tagging and population structure of Atlantic bluefin tuna. Nature. 2005;434:1121-7.
13. de Pontual H, Lalire M, Fablet R, Laspougeas C, Garren F, Martin S, et al. New insights into behavioural ecology of European seabass off the West Coast of France: implications at local and population scales. ICES J Mar Sci. 2019;76:501-15. https://doi.org/10.1093/icesjms/fsy086.
14. Lindley ST, Erickson DL, Moser ML, Williams G, Langness OP, McCovey BW, et al. Electronic tagging of green sturgeon reveals population structure and movement among estuaries. Trans Am Fish Soc. 2011;140:108-22. https://doi.org/10.1080/00028487.2011.557017.
15. Lombardo SM, Adams AJ, Danylchuk AJ, Luck CA, Ajemian MJ. Novel deep-water spawning patterns of bonefish (Albula vulpes), a shallow water fish. Mar Biol. 2020;167:1-11. https://doi.org/10.1007/ s00227-020-03799-3.
16. Tsuda Y, Kawabe R, Tanaka H, Mitsunaga Y, Hiraishi T, Yamamoto K, et al. Monitoring the spawning behaviour of chum salmon with an acceleration data logger. Ecol Freshw Fish. 2006;15:264-74. https://doi.org/10. 1111/j.1600-0633.2006.00147.x.
17. Aranda G, Abascal FJ, Varela JL, Medina A. Spawning behaviour and postspawning migration patterns of Atlantic Bluefin Tuna (Thunnus thynnus) ascertained from satellite archival tags. PLoS ONE. 2013;8:e76445. https:// doi.org/10.1371/journal.pone.0076445.
18. Block BA, Whitlock R, Schallert RJ, Wilson S, Stokesbury MJW, Castleton M , et al. Estimating natural mortality of atlantic bluefin tuna using acoustic telemetry. Sci Rep. 2019;9:1-14. https://doi.org/10.1038/ s41598-019-40065-z.
19. Williams-Grove $\llcorner$, Szedlmayer ST. Mortality estimates for red snapper based on ultrasonic telemetry in the Northern Gulf of Mexico. N Am J Fish Manag. 2016;36:1036-44. https://doi.org/10.1080/02755947.2016. 1184197.
20. Strøm JF, Rikardsen AH, Campana SE, Righton D, Carr J, Aarestrup K, et al. Ocean predation and mortality of adult Atlantic salmon. Sci Rep. 2019;9:1-11. https://doi.org/10.1038/s41598-019-44041-5.
21. Seitz AC, Courtney MB, Evans MD, Manishin K. Pop-up satellite archival tags reveal evidence of intense predation on large immature chinook salmon (Oncorhynchus tshawytscha) in the north Pacific Ocean. Can J Fish Aquat Sci. 2019;76:1608-15. https://doi.org/10.1139/cjfas-2018-0490.
22. Weinz AA, Matley JK, Klinard NV, Fisk AT, Colborne SF. Identification of predation events in wild fish using novel acoustic transmitters. Anim Biotelemetry. 2020;8:1-14. https://doi.org/10.1186/s40317-020-00215-x.
23. Patterson TA, Hartmann K. Designing satellite tagging studies: estimating and optimizing data recovery. Fish Oceanogr. 2011;20:449-61. https://doi. org/10.1111/j.1365-2419.2011.00595.x.
24. Witt MJ, Åkesson S, Broderick AC, Coyne MS, Ellick J, Formia A, et al. Assessing accuracy and utility of satellite-tracking data using Argoslinked Fastloc-GPS. Anim Behav. 2010;80:571-81. https://doi.org/10. 1016/j.anbehav.2010.05.022.
25. Hazel J. Evaluation of fast-acquisition GPS in stationary tests and finescale tracking of green turtles. J Exp Mar Biol Ecol. 2009;374:58-68. https://doi.org/10.1016/J.JEMBE.2009.04.009.
26. Afonso P, Fontes J, Guedes R, Tempera F, Holland KN, Santos RS, et al. Tagging and tracking of marine animals with electronic devices. Netherlands: Springer; 2009. https://doi.org/10.1007/978-1-4020-9640-2.
27. Lutcavage ME, Brill RW, Skomal GB, Chase BC, Goldstein JL, Tutein J. Tracking adult North Atlantic bluefin tuna (Thunnus thynnus) in the northwestern Atlantic using ultrasonic telemetry. Mar Biol. 2000;137:347-58. https://doi.org/10.1007/s002270000302.
28. Priede IG, French J. Tracking of marine animals by satellite. Int J Remote Sens. 1991;12:667-80. https://doi.org/10.1080/01431169108929684.
29. Wilson R, Ducamp J, Rees G, Culik B, Neikamp K. Estimation of location: global coverage using light intensity. Wildlife Telemetry: Remote Monitoring and Tracking of Animals. 1992.
30. Wildlife Computers. MiniPAT User Guide 2021:1-42.
31. Block BA, Dewar H, Farwell C, Prince ED. A new satellite technology for tracking the movements of Atlantic bluefin tuna. Proc Natl Acad Sci USA. 1998;95:9384-9. https://doi.org/10.1073/pnas.95.16.9384.
32. Hill RD, Braun MJ. Geolocation by light level 2001:315-30. https://doi.org/ 10.1007/978-94-017-1402-0_17.
33. Lam CH, Nasby-Lucas N, Ortega-Garcia S, Offield P, Domeier ML. Depthbased geolocation processing of multi-year striped marlin archival tag data reveals residency in the Eastern Pacific Ocean. Anim Biotelemetry. 2022;10:1-14. https://doi.org/10.1186/s40317-022-00294-y.
34. Nielsen A, Sibert JR. State-space model for light-based tracking of marine animals. Can J Fish Aquat Sci. 2007;64:1055-68. https://doi.org/10.1139/ f07-064.
35. Ekstrom P. Error measures for template-fit geolocation based on light. Deep Sea Res 2 Top Stud Oceanogr. 2007;54:392-403. https://doi.org/10. 1016/j.dsr2.2006.12.002.
36. Lisovski S, Bauer S, Briedis M, Davidson SC, Dhanjal-Adams KL, Hallworth MT, et al. Light-level geolocator analyses: a user's guide. J Anim Ecol. 2020;89:221-36. https://doi.org/10.1111/1365-2656.13036.
37. Nielsen A, Bigelow KA, Musyl MK, Sibert JR. Improving light-based geolocation by including sea surface temperature. Fish Oceanogr. 2006;15:314-25. https://doi.org/10.1111/j.1365-2419.2005.00401.x.
38. Lam CH, Nielsen A, Sibert JR. Incorporating sea-surface temperature to the light-based geolocation model Tracklt. Mar Ecol Prog Ser. 2010;419:71-84. https://doi.org/10.3354/meps08862.
39. Teo SLH, Boustany A, Blackwell S, Walli A, Weng KC, Block BA. Validation of geolocation estimates based on light level and sea surface temperature from electronic tags. Mar Ecol Prog Ser. 2004;283:81-98. https://doi.org/ 10.3354/meps283081.
40. Braun CD, Galuardi B, Thorrold SR. HMMoce: an R package for improved geolocation of archival-tagged fishes using a hidden Markov method. Methods Ecol Evol. 2018;9:1212. https://doi.org/10.1111/2041-210X. 12959.
41. Kay WP, Naumann DS, Bowen HJ, Withers SJ, Evans BJ, Wilson RP, et al. Minimizing the impact of biologging devices: using computational fluid dynamics for optimizing tag design and positioning. Methods Ecol Evol. 2019;10:1222-33. https://doi.org/10.1111/2041-210X. 13216.
42. Holton MD, Wilson RP, Teilmann J, Siebert U. Animal tag technology keeps coming of age: an engineering perspective. Philos Trans R Soc B Biol Sci. 2021;376:20200229. https://doi.org/10.1098/rstb.2020.0229.
43. Musyl MK, Domeier ML, Nasby-Lucas N, Brill RW, McNaughton LM, Swimmer JY, et al. Performance of pop-up satellite archival tags. Mar Ecol Prog Ser. 2011;433:1-28. https://doi.org/10.3354/meps09202.
44. Lutcavage ME, Lam CH, Galuardi B. Seventeen years and $\$ 3$ million dollars later: performance of PSAT tags deployed on Atlantic bluefin and bigeye tuna. Collect Vol Sci Papers ICCAT. 2015;71:1757-65.
45. Hays GC, Bradshaw CJA, James MC, Lovell P, Sims DW. Why do Argos satellite tags deployed on marine animals stop transmitting? J Exp Mar Biol Ecol. 2007;349:52-60. https://doi.org/10.1016/j.jembe.2007.04.016.
46. Jonsen ID, Flemming JM, Myers RA. Robust state-space modeling of animal movement data. Ecology. 2005;86:2874-80. https://doi.org/10.1890/ 04-1852.
47. Patterson TA, Thomas L, Wilcox C, Ovaskainen O, Matthiopoulos J. State-space models of individual animal movement. Trends Ecol Evol. 2008;23:87-94. https://doi.org/10.1016/j.tree.2007.10.009.
48. Wildlife Computers. Location Processing (GPE3 \& Fastloc GPS) in the Wildlife Computers Data Portal User Guide 2015:25.
49. Wright SR, Righton D, Naulaerts J, Schallert RJ, Bendall V, Griffiths C, et al. Fidelity of yellowfin tuna to seamount and island foraging grounds in the central South Atlantic Ocean. Deep Sea Res 1 Oceanogr Res Pap. 2021;172:103513. https://doi.org/10.1016/j.dsr.2021.103513.
50. Winship AJ, Jorgensen SJ, Shaffer SA, Jonsen ID, Robinson PW, Costa DP, et al. State-space framework for estimating measurement error from double-tagging telemetry experiments. Methods Ecol Evol. 2012;3:291302. https://doi.org/10.1111/j.2041-210X.2011.00161.x.
51. Braun CD, Skomal GB, Thorrold SR, Berumen ML. Movements of the reef manta ray (Manta alfredi) in the Red Sea using satellite and acoustic telemetry. Mar Biol. 2015;162:2351-62. https://doi.org/10.1007/ s00227-015-2760-3.
52. Gatti P, Fisher JAD, Cyr F, Galbraith PS, Robert D, Le Bris A. A review and tests of validation and sensitivity of geolocation models for marine fish tracking. Fish Fisheries. 2021;22:1041. https://doi.org/10.1111/faf. 12568.
53. Bauer RK, Fromentin JM, Demarcq H, Bonhommeau S. Habitat use, vertical and horizontal behaviour of Atlantic bluefin tuna (Thunnus thynnus) in the Northwestern Mediterranean Sea in relation to oceanographic
conditions. Deep Sea Res 2 Top Stud Oceanogr. 2017;141:248-61. https:// doi.org/10.1016/j.dsr2.2017.04.006.
54. Wilson SG, Block BA. Habitat use in Atlantic bluefin tuna Thunnus thynnus inferred from diving behavior. Endanger Species Res. 2009;10:355-67. https://doi.org/10.3354/esr00240.
55. Lawson GL, Castleton MR, Block BA. Movements and diving behavior of Atlantic bluefin tuna Thunnus thynnus in relation to water column structure in the northwestern Atlantic. Mar Ecol Prog Ser. 2010;400:245-65 https://doi.org/10.3354/meps08394.
56. Horton TW, Block BA, Drumm A, Hawkes LA, O'Cuaig M, Maoiléidigh ÓN, et al. Tracking Atlantic bluefin tuna from foraging grounds off the west coast of Ireland. ICES J Mar Sci. 2020;77:2066. https://doi.org/10.1093/icesj ms/fsaa090.
57. Wilson SG, Jonsen ID, Schallert RJ, Ganong JE, Castleton MR, Spares AD, et al. Tracking the fidelity of Atlantic bluefin tuna released in Canadian waters to the Gulf of Mexico spawning grounds. Can J Fish Aquat Sci. 2015;72:170017. https://doi.org/10.1139/cjfas-2015-0110.
58. Wildlife Computers. Spreadsheet File Descriptions 2019:1-43.
59. Pedersen MW. Hidden Markov models for geolocation of fish. 2007.
60. Pedersen MW, Patterson TA, Thygesen UH, Madsen H. Estimating animal behavior and residency from movement data. Oikos. 2011;120:1281-90. https://doi.org/10.1111/j.1600-0706.2011.19044.x.
61. Andrzejaczek S, Schallert RJ, Forsberg K, Arnoldi NS, Cabanillas-Torpoco M, Purizaca W, et al. Reverse diel vertical movements of oceanic manta rays off the northern coast of Peru and implications for conservation. Ecol Sol Evid. 2021;2:e12051. https://doi.org/10.1002/2688-8319.12051.
62. Freitas C, Freitas M, Andrzejaczek S, Dale JJ, Whippen W, Block BA. First insights into the movements and vertical habitat use of blue marlin (Makaira nigricans) in the eastern North Atlantic. Anim Biotelemetry. 2022;10:12. https://doi.org/10.1186/S40317-022-00284-0.
63. Tone K, Nakamura Y, Chiang WC, Yeh HM, Hsiao ST, Li CH, et al. Migration and spawning behavior of the greater amberjack Seriola dumerili in eastern Taiwan. Fish Oceanogr. 2022;31:1-18. https://doi.org/10.1111/FOG.12559.
64. Morales NA, Heidemeyer M, Bauer R, Hernández S, Acuña E, van Gennip SJ , et al. Residential movements of top predators in Chile's most isolated marine protected area: implications for the conservation of the Galapagos shark, Carcharhinus galapagensis, and the yellowtail amberjack, Seriola Ialandi. Aquat Conserv. 2021;31:340-55. https://doi.org/10.1002/AQC.3472.
65. Aarestrup K, Baktoft H, Birnie-Gauvin K, Sundelöf A, Cardinale M, QuilezBadia G, et al. First tagging data on large Atlantic bluefin tuna returning to Nordic waters suggest repeated behaviour and skipped spawning. Sci Rep. 2022;12:1-11. https://doi.org/10.1038/s41598-022-15819-x.
66. Ekstrom PA. An advance in geolocation by light. Memoirs of National Institute of Polar Research 2004:210-26.
67. Amante C, Eakins BW. ETOPO1 Global Relief Model converted to PanMap layer format. NOAA-National Geophysical Data Center 2009. https://doi.org/ 10.1594/PANGAEA. 769615.
68. R Core Team. R: A language and environment for statistical computing 2018.
69. QGIS.org. QGIS Geographic Information System 2021.
70. Biometrika S. The probable error of a mean. Biometrika. 1908;6:1-25. https:// doi.org/10.1093/biomet/6.1.1.
71. Chambers JM, Hastie TJ. Statistical models in S. Wadsworth \& Brooks/Cole Advanced Books \& Software; 2017. https://doi.org/10.1201/9780203738535.
72. Bates D, Maechler M, Bolker B. Ime4: linear mixed-effects models using S4 classes. R Package Version 11-7 2013. citeulike-article-id:1080437.
73. Hartig F. DHARMa: residual diagnostics for hierarchical (multi-level/mixed) regression models 2022.
74. Rodgers JL, Nicewander WA. Thirteen ways to look at the correlation coefficient. American Statistician 1988:59-66.
75. Mather FJ, Mason JM, Jones AC. Historical document: life history and fisheries of Atlantic bluefin tuna. US Department of Commerce, Nationa Oceanic and Atmospheric Administration, National Marine Fisheries Service, Southeast Fisheries Science Center; 1995.
76. Fromentin J-M, Bonhommeau S, Arrizabalaga H, Kell LT. The spectre of uncertainty in management of exploited fish stocks: the illustrative case of Atlantic bluefin tuna. Mar Policy. 2014;47:8-14. https://doi.org/10.1016/j. marpol.2014.01.018.
77. Taylor NG, Mcallister MK, Lawson GL, Carruthers T, Block BA. Atlantic Bluefin Tuna : a novel multistock spatial model for assessing population biomass. PLoS ONE. 2011;6: e27693. https://doi.org/10.1371/journal.pone.0027693.
78. Rooker JR, Fraile I, Liu H, Abid N, Dance MA, Itoh T, et al. Wide-ranging temporal variation in transoceanic movement and population mixing of bluefin tuna in the North Atlantic Ocean. Front Mar Sci. 2019;6:1-13. https://doi.org/ 10.3389/fmars.2019.00398
79. Puncher GN, Cariani A, Maes GE, Van Houdt J, Herten K, Cannas R, et al. Spatial dynamics and mixing of bluefin tuna in the Atlantic Ocean and Mediterranean Sea revealed using next-generation sequencing. Mol Ecol Resour. 2018;18:620-38. https://doi.org/10.1111/1755-0998.12764.
80. Morse MR, Kerr LA, Galuardi B, Cadrin SX. Performance of stock assessments for mixed-population fisheries: the illustrative case of Atlantic bluefin tuna. ICES J Mar Sci. 2020;77:2043-55. https://doi.org/10.1093/ICESJMS/FSAA082.
81. Braun CD, Skomal GB, Thorrold SR. Integrating archival tag data and a high-resolution oceanographic model to estimate basking shark (Cetorhinus maximus) movements in the Western Atlantic. Front Mar Sci. 2018;5:1-14. https://doi.org/10.3389/fmars.2018.00025.
82. Doherty PD, Baxter JM, Gell FR, Godley BJ, Graham RT, Hall G, et al. Longterm satellite tracking reveals variable seasonal migration strategies of basking sharks in the north-east Atlantic. Sci Rep. 2017;7:1-10. https://doi. org/10.1038/srep42837
83. Biais G, Coupeau Y, Séret B, Calmettes B, Lopez R, Hetherington S, et al. Return migration patterns of porbeagle shark (Lamna nasus) in the Northeast Atlantic: implications for stock range and structure. ICES J Mar Sci. 2017;74:1268-76. https://doi.org/10.1093/ICESJMS/FSW233.
84. Braun CD, Gaube P, Afonso P, Fontes J, Skomal GB, Thorrold SR, et al. Assimilating electronic tagging, oceanographic modelling, and fisheries data to estimate movements and connectivity of swordfish in the North Atlantic. ICES J Mar Sci. 2019;76:2305-17. https://doi.org/10.1093/ICESJMS/FSZ106.
85. Arostegui M, Gaube P, Berumen M, DiGiulian A, Jones B, Røstad A, et al. Vertical movements of a pelagic thresher shark (Alopias pelagicus): insights into the species' physiological limitations and trophic ecology in the Red Sea. Endanger Species Res. 2020;43:387-94. https://doi.org/10.3354/esr01079.
86. Strøm JF, Thorstad EB, Chafe G, Sørbye SH, Righton D, Rikardsen AH, et al. Ocean migration of pop-up satellite archival tagged Atlantic salmon from the Miramichi River in Canada. ICES J Mar Sci. 2017;74:1356-70. https://doi. org/10.1093/ICESJMS/FSW220.
87. Bestley S, Jonsen ID, Hindell MA, Harcourt RG, Gales NJ. Taking animal tracking to new depths: synthesizing horizontal-vertical movement relationships for four marine predators. Ecology. 2015;96:417-27. https://doi.org/10.1890/ 14-0469.1.
88. Skubel RA, Wilson K, Papastamatiou YP, Verkamp HJ, Sulikowski JA, Benetti D, et al. A scalable, satellite-transmitted data product for monitoring highactivity events in mobile aquatic animals. Anim Biotelemetry. 2020;8:1-14. https://doi.org/10.1186/s40317-020-00220-0.
89. Perle CR, Snyder S, Merten W, Simmons M, Dacey J, Rodriguez-Sanchez R, et al. Dolphinfish movements in the Eastern Pacific Ocean of Mexico using conventional and electronic tags. Anim Biotelemetry. 2020. https://doi.org/ 10.1186/540317-020-00217-9.
90. Curnick DJ, Andrzejaczek S, Jacoby DMP, Coffey DM, Carlisle AB, Chapple TK, et al. Behavior and ecology of silky sharks around the Chagos archipelago and evidence of Indian Ocean wide movement. Front Mar Sci. 2020;7:1045. https://doi.org/10.3389/fmars.2020.596619.
91. Lipscombe RS, Spaet JLY, Scott A, Lam CH, Brand CP, Butcher PA, et al. Habitat use and movement patterns of tiger sharks (Galeocerdo cuvier) in eastern Australian waters. ICES J Mar Sci. 2020;77:3127-37. https://doi.org/10.1093/ icesjms/fsaa212.
92. Peel LR, Stevens GMW, Daly R, Keating Daly CA, Collin SP, Nogués J, et al. Regional movements of reef manta rays (Mobula alfredi) in seychelles waters. Front Mar Sci. 2020;7:558. https://doi.org/10.3389/fmars.2020.00558.
93. Woillez M, Fablet R, Ngo TT, Lalire M, Lazure P, de Pontual H. A HMM-based model to geolocate pelagic fish from high-resolution individual temperature and depth histories: European sea bass as a case study. Ecol Modell. 2016;321:10-22. https://doi.org/10.1016/J.ECOLMODEL.2015.10.024.
94. Chassignet EP, Hurlburt HE, Smedstad OM, Halliwell GR, Hogan PJ, Wallcraft AJ, et al. Ocean prediction with the hybrid coordinate ocean model (HYCOM). In: Ocean weather forecasting: an integrated view of
oceanography. Netherlands: Springer; 2006. p. 413-26. https://doi.org/10. 1007/1-4020-4028-8_16.
95. Auger-Méthé M, Field C, Albertsen CM, Derocher AE, Lewis MA, Jonsen ID, et al. State-space models' dirty little secrets: even simple linear Gaussian models can have estimation problems. Sci Rep. 2016;6:1-10. https://doi.org/ 10.1038/srep26677.
96. Nielsen JK, Mueter FJ, Adkison MD, Loher T, McDermott SF, Seitz AC.

Potential utility of geomagnetic data for geolocation of demersal fishes in the North Pacific Ocean. Anim Biotelemetry. 2020;8:1-20. https://doi.org/10. 1186/s40317-020-00204-0.

## Publisher's Note

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

## Ready to submit your research? Choose BMC and benefit from:

- fast, convenient online submission
- thorough peer review by experienced researchers in your field
- rapid publication on acceptance
- support for research data, including large and complex data types
- gold Open Access which fosters wider collaboration and increased citations
- maximum visibility for your research: over 100 M website views per year

At BMC, research is always in progress.
Learn more biomedcentral.com/submissions


[^0]:    *Correspondence:
    Thomas W. Horton
    t.horton@exeter.ac.uk

    Full list of author information is available at the end of the article

[^1]:    For completeness, we have included steps here that are not the subject of this study, but that are broadly relevant and usefu

