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Case Report 

Hazardous machinery: The assignment of agency and blame to robots 
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A B S T R A C T   

Autonomous robots increasingly perform functions that are potentially hazardous and could cause injury to 
people (e.g., autonomous driving). When this happens, questions will arise regarding responsibility, although 
autonomy complicates this issue – insofar as robots seem to control their own behaviour, where would blame be 
assigned? Across three experiments, we examined whether robots involved in harm are assigned agency and, 
consequently, blamed. In Studies 1 and 2, people assigned more agency to machines involved in accidents when 
they were described as ‘autonomous robots’ (vs. ‘machines’), and in turn, blamed them more, across a variety of 
contexts. In Study 2, robots and machines were assigned similar experience, and we found no evidence for a role 
of experience in blaming robots over machines. In Study 3, people assigned more agency and blame to a more 
(vs. less) sophisticated military robot involved in a civilian fatality. Humans who were responsible for robots' safe 
operation, however, were blamed similarly whether harms involved a robot (vs. machine; Study 1), or a more 
(vs. less; Study 3) sophisticated robot. These findings suggest that people spontaneously conceptualise robots' 
autonomy via humanlike agency, and consequently, consider them blameworthy agents.   

Robots are performing increasingly complex tasks in various do
mains of human activity, such as logistics, healthcare, and hospitality 
(International Federation of Robotics, IFR Statistical Department, 
2022a, 2022b; Schwab & Davis, 2018). Although they bring many 
benefits, such as relieving workers from ‘dull, dirty, and dangerous 
work’, some robots pose a hazard. Injuries involving robots have mainly 
occurred in industrial settings, but could become more widespread as 
robots are adopted for risky tasks such as driving, performing surgery, or 
fighting wars (Lin, Abney, & Bekey, 2011; Winfield et al., 2021). 

Simultaneously, advances in artificial intelligence are equipping 
robots with greater autonomy - the ability to sense, plan and implement 
goal-directed behaviours, without external input, for an extended period 
(Bekey, 2005; Lin et al., 2011). When this behaviour causes injury, 
questions regarding responsibility will inevitably follow, yet autonomy 
complicates this issue. Insofar as the behaviour is – or at least seems to be 
– controlled by a robot itself, who should be held responsible? In three 
experiments, we investigated whether blame is assigned to robots 
involved in accidents. Specifically, we tested whether people blame 

targets labelled ‘robots’ more than ‘machines’, and whether they do so 
because robots are assigned humanlike agency. 

1. Blaming robots 

Blaming an unfeeling machine cannot avenge or deter future harm, 
and doing so thus seems pointless and irrational. Regardless of auton
omy, robots' behaviour is determined by their programming and me
chanical design, which depend upon human designers, users, and 
regulatory bodies. When injuries happen due to a design flaw, fault, or 
misuse of a machine, responsibility is typically assigned to one or more 
such parties. People seem to resolve responsibility for harms involving 
one type of robot, autonomous vehicles (AVs), in a similar way. Blame is 
directed toward parties that, whilst not immediately involved, are 
responsible for ensuring AV's safety, such as its manufacturer (Copp, 
Cabell, & Kemmelmeier, 2021; Li, Zhao, Cho, Ju, & Malle, 2016; 
McManus & Rutchick, 2019; Pöllänen, Read, Lane, Thompson, & 
Salmon, 2020). 
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Insofar as robots at least appear to decide and control their behav
iour, it has been suggested that people may nevertheless blame them (e. 
g., Bigman, Waytz, Alterovitz, & Gray, 2019; Malle, Magar, & Scheutz, 
2019; Malle, Monroe, & Guglielmo, 2014). Li et al. (2016) found that, 
although autonomy increased blaming of a vehicle's manufacturer and 
government most, an AV was blamed more than a manual vehicle for an 
accident, although less than the manual's driver. Pöllänen et al. (2020) 
also found an AV was blamed versus a manual, although less than the 
AV's user/manual's driver. Studies using dilemma-like situations, in 
which an AV explicitly chooses a harm-causing action, have reported 
similar blame for an AV and its ‘secondary driver’ (Awad et al., 2018), 
and for a military drone and pilot (Malle et al., 2019), that chose simi
larly. Relatedly, robots are blamed more than humans for not making a 
utilitarian choice in a moral dilemma (Komatsu, Malle, & Scheutz, 2021; 
Malle, Scheutz, Arnold, Voiklis, & Cusimano, 2015). These findings 
suggest that people can blame robots, even when other plausible targets 
are available, and especially when harm results explicitly from robots' 
autonomous choices. 

AV accidents, however, may not be representative of those involving 
other robots and, although dilemmas reveal preferences regarding ro
bots' moral behaviour, they have been criticised as unrealistic and un
likely (De Freitas, Anthony, Censi, & Alvarez, 2020; Roff, 2018). AI 
decision-making is opaque and technical, and robots cannot articulate 
their thoughts. Thus, whether and how harm is related to a robot's 
choices (e.g, an AV choosing to swerve; Awad et al., 2018) would be 
ambiguous much of the time (Chesterman, 2021; Langley, Meadows, 
Sridharan, & Choi, 2017). Relatedly, most actual robot injuries have 
occurred in industrial settings, and are ascribed to unsafe working 
practices, human error, or mechanical fault (Guiochet, Machin, & 
Waeselynck, 2017; Winfield et al., 2021). Such accidents occur as robots 
go about their routine, in a relatively ‘mindless’ way, and may appear 
very similar to those involving any kind of continuously operating ma
chinery (e.g., an industrial loom) to ordinary observers. 

Nevertheless, research shows that harm-causing agents are blamed 
relatively automatically (Alicke, 1992, 2000; Greene, 2007, 2009), even 
when the relevant behaviour is not of the agent's choosing (e.g., Wool
folk, Doris, & Darley, 2006). Accordingly, people may not need to know 
whether or how a robot's choices were involved - that it is the proximal 
cause of harm, and appears capable of autonomous behaviour in general, 
may be sufficient for people to blame a robot. 

In the present studies, we tested whether people blame targets 
labelled ‘autonomous robots’ more than those labelled ‘machines‘, for 
similar accidents. Besides how targets were labelled, accidents were 
described identically and we provided no information about targets' 
choices or internal states. Theorising on mind perception and re
sponsibility suggests the effect of this manipulation should hinge on how 
robots' autonomy is perceived; specifically, the extent to which robots are 
assigned humanlike mental capacities, most crucially agency, that 
qualify the assignment of moral responsibility. 

2. The role of agency and experience in robot blaming 

Expertise is required to understand the material causes of robots' 
autonomous behaviour, and it has been suggested that, for most people, 
it is thus more a matter of perception than concrete facts (Bigman, 
Waytz, Alterovitz, & Gray, 2019). People anthropomorphise robots, 
relying on readily available knowledge of human mental capacities, 
such as agency, to explain how and why robots behave as they do. 
Agency encompasses mental abilities such as awareness of self, the 
environment and other beings, and the ability to plan, set goals, and 
volitionally enact different behaviours. Agency contrasts with experi
ence, which encompasses emotions and sensation (Bigman & Gray, 
2018; Gray, Gray, & Wegner, 2007; Gray & Wegner, 2012). 

People readily assign agency to robots, albeit less than to humans 
(Bigman & Gray, 2018; Gray et al., 2007; Gray & Wegner, 2012; Yam 
et al., 2021), and seem to do so for two overarching reasons. First, robots 

move independently of external forces and often possess humanlike at
tributes that promote anthropomorphism (Epley, Waytz, & Cacioppo, 
2007). Second, people are motivated to explain and predict other agents' 
behaviour, and assigning robots agency renders their behaviour 
comprehendible via readily available knowledge of human mental at
tributes (Waytz et al., 2010). Correspondingly, robots are assigned more 
agency when they behave unpredictably (Eyssel, Kuchenbrandt, & 
Bobinger, 2011), presumably in an effort to make sense of unexpected 
behaviour. Harmful behaviour by robots is unusual and may violate 
expectations - for example, that robots are precise – so could be espe
cially prone to elicit agency attributions (cf. van der Woerdt & Hasel
ager, 2019). 

Ascribing agency to a robot may lead people to hold it responsible. 
Agency enables foresight of consequences, and the freedom to choose 
different behaviours in the same situation, and thus entails that a robot 
could have behaved differently than it did (e.g., a non-harmful way). 
Research suggests that possessing agency ‘qualifies’ an entity for re
sponsibility, such that targets imbued with more agency are afforded 
greater moral responsibilities in general, and are blamed more for 
harming (Feinberg, Fang, Liu, & Peng, 2019; Gray et al., 2007; Gray & 
Wegner, 2009). 

Whether experience is involved in blaming robots is less clear. People 
ascribe experience to robots under some conditions (e.g., when they 
appear humanlike; Gray & Wegner, 2009), but at relatively low levels 
(Gray et al., 2007). ‘Dyadic morality’ suggests that agency and experi
ence are predominantly related to the affordance of, respectively, re
sponsibility (for moral agents), and protection and concern (moral 
patients; Schein & Gray, 2018). Because consequences (e.g., retribution, 
deterrence) depend on the capacity to feel (e.g., remorse, suffering), 
however, assigning experience to a robot could make it seem a more 
valid target for blame, and thus enable people to blame it more readily. 

3. The present research 

Across three experiments with convenience samples of North 
American and UK internet-users, we examined attributions of agency 
and blame to robots, and tested whether people blame robots because 
they assign them agency. In Studies 1 and 2, participants read brief vi
gnettes, involving various contexts and types of robot (e.g., healthcare, 
military, manufacturing), describing accidents in which a person was 
injured. We manipulated whether accidents involved an ‘autonomous 
robot’ or a ‘machine’. Scenarios were otherwise identical between 
conditions and contained minimal information. We thus tested whether 
labelling a machine an ‘autonomous robot’ is sufficient to elicit agency 
and blame attributions. In Studies 1 and 2, we predicted more agency 
and blame would be assigned to robots (vs. machines), and that agency 
would mediate, such that robots (vs. machines) would be assigned more 
agency, and in turn, be blamed more. We did not test the alternative 
model, in which robots (vs. machines) are assigned greater agency 
because they are blamed more. Such a process seems unlikely given 
research showing that perceived mental states affect blame (for a re
view, see Malle, Guglielmo, & Monroe, 2014), rather than vice versa. 
Conceptually, there is no reason to expect robots to be blamed more than 
machines, for an identical harm, unless they are first perceived to have 
attributes (e.g., agency) that render them more blameworthy. 

In Study 2, we also measured attributions of experience, and exam
ined their contribution to blaming alongside agency. Study 3 sought 
corroborating evidence for the assumed causal process by which robot 
blaming occurs (Spencer, Zanna, & Fong, 2005); we varied information 
about objective capabilities mirroring subcomponents of agency, and 
predicted a robot would be blamed more when it seemed more (vs. less) 
agentic, supporting a causal role for agency in robot blaming. In Studies 
1 and 3, we also explored blaming of humans who were responsible for 
robots' or machines' safe operation (e.g., health and safety manager). 

We report sensitivity power analyses, measures, manipulations, and 
participant exclusions for all studies. An initial study (Supplementary 
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Study A), with results consistent with Studies 1 and 2, is reported in 
supplementary materials. All data, code, and materials are publicly 
accessible at: https://osf.io/npb9s/?view_only=1bf6445d96c24 
2dbbe6346ac49229427 

4. Study 1 

4.1. Methods 

4.1.1. Participants 
One-hundred and forty-four participants were requested via Prolific 

Academic for a study on ‘Perceptions of Accidents’. Of 147 who 
completed the survey, 2 failed at least one attention check, resulting in a 
final sample of 145 in the analyses below (Mage = 38.09, SDage = 13.20, 
94 females, 49 males, 2 other). This sample size gave 80% and 90% 
power to detect effects of target type on agency or blame attributions of 
dz = 0.23 and 0.27, respectively. 

4.1.2. Materials & procedure 
Participants responded to brief vignettes, each describing an acci

dent in which a person was injured by either an ‘autonomous robot’ or a 
‘machine’, across 24 scenarios/settings. Each participant saw 8 (of 48 
total) vignettes, 4 with a robot and 4 with a machine, in a randomized 
order. Every target was presented in a unique scenario for any partici
pant. For example, in one scenario, participants read: 

A worker at an automotive plant was seriously injured in an accident 
involving (an autonomous fabrication robot/a fabrication machine). The 
worker was making repairs to a conveyer belt in the (robot's/machine's) 
vicinity. They were impaled in the shoulder by a sharp metal rod the 
(robot/machine) was moving along the production line. 

Participants responded to six items about the target's agency adapted 
from Gray & Wegner, 2009, 2012, such as “The (robot/machine) is able 

to exert self-control” and “…can influence the outcome of situations”. 
Three items asked about the target's blameworthiness; “The (robot/ 
machine) caused this accident to happen”, “… is morally responsible for 
this accident”, and “… is blameworthy for this accident”. Finally, par
ticipants judged the blameworthiness of a (human) manager, who was 
described as “… directly responsible for ensuring employee's health and 
safety”, using the same three blame items. All responses were on 7-point 
scales (1 = Strongly Disagree; 7 = Strongly Agree). Agency (α = 0.86), 
blame (α = 0.85), and manager blame (α = 0.89) measures had good 
reliability, and items were averaged together within each. Participants 
also answered simple attention checks (‘… select ‘strongly agree/ 
disagree”) embedded in measures following two vignettes. 

4.2. Results 

Agency, target blame, and manager blame attributions were fit in 
separate mixed effects models, each including a fixed effect of target 
type, random intercepts for participants and scenarios, and random 
slopes for the effects of target type by participants and by scenarios, 
using the lme4 package (Bates, Maechler, Bolker, & Walker, 2015, 
Version 1.1–33) in R (R Core Team, 2021, Version 4.3.0). Random ef
fects were correlated. We used Satterthwaite approximations to calcu
late p values using the lmerTest package (Kuznetsova, Brockhoff, & 
Christensen, 2017, Version 3.1–3), and report 95% percentile bootstrap 
confidence intervals (CIs; 2000 resamples). 

As shown in Fig. 1, these analyses revealed significant effects of 
target type on both agency and blame attributions. Robots were assigned 
more agency, b = 0.27, SE = 0.05, 95% CI [0.16, 0.37], t(46.57) = 5.17, 
p < .001, and blamed more, b = 0.29, SE = 0.08, 95% CI [0.13, 0.43], t 
(21.10) = 3.78, p = .001, than machines. Attributions of blame to 
managers, however, were similar whether the target was labelled a 
‘robot’ or a ‘machine’, b = 0.03, SE = 0.06, 95% CI's [− 0.08, 0.15], t 
(122.78) = 0.57, p = .57. 

Fig. 1. Raw data, descriptive and inferential statistics plots (using the “yarrr” package in R; Phillips, 2017, Version 0.1.5) of the effects of target type on agency, 
blame, and manager blame attributions. The black horizontal lines show means within conditions, and the error bars are 95% CIs. 
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Agency and blame attributions were positively related for both ma
chine, r = .41, p < .001, and robot targets, r = .40, p < .001. We next 
employed the approach of joint significance testing advocated by 
Yzerbyt, Muller, Batailler, and Judd (2018) to test the mediated effect of 
target type on blame through agency attributions. This approach as
sumes that, if the effect of target label on agency is statistically signifi
cant (a path), and the direct effect of agency on blame is statistically 
significant (b path), it follows that the mediated effect of target type on 
blame is significantly different from zero. Analyses were performed 
using the lme4 package in R as above. Robot vs. machine was coded 0.5 
vs. -0.5. Estimated path coefficients are shown in Table 1. The effect of 
robot vs. machine on agency attributions (a path) was statistically sig
nificant. To test the direct relationship between agency and blame (b 
path), we fit a model predicting blame attributions that included a robot 
vs. machine contrast and agency attributions as fixed effects. We 
included random intercepts for participants and scenarios, and random 
slopes by participants and by scenarios for the effect of target type and 
the relationship between agency and blame. Analyses revealed a sig
nificant direct relationship between agency and blame; thus, in 
conjunction with the significant a path, evidencing an indirect effect of 
robot vs. machine on blame through agency attributions, shown in Fig. 2 
(top). We also tested the indirect effect of target type on blame through 
agency using the quasi-Bayesian Monte Carlo method (5000 simula
tions) with the mediation package (Tingley, Yamamoto, Hirose, Keele, & 
Imai, 2014; see Imai, Keele, & Tingley, 2010) in R. These analyses 
revealed significant mediated effects when performed grouping only by 
participants (indirect effect = 0.15, 95% CI [0.08, 0.23]; p < .001) and 
only by scenarios (indirect effect = 0.17, 95% CI [0.06, 0.29]; p = .002) 
(note that the software only allows for one group type per model). This 
suggests that the indirect effect of target type on blame through agency 
generalizes across participants and across scenarios. 

In sum, agency and blame were positively related, and similarly so 
for ‘autonomous robots’ and ‘machines’ separately. Because robots were 
assigned more agency, however, they were, in turn, blamed more. This 
effect occurred across a range of settings, involving robots serving a 
variety of functions (e.g., surgery, cleaning). The type of machine, 
however, had no impact on blaming of a human target with re
sponsibility for preventing harm; the manager was blamed similarly 
regardless of whether accidents involved a robot or a machine. In a 
subsequent study, we sought replicate these findings and additionally 
examined the role of experience in robot blaming. 

5. Study 2 

5.1. Methods 

5.1.1. Participants 
One-hundred and forty-four participants were requested via Prolific 

Academic for a study on ‘Perceptions of Accidents’. We sought to replace 
10 participants who failed at least one attention check, resulting in a 
final sample of 143 in the analyses below (Mage = 40.08, SDage = 12.89, 
97 females, 46 males). This sample size gave 80% and 90% power to 
detect effects of target type on agency, experience or blame attributions 
of dz = 0.24 and 0.27, respectively. 

5.1.2. Materials & procedure 
Study 2 was identical to Study 1, except for the addition of four items 

on targets' experiential mental capacities, adapted from Gray & Wegner, 
2009, 2012, such as “The (robot/machine) can experience emotions”. 
Also, measures of managers' blameworthiness were not included. The 
agency (α = 0.84), experience (α = 0.98), and blame (α = 0.85) mea
sures had good reliability, and items were averaged together in each. 

5.2. Results 

Linear mixed effects analyses as per Study 1 revealed significant ef
fects of target type on agency and blame attributions: as shown in Fig. 3, 
robots were assigned more agency, b = 0.30, SE = 0.05, 95% CI [0.19, 
0.40], t(83.94) = 5.67, p < .001, and blamed more, b = 0.35, SE = 0.07, 
95% CI [0.22, 0.48], t(59.71) = 4.93, p < .001, than machines. Attri
butions of experience, however, were similar whether the harm-doing 
target was labelled a robot or machine, b = 0.01, SE = 0.01, 95% CI's 
[− 0.02, 0.04], t(31.95) = 0.78, p = .44. 

Agency and blame attributions were positively related for both ma
chine, r = .29, p < .001, and robot targets, r = .37, p < .001. Experience 
attributions were positively related to blame for machine, r = .17, p =
.039, but not robot targets, r = .11, p = .197. Similarly to Study 1, we 
tested the mediated effect of target type on blame through agency at
tributions while controlling for experience attributions, using the 
approach of joint significance testing. Robot vs. machine was coded 0.5 
vs. -0.5; estimated path coefficients are shown in Table 1. The effect of 
robot vs. machine on agency (a path) while controlling for experience 
was statistically significant (this model included fixed effects for target 
and experience and by-participant and by-scenario random intercepts 
and random slopes for the effect of target and the relationship between 
experience and agency). To test the direct relationship between agency 
and blame attributions (b path) while controlling for experience attri
butions, we fit a model predicting blame that included a robot vs. ma
chine contrast, agency, and experience attributions as fixed effects. The 
model also included random intercepts for participants and scenarios, 
and random slopes by participants and by scenarios for the effects of 
target type, agency, and experience. Analyses revealed a statistically 
significant direct relationship between agency and blame; thus, in 
conjunction with the significant a path, evidencing an indirect effect of 
robot vs. machine on blame through agency attributions while con
trolling for experience, shown in Fig. 2 (bottom). Tests of the indirect 
effects per Study 1 revealed significant mediated effects when analyses 
were performed grouping only by participants (indirect effect = 0.17, 
95% CI [0.09, 0.26]; p < .001) and only by scenarios (indirect effect =
0.20, 95% CI [0.10, 0.32]; p < .001). This shows that the indirect effect 
of target type on blame through agency while controlling for experience 
generalizes across participants and across scenarios. 

Study 2 replicated the Study 1 findings: agency was positively related 
to blaming of targets labelled ‘autonomous robots’ and ‘machines’ 
separately, although because more agency was assigned to robots than 
machines, robots were, in turn, blamed more. We found no evidence that 
experience contributed to greater blaming of robots than machines: 
robot and machine targets were assigned similar, near-zero levels of 

Table 1 
Estimated coefficients for the mediated effects of target type on blame attribu
tions through agency attributions.  

Outcome: Agency Attributions Blame Attributions  

B [95% CI] B [95% CI]  B [95% CI] 

Study 1 

Robot vs. Machine a 0.27* 
[0.16, 0.37] 

0.29* 
[0.13, 0.43] 

c’ 
0.14 
[− 0.0, 0.28] 

Agency    b 0.57* 
[0.45, 0.70]  

Study 2 

Robot vs. Machine a 
0.28* 
[0.19, 0.38] 

0.34* 
[0.21, 0.47] c’ 

0.17* 
[0.05, 0.28] 

Agency    b 
0.54* 
[0.36, 0.71] 

Experience  1.00* 
[0.79, 1.20] 

0.71* 
[0.37, 1.05]  

0.05 
[− 0.27, 0.39] 

Note. a = effect of target on agency attributions. c = total effect of target on 
blame attributions. c′ = the direct effect of target on blame attributions. b = the 
direct relationship between agency and blame attributions. 

* p < .05. 
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experience, and agency mediated the effect of target type on blaming 
over and above experience. In Study 3, we sought corroborating evi
dence for the assumed causal process by directly manipulating percep
tions of a robot's agency, and measuring blame. We also explored 
whether robots' level of agency affected blaming of human targets who 
were responsible for the robot. 

6. Study 3 

6.1. Method 

6.1.1. Participants 
Two-hundred and eighty participants were requested via Prolific 

Academic for a study on ‘Perceptions of Robots’. We replaced partici
pants (n = 52) who failed one or more attention checks, resulting in a 
final sample of 282 in the analyses below (Mage = 38.9, SDage = 13.41, 
178 females, 100 males, 3 other, 1 unreported). This sample size gave 
80% and 90% power to detect effects of target type on attributions of d 
= 0.33 and 0.39, respectively. 

Fig. 2. Path models of the indirect effect of target (robot vs. machine) on blame via agency attributions in Studies 1 (top) and 2 (bottom). 
Note. Robot and machine targets were coded 0.5 and − 0.5, respectively. Total effects are shown in parentheses. Estimated path coefficients for Study 2 (bottom) 
control for experience attributions. 
* p < .05. 

Fig. 3. Raw data, descriptive and inferential statistics plots (using the “yarrr” package in R; Phillips, 2017, Version 0.1.5) of the effects of target type on experience, 
agency, and blame attributions. The black horizontal lines show the means within conditions, and the error bars are 95% CIs. 
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6.1.2. Materials & procedure 
Participants read a description of an ‘armed bi-pedal/humanoid 

tactical robot’ - ABTAC - described as having more versus less sophis
ticated capabilities across two between-subjects experimental condi
tions.1 Specifically, we varied information about capabilities mirroring 
subcomponents of agency, such as sensors and person/object recogni
tion (awareness of self/others/environment), navigation and target 
tracking (planning), and level of oversight from a human (volition). We 
expected the more (vs. less) sophisticated robot would be assigned 
higher agency. 

Participants next rated the robot's agentic mental capacities per 
items in Studies 1 and 2, which had good reliability and were averaged 
together (α = 0.81). An attention check (‘… select ‘strongly agree”) was 
embedded in these items. Participants then read a scenario describing a 
military raid on a compound to capture or kill a terrorist. In the scenario, 
a commanding officer ordered a ‘technical operator’ to deploy the robot. 
Under circumstances described as ‘….not fully clear’, the robot dis
charged its machinegun, and on entering the compound, the team 
discovered two deceased men, and an injured civilian girl who later 
died. 

On the following page, participants responded to an attention check 
in which they identified which of four statements about the scenario was 
true (‘The terrorist was captured’, ‘Three men were killed’, ‘A teenage 
girl later died from her wounds’, ‘Firearms were discovered at the 
compound’). Finally, participants assigned blame to the robot (r = .44, p 
< .001), commanding officer (r = .79, p < .001), and technical operator 
(r = .80, p <.001) for what happened to the teenage girl, per the ‘moral 
responsibility’ and ‘blameworthiness’ items in Studies 1 & 2, which were 
averaged within each target. 

6.2. Results 

Means by condition and intercorrelations among the Study 3 mea
sures are shown in Table 2. The more sophisticated robot was assigned 
higher agency than the less sophisticated robot t(275.25) = 8.36, p < . 
001, d = 0.99. A 2 (robot's sophistication: lower vs. higher) *3 (target: 
robot, officer, operator) ANOVA, with repeated measures on the second 
factor, was conducted on blame attributions. There was no main effect of 
the robot's sophistication on blame, F(1, 280) = 1.09, p = .30, ηp

2 =

0.004. The main effect of target, F(1.47, 412.73) = 114.56, p < .001, ηp
2 

= 0.29, and the sophistication by target interaction, were both signifi
cant F(1.47, 412.73) = 4.75, p = .017, ηp

2 = 0.02 (degrees of freedom 

were Greenhouse-Geisser corrected). As shown in Fig. 4, the more (vs. 
less) sophisticated robot was blamed more, t(280) = 2.80, p = .005, d =
0.33, although the robots' sophistication had no effect on blaming of the 
officer, t(279.70) = 0.05, p = .96, d = 0.01, or operator, t(79.69) = 0.88, 
p = .38, d = 0.10. 

7. General discussion 

Research investigating moral judgments of robots has often relied on 
dilemma-like scenarios that overtly implicate robots' decisions in 
causing harm. Consequently, it is unclear whether under ambiguous – 
and arguably more realistic – circumstances, observers will blame ro
bots, and more so than they would any other machine. We addressed 
these issues by asking participants to assign blame for accidents 
involving targets labelled either ‘autonomous robots’ or ‘machines’, 
predicting that, insofar as people assign higher agency to robots than 
machines, robots would be blamed more. 

Correspondingly, in Studies 1 and 2, people assigned more agency 
and blame to robots than machines. Agency mediated effects of target 
type in both studies, suggesting that robot blaming occurs because robots 
are assigned more agency which, in turn, renders them relatively 
blameworthy. Study 3 corroborated this assumed causal process; when 
agency was manipulated by varying information about a robots' so
phistication, a more (vs. less) agentic-seeming robot was blamed more. 

Simply labelling machines ‘autonomous robots’ (vs. ‘machines’) thus 
increased agency and blame, even though targets were otherwise 
described identically. Because all robots are machines, and some ma
chines are robots, targets within matched scenarios could well be identical 
in actuality (e.g., similarly autonomous). Potentially, labels had a 
stereotype-like effect; ‘autonomous robots’ may form a category distinct 
from ‘machines’, which is automatically assumed to possess some hu
manlike qualities, including agency. This echoes findings on dehuman
isation and stereotyping; for example, in-groups are attributed more 
humanlike minds than out-groups (for a review, see Kteily & Landry, 
2022). 

In Study 2, robots and machines were assigned similar, near-zero 
levels of experience; experience did not mediate the effect of target 
type on blame, and when agency and experience were examined 
simultaneously, only agency significantly predicted blame. People 
blamed robots, which were perceived as agentic but unfeeling, more 
than machines, which were perceived to lack agency and feelings, 
regardless of the apparent futility of blaming any machine. This is 
consistent with dyadic morality, which suggests that responsibility 
judgments depend mainly on perceived agency, rather than experience 
(Gray et al., 2007; Schein & Gray, 2018). Study 2 suggests that experi
ence is not necessary for robots to be blamed, and does not explain why 
they are blamed more than machines. Because experience was at floor, 
however, and did not vary across machine and robot targets, it may 
nevertheless facilitate blaming robots under other conditions, when it 
does vary between or within targets. 

It has been theorized that autonomy could displace responsibility, 
such that blame will be differently apportioned or overall reduced for 
harms involving autonomous machines (Matthias, 2004; Sparrow, 
2007). Research on AV's, for example, finds that autonomy reduces 
blaming of a vehicle's ‘driver’, whilst increasing blaming of parties 
responsible for ensuring safety, such as an AV's manufacturer (e.g., Li 
et al., 2016; McManus & Rutchick, 2019). We explored whether indi
rectly responsible humans, such as a health and safety manager, were 
differently blamed when accidents involved robots (vs. machines; Study 
2), and when a robot seemed more (vs. less; Study 3) agentic, but no 
differences emerged. 

Who should be held accountable when robots harm people is 
important in ethical and legal debates, for example around autonomous 
weapons (Krishnan, 2009). So-called ‘killer robots’ could complicate the 
assignment of moral and legal responsibility, and thus dilute humani
tarian considerations in the prosecution of war (Sparrow, 2007). In 

Table 2 
Descriptive statistics for Study 3.   

Robot's level of 
sophistication     

Less More    

Measure M (SD) M (SD) 1 2 3 
1. Robot's agency 3.15 (1.13) 4.24 (1.05) –   
2. Blame (Robot) 2.95 (1.71) 3.53 (1.81) 0.39* –  
3. Blame (Officer) 5.03 (1.53) 5.02 (1.65) − 0.11 − 0.16* – 
4. Blame (Operator) 4.90 (1.61) 4.73 (1.65) − 0.14* 0.003 0.63* 

Note. *p < .05. df = 280 for all correlations. 

1 For example, participants read that ABTAC is equipped with ‘state of the art 
visual, audio, and haptic (touch-sensing) sensory technology, which affords the robot 
a detailed and accurate representation of its environment, and its own location and 
interactions with the environment.’ (More sophisticated) versus ‘cameras, micro
phones and motion-sensors which allows the robot to monitor and record its envi
ronment, and represent its own location within it.’ (Less sophisticated). This 
manipulation was verified beforehand in a separate study (N = 45, Mage = 36.7, 
SDage = 13.76, 28 females, 17 males); the robot was assigned higher agency 
when it was more (M = 4.41, SD = 0.89) versus less sophisticated (M = 3.38, 
SD = 1.07), Welch's t(36.89) = 3.42, p = .002, d = 1.05. 
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Study 3, we found that a sophisticated (vs. less sophisticated) military 
robot was blamed for a civilians' death suggesting that, via agency at
tributions, autonomy does impact how people assign responsibility in 
such settings. Echoing findings on AV's, however, regardless of whether 
accidents involved robots or machines (Study 1, Supplementary Study 
A), or robots' level of sophistication (Study 3), human targets were al
ways blamed substantially more than robots. 

Although we found no evidence that autonomy impacts re
sponsibility of humans who are responsible for robots, this issue war
rants further scrutiny. Future research should examine factors that could 
modulate blame distribution across robots and humans (e.g., robots' 
appearance), and examine a broader range of targets (e.g., across the 
chain of command in military settings, robots' programmers; cf. Malle 
et al., 2019). Because attitudes and perceptions of robots vary across 
cultures (e.g., Bartneck, Suzuki, Kanda, & Nomura, 2007), it is also 
important to establish the generalisability of these findings across 
different samples. 

8. Conclusion 

As technology advances, robots are set to become more sophisticated 
and autonomous, thus expanding their uses. Some of the functions ro
bots will, or already do, perform - on roads, factories, or the battlefield – 
are inherently hazardous, and will sometimes lead to injury, and in turn, 
attempts to determine responsibility. The present results suggest that, in 
such circumstances, insofar as robots are imbued with agency – and 
presumably, robots will appear more agentic as their autonomy grows – 
people may assign some responsibility to the robot itself. 
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