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Abstract

Neural networks in Machine Translation (MT) engines may not consider deep linguistic knowl-

edge, often resulting in low-quality translations. In order to improve translation quality, this

study examines the feasibility of fusing two data augmentation strategies: the explicit syntactic

knowledge incorporation and the pre-trained language model BERT.

The study first investigates what BERT knows about syntactic knowledge of the source lan-

guage sentences before and after MT fine-tuning through syntactic probing experiments, as well

as using a Quality Estimation (QE) model and the chi-square test to clarify the correlation

between syntactic knowledge of the source language sentences and the quality of translations

in the target language. The experimental results show that BERT can explicitly predict dif-

ferent types of dependency relations in source language sentences and exhibit different learning

trends, which probes can reveal. Moreover, experiments confirm a correlation between depen-

dency relations in source language sentences and translation quality in MT scenarios, which

can somewhat influence translation quality. The dependency relations of the source language

sentences frequently appear in low-quality translations are detected. Probes can be linked to

those dependency relations, where prediction scores of dependency relations tend to be higher

in the middle layer of BERT than those in the top layer.

The study then presents dependency relation prediction experiments to examine what a Graph

Attention Network (GAT) learns syntactic dependencies and investigates how it learns such

knowledge by different pairs of the number of attention heads and model layers. Additionally,

the study examines the potential of incorporating GAT-based syntactic predictions in MT sce-

narios by comparing GAT with fine-tuned BERT in dependency relations prediction. Based on

the paired t-test and prediction scores, GAT outperforms MT-B, a version of BERT specifically

fine-tuned for MT. GAT exhibits higher prediction scores for the majority of dependency rela-
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tions. For some dependency relations, it even outperforms UD-B, a version of BERT specifically

fine-tuned for syntactic dependencies. However, GAT faces difficulties in predicting accurately

by the quantity and subtype of dependency relations, which can lead to lower prediction scores.

Finally, the study proposes a novel MT architecture of Syntactic knowledge via Graph atten-

tion with BERT (SGB) engines and examines how the translation quality changes from various

perspectives. The experimental results indicate that the SGB engines can improve low-quality

translations across different source language sentence lengths and better recognize the syntac-

tic structure defined by dependency relations of source language sentences based on the QE

scores. However, improving translation quality relies on BERT correctly modeling the source

language sentences. Otherwise, the syntactic knowledge on the graphs is of limited impact.

The prediction scores of GAT for dependency relations can also be linked to improved trans-

lation quality. GAT allows some layers of BERT to reconsider the syntactic structures of the

source language sentences. Using XLM-R instead of BERT still results in improved translation

quality, indicating the efficiency of syntactic knowledge on graphs. These experiments not only

show the effectiveness of the proposed strategies but also provide explanations, which bring

more inspiration for future fusion that graph neural network modeling linguistic knowledge and

pre-trained language models in MT scenarios.
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Chapter 1

Introduction

1.1 Research Background

Machine Translation (MT) refers to the process of automatically translating text from one nat-

ural language to another while retaining the same meaning. It is an interdisciplinary subject

that involves linguistics, computer science, and mathematics. MT is also considered one of the

crucial tasks of Natural Language Processing (NLP), which is closely related to the disciplines

of Natural Language Generation (NLG) and Natural Language Understanding (NLU). With

the internet constantly growing and big data becoming more common, the need for processing

multilingual information is on the rise. People are becoming more willing to use MT to over-

come language barriers. However, MT is not solely dependent on the hardware performance

of computers, but human expertise in linguistics and psychology is also necessary. Despite

the increasing demand, creating an automated, high-quality MT engine remains a significant

challenge.

The idea of a universal language dates back to the 17th century when the concept of MT first

emerged (Hutchins, 2007). There has been much debate about the range of applications for com-

puters since the first generation is introduced. Many researchers have been working on creating

an MT engine after being inspired by the idea that computers might be able to translate between

different languages. Therefore, translation technology has undergone significant advancements,

progressing from older Rule-Based Machine Translation (RBMT) and Example-Based Machine

Translation (EBMT) to the more modern Statistical Machine Translation (SMT), where these

iterations have notably enhanced the overall quality of translations. Many commercial organiza-
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tions also have developed online translation tools that utilize SMT technology. These tools are

designed to overcome language barriers, promote international trade, and encourage cultural

exchange. They provide text, image, and language translation services, as well as facilitate

cross-domain communication through translation.

The adoption of Graphics Processing Unit (GPU) and the availability of parallel corpus resources

have facilitated the development of deep learning-based Neural Machine Translation (NMT)

(Kalchbrenner & Blunsom, 2013; Sutskever et al., 2014; Cho et al., 2014), which has become

the most popular paradigm for MT tasks replacing the traditional SMT paradigm. The majority

of NMT is built on an encoder-decoder framework, which simplifies the model structure and

training process. The attention mechanism proposed for the encoder-decoder framework allows

NMT to capture dynamic alignment information (Bahdanau et al., 2014), where the MT engine

can take full advantage of the contextual information on the source sentence side and more

flexibly select the translation information on the target sentence side to achieve a more fluent

translation result. Researchers have also conducted research on and made enhancements to MT

models in several ways, including addressing the issue of out-of-vocabulary words (Jean et al.,

2014), discovering more effective model training algorithms (Shen et al., 2015), and integrating

linguistic information (S. Wu et al., 2017a). The success of NMT is similar to the success of

other related aspects of deep learning: complicated neural network structures, large amounts of

data, and efficient computational resources are the prerequisites for deep learning to exploit its

data-fitting capabilities as much as possible and achieve breakthroughs.

Such characteristics also reflect that the performance of NMT is not only related to the model

structure but also depends on the quality, data size, and domain coverage of the parallel corpus.

Many languages around the world lack the necessary high-quality, large-scale, broad-coverage

bilingual corpus needed for effective NMT training, except for rich-resource languages such

as Chinese, English, German, and Russian, which have plenty of resources available. Poor

translation quality often occurs when NMT is used in low-resource language and out-of-domain

translation scenarios. A basic approach is to use manual annotation to create a scenario-

specific, high-quality parallel corpus. This approach, however, is expensive in terms of labor

and time. An alternative is to utilize the internet to collect a vast parallel corpus. However,

the bilingual corpus acquired through this method may be plagued with misspelling of words

and mistranslations between corresponding sentences. Besides, most of such a corpus would be
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from the news domain, which has limited data diversity. As a result, the amount of bilingual

data in MT scenarios is often limited. There is still a need for discussion on how to improve

the effectiveness of an MT engine in recognizing the structure and features of input sentences,

which could lead to an improvement in the quality of translations in scenarios with a limited

amount of bilingual data.

1.2 Research Motivation

NMT has become a dominant approach and paradigm in MT research and applications. Despite

the existence of bilingual corpuses as the training set, the diversity of languages and the constant

renewal of vocabularies still limit the performance of MT engines, such as out-of-vocabulary,

poor cross-domain adaptation, and insufficient utilization of prior linguistic knowledge (Koehn

& Knowles, 2017; Y. Liu, 2017). Currently, one approach to alleviate this is to make full use

of the available bilingual data in MT tasks. Data augmentation is a strategy to increase the

features of training data, which can be accomplished by either extracting new features from

existing data or by creating new pseudo-data. It has been successfully applied to Computer

Vision (CV) (Cubuk et al., 2019; S. G. Müller & Hutter, 2021) and NLP (Mallinson et al.,

2017; Wieting et al., 2017). By increasing the number of features in the training data, the

neural network becomes more robust and can learn more potential information. Moreover, this

approach makes the limited training data more valuable and reduces the reliance of the model

on a single image or text feature, thus preventing overfitting.

1.2.1 Syntactic Knowledge

Both humans and machines suffer from comprehension confusion caused by sentence ambiguity

and unclear expressions when the syntactic structure of the sentence or contextual information

is not provided. For a given English sentence: Lucy insisted on a talk with the manager herself.

There are two possible interpretations of this sentence: Lucy wanted to talk with the manager or

Lucy herself wanted to talk with the manager. Another scenario is that some words are used in

informal situations or internet buzzwords, which may not be officially defined in dictionaries but

are used in casual writing, such as nahmsayin, and wassup. A more common sentence expression

for them should be: do you know what I am saying and what is up, where the NMT engines

(DeepL and Google Translate) do not effectively recognize them in translation into Chinese.
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Since the bilingual corpus used as the training set tends to be drawn from more formal contexts

such as news and conferences, such informal words or phrases do not appear in the training

set, which could cause NMT to be unable to accurately determine the sentence structure and

lexicality thus obtain a non-fluent translation.

The way humans use language follows a certain structure, which is shown in how words are

put together. Linguistics refers to this as syntactic knowledge, the understanding of how words

are combined to create sentences, phrases, and utterances. It focuses on the manner in which

language is structured, including the arrangement of words and the formation of sentences (S.

Müller, 2016). Syntactic knowledge can help an MT engine to better learn the sentence structure

in the training set, and it can also provide explicit sentence structure information to guide the

MT engine in translation when dealing with out-of-vocabulary and out-of-domain sentences.

Therefore, it can improve the generalization ability of the MT engine and corpus utilization

efficiency, leading to better quality translations to a certain extent. In this study, incorporating

explicit syntactic knowledge (usually from the parser or gold annotated corpus) in MT scenarios

is considered a means of data augmentation. Although explicit syntactic knowledge does not

transform and expand the original data to generate more pseudo-data, it provides additional

explicit syntactic information on the bilingual data to help the MT engine better understand

the input sentence structure and linguistic rules to maximize data utilization.

In most current NMT engines, important linguistic and structural information in the sentence

is not explicitly modeled since the source and target sentences are treated as sequential strings,

which the encoder reads as sequences, and the decoder generates translations word by word.

Shi et al. (2016) find that sequence-to-sequence models can learn some implicit source sentence

syntax from a sentence-aligned parallel corpus. However, it still cannot capture many deep

structural details. Inspired by studies in which explicit syntactic knowledge is widely used

in SMT, incorporating explicit syntactic knowledge in NMT has become a popular topic in

research, as it can help alleviate the challenges of limited bilingual data and improve translation

quality. Eriguchi et al. (2016) propose a tree-to-sequence attention mechanism NMT engine, in

which the head-driven phrase structure grammar encodes the source language from the bottom

up to obtain the structural information. J. Li et al. (2017) transform syntactic trees into

syntactic tags and then mix them with words into the same linearized sequence, which has

the advantage of avoiding the complex network structure of trees. Bastings et al. (2017) use a
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Graph Convolutional Neural Network (GCN) to encode the dependency structure of the source

language sentences. They use the hidden vectors encoded by the Convolutional Neural Network

(CNN) as input and perform graph learning on the hidden vectors by the dependency structure

to generate vectors containing syntactic information for each token.

The subsequently proposed Transformer model (Vaswani et al., 2017) based on a self-attention

mechanism also benefits from explicit syntactic knowledge in the MT tasks. Duan et al. (2019)

demonstrate the usefulness of syntactic knowledge cues in MT tasks by adding dependency

information of source language sentences to positional encoding and word embedding to im-

prove translation quality while keeping the Transformer model constant. Z. Zhang et al. (2020)

integrate the syntactic dependency information into the self-attention module, creating syntax

attention that specifies syntactic structures. The MT engine not only maintains the inter-

pretability of the syntactic tree structure but also supports compatibility with various forms

of explicit and structured knowledge. In the low-resource translation task, Chakrabarty et al.

(2020) propose two methods called self relevance and word-based relevance to incorporate dif-

ferent levels of linguistic knowledge into the NMT engine, where the combination of three types

of linguistic features, lemma, part-of-speech, and dependency labels, gives the best translation

performance.

1.2.2 Pre-trained Language Models

Another approach to data augmentation is to apply more accessible monolingual data. In

order to construct an MT engine, it is essential to use monolingual data for language model

training in SMT. However, it is not typical for NMT to follow such a trend. In most NMT

paradigms, it is not common to have a large amount of monolingual data to assist the MT

engine, and the language model does not function as a separate module to guide the target

language generation. This is because neural networks in NMT can already implicitly capture

more linguistic knowledge from bilingual data and play the role of language models on the

decoder side. Although neural networks make the structure and principles of the NMT engine

more straightforward and intelligent, neural networks are highly data-dependent. Currently,

there is not enough bilingual data available for NMT in terms of quantity and distribution. On

the other hand, monolingual data is not only more abundant but also encompasses a broader

range of topic scenarios.
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Pre-trained language models, also referred to as pre-trained models, have become increasingly

popular in different NLP tasks with the advancement of pre-training techniques in recent years.

During the past few years, Bidirectional Encoder Representations from Transformers (BERT)

(Devlin et al., 2019) has gained significant breakthroughs in NLP tasks and has inspired the

proposal of additional pre-trained language models (Y. Liu et al., 2019; Conneau et al., 2020).

BERT adopts the Transformer model architecture to perform self-supervised learning on a large-

scale unlabeled monolingual corpus with Masked Language Model (MLM) and Next Sentence

Prediction (NSP) as pre-training objectives. There have been many studies demonstrating that

BERT is equipped with some implicit linguistic knowledge (Jawahar et al., 2019a; Tenney et al.,

2019) and can possess world knowledge (Forbes et al., 2019; Poerner et al., 2019). The implicit

knowledge learned from the large-scale corpus can be transferred to the downstream NLP tasks

through two steps of pre-training and fine-tuning to improve task performance (C. Sun et al.,

2019; Yu et al., 2019). Although BERT does not directly work on a quantitative expansion of

bilingual data in MT scenarios, it can be regarded as a data augmentation due to its contextual

word embeddings and rich linguistic knowledge from a monolingual pre-training, such as syntax

and semantics, providing more explicit and implicit feature indications and complementations

for the limited bilingual data. As a result, BERT also has promising applications in MT tasks,

which can help NMT engines better understand the linguistic information in both source and

target languages and improve translation accuracy and fluency. Z. Zhang et al. (2021) propose

the BERT-JAM engine for translation tasks, which combines the multi-layer representation of

BERT into a fused representation and allows the NMT engine to acquire linguistic features

from the encoding layer of BERT. X. Wu et al. (2022) discuss the possibility of BERT as an

additional encoder for aggregating contextual features in context-aware NMT and propose a

context-aware NMT engine with BERT to aggregate contextual features. Sharoff et al. (2023)

examine the contribution of BERT to the establishment of comparable data and apply it in MT

engines.

To effectively overcome the problems of translation quality and data diversity in MT scenarios,

many studies have also examined various approaches (Gulcehre et al., 2015; R. Wang et al., 2017;

Cheng et al., 2019), the most effective of which is probably that of describing and augmenting

the data with the knowledge of a large amount of monolingual data. Since monolingual data

is widely available, utilizing large-scale monolingual data can help researchers gain a more

comprehensive understanding of language laws, this; in turn, can lead to better guidance for
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designing model structures and also highlights the importance of monolingual data and the

possibility of using pre-trained language models trained with large monolingual data to improve

the efficiency of bilingual data in MT tasks.

1.2.3 Strategies Fusion

Neural networks in NMT model sentence information sequentially, while syntactic knowledge

is tree-structured. As a result, more complex neural networks are needed to convert from tree

structure to sequence information to model and represent the syntactic knowledge. Most studies

have been achieved by building tree Long Short-term Memory (LSTM) and Gated Recurrent

Unit (GRU) through Recurrent Neural Network (RNN) variants for encoding syntactic knowl-

edge (Eriguchi et al., 2016; H. Chen et al., 2017). However, RNN models may struggle to process

long sentences and their complex syntactic structures via their processing range. Since the input

to the RNN model is based on the combination of historical words, the information read earlier

may be informationally forgotten by the time of the last word. RNN and its variants also suffer

from vanishing and exploding gradients, making it more difficult for RNN-based NMT engines

to be effectively trained. All these make the modeling and representation of explicit syntactic

knowledge inadequate. There have been subsequent attempts to use CNN and GCN to replace

RNN for modeling explicit syntactic information (Bastings et al., 2017; K. Chen et al., 2017).

However, the complex model structure reduces the efficiency with which sequence information

is processed. Multiple complicated neural networks also make training the MT engine more

challenging and affect the structural clarity of the MT engine.

Most studies in MT scenarios focus on modeling and representing explicit syntactic knowledge

sequentially, whereas the graph-based topological manner of syntactic information that NMT

uses to guide language learning and comprehension is currently under-discussed. The syntactic

tree is not structured according to a fixed arrangement rule and node order, and each node

(words as nodes in the tree) may have a different number of neighbors (other nodes) and de-

pendencies as edges between them. Recent research has aimed to incorporate syntactic tree

information into the Transformer model through the use of embeddings or an attention mech-

anism (Duan et al., 2019; Bugliarello & Okazaki, 2020). However, syntactic embeddings still

rely on the initial sequential positional embeddings in the Transformer model. The nodes in

the syntax tree can mainly only be used as indicators to guide where the current token should

focus if an attention mechanism is used. The propagation of information between the entire tree
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structure and the tree node dependencies is not fully utilized. Moreover, whether the attention

mechanism can be used as explicit evidence for modeling information is still under discussion

(Jain & Wallace, 2019; Serrano & Smith, 2019). A powerful airplane engine built into a car does

not mean that the car can reach the speed of an airplane. The modeling and representation of

syntactic knowledge in most studies are done with a Transformer model. Although these syn-

tactic knowledge strategies benefit the MT engine, it remains doubtful whether the Transformer

model can fully exploit the maximum effectiveness of such strategies. The most effective use of

the strategies in the MT tasks might be to model and represent explicit syntactic knowledge

using other neural networks that do not rely on the Transformer model in the MT tasks.

Many researchers have tried to redesign the pre-training objectives of BERT in an effort to

extract and integrate more linguistic knowledge features since it can only acquire generic syn-

tactic knowledge to solve some basic language tasks. StructBERT (W. Wang et al., 2020)

introduces the text sequence recovery task into the MLM pre-training objective and improves

another objective NSP by increasing the task difficulty to force the model to learn more about

linguistic knowledge. SenseBERT (Levine et al., 2020) presents a new masked word sense pre-

diction task to improve the lexical disambiguation ability of the model by incorporating the

actual semantic knowledge of words into the pre-training process. ERNIE (Y. Sun et al., 2019)

proposes two masking strategies, phrase-level, and entity-level, that enable the model to learn

more about potential entities and long-distance semantic dependencies and produce a more

conceptually complete semantic representation. Although they allow BERT to learn richer lin-

guistic knowledge, such as lexical, syntactic, and semantic information, more efficiently, they all

require training the model from scratch. It requires a lot of computational resources and time,

which may take weeks or months to complete. Meanwhile, the expensive data collection and

annotation costs make such an approach face the risk of overfitting and optimization difficulty

in training. Therefore, in order to avoid time-consuming and labor-intensive training efforts,

most of the studies proceed to fine-tune BERT in MT tasks so that its implicit knowledge can

help the MT engines and gain more linguistic knowledge from MT scenarios (Zhu. et al., 2020;

J. Yang et al., 2020).

As reported in a survey on data augmentation (Shorten et al., 2021), syntactic knowledge and

BERT are widely used in different NLP downstream tasks, where they can be an effective ap-

proach for addressing the problem of data sparsity in neural network training and focus on
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different strategies to make the given data more valuable for the model, thus improving the

performance and robustness of the neural network. So far, most studies only discuss the perfor-

mance gain of syntactic knowledge on MT engines through either explicit syntactic knowledge

incorporation strategies or fine-tuning BERT. It remains unclear whether the fusion of two data

augmentation strategies, explicit syntactic knowledge and implicit BERT knowledge, indeed en-

ables an improvement of translation quality. In addition, most of the studies verify the benefit

of either strategy on the MT engine from the perspective of BiLingual Evaluation Understudy

(BLEU) scores. However, the BLEU score emphasizes sentence surface similarity, and linguistic

knowledge, such as syntactic structure and semantic information, is not taken into account,

which does not well reflect the robustness of the MT engine. There is no specific explanation of

how the applied strategies benefit translation quality and the impact on other neural network

modules in the MT engine from the perspective of syntactic knowledge. It is still unclear what

syntactic knowledge the proposed strategies focus more on modeling, which syntactic knowledge

benefits translation quality, and how explicit syntactic knowledge impacts BERT if they work

together in MT tasks. Understanding the interpretability of such strategies, including but not

limited to syntactic knowledge, can shed light on how neural networks consider and apply lin-

guistic knowledge, leading to more significant progress in developing fusion strategies regarding

linguistic knowledge and pre-trained language models for MT scenarios.

1.3 Thesis Outline

This thesis is devoted to exploring the study of explicit syntactic knowledge incorporation

and the pre-trained language model BERT as a fusion strategy for data augmentation in MT

scenarios. The specific chapters of the thesis are organized as follows.

• Chapter 1 provides a background on using bilingual data in MT scenarios, as well as the

motivation for conducting research in syntactic knowledge and the pre-trained language

model BERT for fusion strategies to improve translation quality.

• Chapter 2 discusses the relevant knowledge involved in this study, which is machine

translation, pre-trained language model BERT, syntactic knowledge, and graph neural

networks, as well as their related work in MT scenarios.

• Chapter 3 explores what the pre-trained language model BERT specifies syntactic knowl-
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edge before and after fine-tuning on MT scenarios and detects the relationships between

translation quality and syntactic knowledge.

• Chapter 4 investigates the performance of graph attention network to learn syntactic

knowledge and discusses the possible application in MT tasks compared with BERT fine-

tuned for MT scenarios.

• Chapter 5 presents the novel MT engines based on syntactic knowledge and BERT and

investigates the interpretability of translation quality improvement from the perspective

of including but not limited to syntactic knowledge.

• Chapter 6 summarizes the contributions and limitations of this study, as well as sugges-

tions for future work.
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Chapter 2

Background and Related Work

2.1 Machine Translation

2.1.1 Machine Translation Development

MT refers to the process of automatically translating a natural language (source language)

into another language (target language) while maintaining identical semantics, all done by a

computer. Over the years, it has garnered considerable interest from industry and academia,

achieving significant progress and accomplishments. MT frameworks are constantly being up-

dated to enhance the translation performance of MT engines. Typically, they can be classified

as RBMT, EBMT, SMT, and NMT.

Rule-Based Machine Translation: Most early MT engines are based on human rules (Kaji,

1988; Nirenburg, 1989). These engines relied entirely on manually compiled bilingual dictionar-

ies and various translation rules summarised by experts, which are then used by the computer

to translate sentences from the source language into those of the target language. Such trans-

lation engines do not require model training, but they do require significant expert linguistic

knowledge, as collecting bilingual dictionaries and defining translation rules is expensive and

complex. If a high-coverage and high-performance translation engine needs to be built, many

precise translation rules inevitably need to be collected. In addition, languages are constantly

updating their vocabulary and usage, thus increasing the cost of maintaining and iterating on

such RBMT engines. As a result, it was gradually replaced by new MT frameworks.

Example-Based Machine Translation: In order to achieve automatic learning of translation
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rules from a large corpus of text, EBMT engine was proposed (Nagao, 1984). The basic idea

of this method is to find examples in the bilingual corpus that are similar to the sentences to

be translated. After that, the translation of the example is modified, such as replacing, adding,

deleting, and a series of other operations to obtain the final translation. EBMT uses existing

translation resources to automatically extract and summarise rules to construct a bilingual

knowledge base and to design rules to deal with ambiguities in the bilingual example base.

However, this approach is demanding in terms of the accuracy of the translated examples,

and an error in one example may result in a sentence type not being translated correctly.

Moreover, the construction of example libraries usually requires word-level aligned annotations.

Maintaining the library is made more difficult by ensuring word alignment accuracy.

Statistical Machine Translation: MT engines that utilize large-scale text data and statistical

learning have been proposed as the corpus expands and becomes enriched (Brown et al., 1993).

Translation between the source and target languages is considered a probabilistic problem, and

the translation process is carried out using statistical models. In this approach, any sentence

on the target language side can be seen as a translation candidate for a sentence in the source

language, and only the corresponding translation probabilities are different. Therefore, the

main idea behind this approach is to train a translation engine using statistical methods on a

large corpus and then use the translation engine to find a sentence in the target language with

the highest score for the source language sentence to be translated. SMT engines are more

robust and scalable than Rule- and Example-based MT and can cope with linguistic ambiguity

naturally. In addition, it allows high-performance translation engines to be built quickly from an

existing corpus and can further improve translation performance when the corpus is increased.

Moreover, SMT still requires human input to define translation features. In order to enhance

the quality of translations, much effort is needed in feature engineering, which involves manual

feature design that can significantly affect the translation performance. Moreover, the design

of SMT involves several model modules, making it more complex to build and develop.

Neural Machine Translation: As computer hardware has advanced and the era of big data

has arrived, deep learning (Hinton & Salakhutdinov, 2006; LeCun et al., 2015) has achieved

significant progress in various tasks such as image classification (He et al., 2016; Krizhevsky et

al., 2017), speech recognition (Xiong et al., 2016), which have received a great deal of attention

from researchers concerned with the field of NLP. They have found that deep neural networks can
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automatically learn new features and representations from objects in natural language (Socher

et al., 2013; Mikolov et al., 2013b). It provides a new research idea to solve the problem of

NLP of sparse feature overfitting and insufficient ability to describe the language structure. As

a result, researchers in the field of MT attempted to improve SMT engines using deep learning

techniques. These include improved word alignment modeling (N. Yang et al., 2013; Tamura

et al., 2014), sequencing modeling (P. Li et al., 2014; J. Zhang et al., 2015), and bilingual phrase

representation (Zou et al., 2013; J. Zhang et al., 2014). Subsequently, NMT engines based on

the encoder-decoder framework were proposed (Kalchbrenner & Blunsom, 2013; Sutskever et

al., 2014; Cho et al., 2014), rapidly replacing the traditional MT engines. The NMT framework

not only simplifies the model structure and training process of SMT but also has an attention

mechanism (Bahdanau et al., 2014). Such a working mechanism dynamically captures alignment

information from both the source and target language sides, allowing NMT to use contextual

information on the source language side and obtain more accurate target languages resulting in

smoother translation. NMT has an advantage over SMT in that it eliminates the need for feature

engineering, as all features can be automatically extracted from neural networks. In contrast

to the discrete representation (each word is regarded as a discrete symbol and corresponds

in isolation to an index in the word list) used in SMT, NMT uses distributed representation

(each word is represented as a vector in a multi-dimensional space) through word embeddings

to model sentences with richer information. However, NMT is not easily interpretable, and its

training process differs from human perception. Moreover, it heavily relies on data, and the

quality and size of the data greatly influence its performance, making training NMT engines

with sparse data particularly challenging.

2.1.2 Transformer Model

The Transformer, which has been proposed recently, is now a crucial model for NMT. It utilizes

a self-attention mechanism to analyze input sequences, consisting of attention modules and

other neural networks in both the encoder and decoder. Such approaches enhance the speed

of parallel training of the MT engine, as well as its ability to recognize long-distance language

dependencies. The Transformer model structure is depicted in Figure 2.1 and consists mainly of

several encoders and decoders, which have multi-head attention modules, feed-forward neural

networks inside, and positional encoding for word embeddings.
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Figure 2.1: Structure of the Transformer model (Vaswani et al., 2017).

Encoder: The encoder is stacked with N identical layers. Each layer consists of two sub-

layers, the first of which is a multi-head attention network, and the second is a fully connected

feed-forward neural network. The number of neural networks and non-linear transformations in

the Transformer model complicates the information transfer. It therefore introduces a residual

connection layer and layer normalization to make information transfer more efficient and to solve

the gradient vanishing/exploding problem that tends to occur during the training of deep neural

networks. The output of each sub-layer is LayerNorm(x + Sublayer(x)), where Sublayer(x)

is a function implemented by the particular layer itself. To ensure the implementation of these

residual connections, the model generates the same output dimension dm for all sub-layers and

embedding layers.

Decoder: The decoder is also stacked with N identical layers. Not only does it have multi-head

attention and a fully connected feed-forward neural network like the encoder, but the decoder

inserts a third sub-layer called encoder-decoder attention. Such a sublayer helps the model to

use the representation information of the source language sentences to generate target language

representations in different sentence sequences. The encoder-decoder attention sublayer shares
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the same structure as the self-attention sublayer. The only difference is that the encoder-decoder

attention sublayer obtains its features from a different source, which not only considers target

language information but also takes the output of the encoder to help the decoder to obtain

vector representations at the source language side. As with the encoder, the decoder uses the

residual connection layer and layer normalization between each sub-layer.

Multi-head Attention Mechanism: The basic idea of the attention mechanism is to con-

struct the mapping functions from source or target language to retrieve information related to

a given Query (Q) from a set of Key (K) - Value (V) pairs, where the Q, K, and V are rep-

resentation vectors for one given sentence. The output of the attention network is a weighted

sum of values, where the weight assigned to each V is calculated from the matching function

of the Q with the corresponding K. A particular attention network structure called the Scaled

Dot-Product attention is designed in the Transformer model, shown in Figure 2.2.

Figure 2.2: The process of calculating Scaled Dot-Product attention (Vaswani et al., 2017).
The left figure illustrates the process of self-attention calculation, and the right one shows the
implementation of multi-head attention with other functions.

Assume that the input Q and K are of dimension dk and the value V is of dimension dv. The

process of calculating the attention is to calculate the dot-product of Q and K and divide by
√
dk, then apply the Softmax function to calculate the weights, and obtain the final output by

weighted sum, as shown in the Equation 2.1 below.

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (2.1)

The multi-head attention mechanism refers to the idea of an ensemble and further extends the
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existing attention structure horizontally. The given Q, K, and V are first represented in different

spaces using different linear mappings. In order to produce the final representation, context

vectors are concatenated after being computed in various subspaces using various attention

networks. The specific calculation formula is as follows in Equation 2.2 and 2.3.

MultiHead(Q,K, V ) = Concat(head1, head2..., headn)W (2.2)

headi = Attention(QW q
i ,KW k

i , V W v
i ) (2.3)

where W , W q
i , W k

i , and W v
i are matrix parameters, n means the number of heads of the self-

attention mechanism. There are three places in the Transformer model where the multi-head

attention mechanism is used: (i) At the encoder attention layer, the source language sentence

is treated as Q, K, and V. The input sequence performs the multi-head attention calculation

on itself to obtain the internal contextual features. (ii) The attention network with a mask in

the decoder is also a multi-head attention network with a similar motivation to (i) for accessing

features within its sentences. (iii) Between the encoder and the decoder, multi-head attention

is used to obtain a representation of the information related to the source and target language

sentence. The attention input Q comes from the output of the previous attention layer of the

decoder, while K and V come from the output of the encoder.

Two masking strategies are applied in the multi-head attention mechanism. The first one is

the padding mask. During training, multiple sentences are processed and batched. However,

the length of the sentence sequences within each batch can be different. In order to make

it easier to represent the sequences in a matrix, an alignment operation is performed. The

shorter sequences are padded with zeros to fill the remaining positions. Such zeros do not have

any practical significance and do not affect the computation of the attention mechanism. The

second one is the future mask. The decoder makes predictions from left to right, meaning that

its output at a given time can only be based on the output before that time. Future information

must be masked to avoid the model observing future information at each location on the target

language side during training. In order to achieve this, a mask matrix is created where all

the upper triangular values are set to infinity. When decoding, suppose the current position is

t. The future mask blocks any information from positions after t from impacting the current

attention calculation.
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Feed-forward Neural Network: After calculating the self-attention, the input is transformed

with the following feed-forward neural network, including two linear transformations and a

Rectified Linear Unit (ReLU) activation function, as shown in Equation 2.4.

FFN(x) = max(0, xW1 + b1)W2 + b2 (2.4)

where W1, W2, b1, and b2 are the matrix and vector parameters, respectively. The primary

function of the feed-forward neural network is to map the representation obtained from the

multi-head attention mechanism into a new space to make the following operations, like non-

linear transformations, easier to perform. The feed-forward neural network part of the vanilla

Transformer model has a hidden layer dimension of 2048. In order to improve performance,

one option is to increase the size of the hidden layer in a feed-forward neural network to 4096

or 8192 if GPU support and training costs are available. Therefore, when implementing the

Transformer model, balancing translation accuracy and storage/speed is essential.

Positional Encoding: As the Transformer model does not contain any recurrent and convolu-

tional network structures, in order for the model to make use of the sequence order information,

the model needs to encode the position of words to represent the position relationships of differ-

ent words in the sequence. Therefore, positional encoding is applied to the input representation

at the beginning of the encoder and decoder structures. The Equations are shown in 2.5 and

2.6 below.

PE(pos, 2i) = sin(pos/100002i/dm) (2.5)

PE(pos, 2i + 1) = cos(pos/100002i/dm) (2.6)

PE(pos + k, 2i) = PE(pos, 2i) ∗ PE(k, 2i + 1) + PE(pos, 2i + 1) ∗ PE(k, 2i) (2.7)

PE(pos + k, 2i + 1) = PE(pos, 2i + 1) ∗ PE(k, 2i + 1) − PE(pos, 2i) ∗ PE(k, 2i) (2.8)

where pos is the word position in the sentence and i is the vector dimensions, dm is the model

dimension. Positional encoding, as shown in Equations 2.7 and 2.8, represents the distance

between words by expressing PE(pos + k) as a linear function of PE(pos), where k is an

arbitrary fixed offset, providing the possibility of representing relative positional information.
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Making improvements to it can also result in additional performance improvements (Shaw et al.,

2018; Dufter et al., 2022).

Recently, the Transformer model has gained popularity and has spawned many improved ver-

sions, such as relative position coding (Shaw et al., 2018), local attention mechanisms (B. Yang

et al., 2019), multi-layer information interaction (Q. Wang et al., 2018), and deep networks (X.

Liu et al., 2020a). Studies are also focusing on improving the Transformer model, particularly

its self-attention network component. They are exploring ways to make the operations more

efficient to achieve better results. F. Wu et al. (2019) used a dynamic CNN to replace the

self-attention network of encoders and decoders. The translation performance is comparable to

or even slightly better than the Transformer model while maintaining inference efficiency. An

innovative model called the Reformer (Kitaev et al., 2020) has been proposed to help process

longer input texts more efficiently in the transformer model, which replaces the self-attention

mechanism with a local sensitive hash. Some studies have also found that attention mechanisms

can capture linguistic phenomena in the Transformer model (Voita et al., 2019; B. Li et al.,

2020), where each attention head of the model appears to specialize in capturing particular

information, such as identifying low-frequency words or distinguishing between syntactic infor-

mation and lexical disambiguation. Since the Transformer model relies on costly GPU devices,

trimming and accelerating the model is also another interest for many researchers working on

MT engines. Reducing the computational intensity is a desirable strategy, such as using low-

precision floating-point numbers (Ott et al., 2018) and integers (Bhandare et al., 2019) for

computation, or pruning the model parameter matrix to reduce the size of the overall model

(J. Li et al., 2021). Even most of the subsequent pre-training models have been proposed

based on the framework and theory of the Transformer model, e.g., Generative Pre-trained

Transformer-1 (GPT-1) (Radford & Narasimhan, 2018), Generative Pre-trained Transformer-2

(GPT-2) (Radford et al., 2019), Pixel-based Encoder of Language (PixEL) (Rust et al., 2022).

2.1.3 Machine Translation with Neural Networks

Early NMT engines (Kalchbrenner & Blunsom, 2013; Cho et al., 2014) utilized a simple and intu-

itive approach to translation called the encoder-decoder framework. Such MT engines typically

use an RNN as an encoder to convert source language sentences into a vector representation.

They then utilize another RNN as a decoder to generate the target language sentences from

this representation. Subsequently, Bahdanau et al. (2014) introduced an attention mechanism in
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the encoder-decoder framework to improve the NMT performance significantly. The attention

mechanism allows the MT engine to better deal with long-distance dependencies in sentences

and to solve the problem of RNN that tend to lose and forget information when processing

long texts. Because of its simple structure and remarkable performance, NMT with attention

mechanism has received widespread attention and investigation by researchers. Luong et al.

(2015) proposed using a local attention model, an improved version of global attention that

can significantly reduce the computational effort required. Y. Wu et al. (2016) published a

Google NMT engine with an attention mechanism, which effectively solves the problem of gra-

dient vanishing in deep models by introducing residual connections between layers. In addition,

researchers have analyzed various components of current MT engines for their effectiveness in

completing translation tasks: dealing with out-of-vocabulary words (Jean et al., 2014; Sennrich

et al., 2016a; X. Li et al., 2016), designing more efficient model training algorithms (Shen et al.,

2015; Bahdanau et al., 2016), fusing linguistic information (Eriguchi et al., 2016; S. Wu et al.,

2017a), and explaining the internal mechanisms of NMT (Y. Ding et al., 2017). Researchers

have also looked into developing MT engines based on CNN after the success of RNN-based

engines. Meng et al. (2015) used a CNN to encode the source language and integrate it into

a MT engine. Gehring et al. (2016) suggested using a CNN-based encoder that allows for a

quicker way to capture long-range connections in source language sentences.

However, both RNN and their related variants are limited by several factors, such as non-parallel

processing of inputs leading to less efficient model training, and long-term memory can cause

some information to be lost. Even though the CNN can grasp both local and global details of a

sentence, using the convolutional layer for feature extraction can consume many computational

resources in the translation model. In addition, although the attention mechanism can estab-

lish a connection between source and target sentences, there is still room for improvement in

describing the correlation between words within sentences and modeling linguistic knowledge

features.

Vaswani et al. (2017) proposed a Transformer model based on the self-attention mechanism,

which is characterized by the standard feed-forward neural network and the self-attention as

primary working mechanisms. The transformer model does not rely on recurrent and convolu-

tional operations. Instead, it models feature from text units at any distance in a text sequence

through the self-attention mechanism and implement parallelism, allowing it to balance model
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performance and time spent on model training. The Transformer model has inspired many

studies on MT tasks, therefore. P. J. Liu et al. (2018) presented memory compressed Trans-

former, an early variant of a Transformer model for long sequence processing. The model can

process longer input sequences while generating fluent and continuous text sentences by mod-

ifying measures such as the input matrix module and the attention matrix size. Hassan et al.

(2018) used the Transformer model as a basis to exploit the full potential of the deep neural

network model with the help of pairwise learning, joint training, and consistency regularisation

to achieve translation performance close to or at the level of amateur translators on certain

news test sets. X. Liu et al. (2020b) improved the training efficiency of Transformer models

in MT scenarios by introducing norm-based curriculum learning. There are currently several

ways to improve the Transformer model for MT tasks. These include but are not limited to

improving the attention mechanism (B. Yang et al., 2018; F. Wu et al., 2019), optimizing neural

network connections (Dou et al., 2018; X. Wang et al., 2019), syntactic incorporation strate-

gies (Bugliarello & Okazaki, 2020; Duan et al., 2020), and optimizing the MT engines through

structural search (So et al., 2019; Y. Li et al., 2020).

The Transformer model yields more significant improvements in sentence fluency compared to

the RNN-based MT engines. However, the Transformer model still produces translations that

do not conform to grammatical constraints (Bugliarello & Okazaki, 2020; Slobodkin et al.,

2022), although its attention mechanism can capture some linguistic knowledge (Voita et al.,

2019). Neural networks use implicit modeling of linguistic knowledge likened to a black-box

operation, which makes it challenging to interpret and direct the translation process from a

linguistic standpoint. MT engines also have a tendency to overfit sparse linguistic knowledge

and may even fail to effectively learn the underlying linguistic knowledge when not provided

with explicit linguistic guidance and limited training set scenarios (Kumar et al., 2021; Soky et

al., 2022). Typically, NMT operates without human intervention, and the translation outcome

cannot be directly linked to human understanding. To address this, a useful approach is to

integrate existing linguistic knowledge into the NMT engine, enabling it to function more like

a human thought process. Therefore, how to model and represent linguistic knowledge more

efficiently and incorporate it into NMT with a limited training set to improve the translation

quality is still a challenging MT task.
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2.2 Pre-training and Fine-tuning

2.2.1 Pre-trained Language Model

A language model measures the fluency of target language translations by learning the word

sequence generation laws of the target language from a monolingual corpus. It is trained to com-

prehend the structure, grammar, and context of language, where such an understanding enables

them to predict the likelihood of a sequence of words or to generate coherent and contextually

relevant text. A pre-trained language model refers to a language model that is updated by

learning linguistic and general knowledge from a large corpus through self-supervised learning,

where such knowledge is not related to any specific NLP task. As a type of transfer learning,

fine-tuning allows the learned model parameters to be shared in some way with other neural

networks in a downstream task, thereby speeding up training and optimizing the knowledge

needed for the model without learning it from scratch. A two-stage pre-training and fine-tuning

approach not only save the time and computational power needed to train a model but the rich

knowledge from pre-training can be implicitly applied to the downstream tasks.

Two types of knowledge are focused on in pre-training and fine-tuning: general knowledge and

specific knowledge. The general knowledge is usually acquired during the pre-training phase.

The pre-trained language model learns common word combinations, generic objects, and basic

linguistic knowledge through co-occurrence patterns in the text by pre-training on the large

corpus. However, such knowledge is generic and not specific to any downstream task or need,

which is relatively general. In contrast, specific knowledge is usually acquired during fine-tuning

and is task-specific oriented. The deeper the neural network, the more difficult it is to train

the underlying parameters effectively. The higher-level abstractions may not be represented

if the underlying features are insufficient. The gradients in back-propagation can vanish at

the bottom layer, which makes updating the model parameters difficult. Fine-tuning involves

learning generalized features from pre-training to obtain the underlying parameters necessary

to produce accurate knowledge and cues for the downstream tasks. It is crucial to follow this

process since some parameters are challenging or impossible for neural networks to train directly.

A distributed representation or word embedding is when each word is mapped as a vector point

in a multidimensional space. Early pre-training focuses on how to learn word embeddings, with

representative works such as Word2vec (Mikolov et al., 2013a) and Global Vectors for Word
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Representation (GloVe) (Pennington et al., 2014). They utilize shallow neural network models

to train such static word embeddings to compensate for limited computing power and a lack of

algorithms. While static word embeddings can capture specific linguistic knowledge, they do not

account for the dynamic contextual information surrounding the words, where the ambiguity

problem in sentences is not well resolved.

The current focus of pre-training is to create contextual word embeddings or gain other knowl-

edge from a large corpus via the language models, with representative work such as Embeddings

from Language Models (ELMo) (Peters et al., 2018), BERT (Devlin et al., 2019), and GPT-1

(Radford & Narasimhan, 2018). The word embeddings of these models are no longer static but

dynamic to provide more implicit linguistic information to the neural networks by taking into

account the word position in the sentence and contextual information. With the development of

computing hardware, these efforts have also allowed using more sophisticated model structures.

Researchers have proposed numerous enhanced versions of BERT after it showed impressive

performance in various NLP tests, e.g., RoBERTa (Y. Liu et al., 2019) used a broader corpus

as the training set and implement dynamic masks in MLM while removing the NSP. ALBERT

(Lan et al., 2019) could share parameters across layers, significantly reducing the number of

parameters, and ELECTRA (K. Clark et al., 2020) replaced the MLM in BERT with Replaced

Token Detection (RTD), solving the inconsistency problem in the pre-training and fine-tuning

phases of [MASK] token.

Several multilingual models have also been proposed inspired by BERT in addition to the

large monolingual pre-trained language models. Pires et al. (2019) developed Multilingual Bidi-

rectional Encoder Representations from Transformers (mBERT), which provides a contextual

representation for 104 languages via pre-training on a monolingual corpus of different languages

and is improved with a regularisation strategy. Conneau and Lample (2019) released the cross-

lingual pre-trained language model called Cross-lingual Language Model (XLM), which used two

approaches for cross-lingual modeling: unsupervised learning relying on monolingual datasets

and supervised learning using the parallel corpus. XLM-RoBERTa (XLM-R) (Conneau et al.,

2019) inherits the training method of XLM but borrowed ideas from RoBERTa to train 100

languages using over 2 TB of text data, demonstrating for the first time the possibility of

implementing multilingual modeling without sacrificing performance.
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2.2.2 BERTology: Working Mechanism and Interpretability

BERT is a deep learning-based pre-trained language model proposed by Google AI, which

is crucial in recent research in NLP, achieving the best results in different NLP tasks since its

creation. The basic model structure of BERT is similar to the encoder in the vanilla Transformer

model, as shown in Figure 2.3, where the BERT-base and BERT-large models use 12 and 24

layers of deep neural networks, respectively. The Transformer architecture is more robust than

RNN-based models when it comes to text encoding and is also more efficient for large-scale

training on high-performance devices like GPU.

Figure 2.3: Model structure of the pre-trained language model BERT.

Figure 2.4: The construction of contextual word embeddings in BERT.

Input Representation: The Input Representation of BERT consists of adding token embed-

dings, segment embeddings, and position embeddings, as shown in Figure 2.4. Also, BERT

inserts a [CLS] before the first sentence as the start token. If the inputs are two sentences, two

[SPE] are added as the separator of the two sentences and the end token of the last sentence,
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respectively.

Similar to the standard neural networks process tokens in a given sentence, BERT also converts

word vectors into word embeddings with the help of a word vector matrix. Assuming that the

one-hot vector corresponding to the input sequence is denoted as et ∈ RN×|V|, the corresponding

word embeddings vt are shown in the following Equation 2.9.

vt = etW t (2.9)

where W t ∈ R|V|×e denotes the trainable matrix for word embeddings, |V| is the vocabulary

size, and e is the word embeddings dimension.

The segment embeddings encode the segment to which the current word belongs. When the

input sequence is a single sentence, all words are encoded as 0. When two sentences as input

sequences, each word in the first sentence is encoded as 0, whereas words in the second sentence

are encoded as 1. Assuming that the segment embeddings matrix W s converts the segment

encoding es ∈ RN×|S| into vectors, the segment embeddings vs are obtained from Equation

2.10.

vs = esW s (2.10)

where W s ∈ R|S|×e is the matrix for segment embeddings, |S| is the number of segments, e is

the segment embeddings dimension.

The position embeddings are used to encode the absolute position of each word, and each

word in the input sequence is sequentially converted to position one-hot coding. The position

embeddings matrix W p converts the position one-hot encoding ep ∈ RN×N into the vectors to

obtain the position embeddings vp, as shown in Equation 2.11.

vp = epW p (2.11)

where W p ∈ RN×e is the matrix for position embeddings, N is the maximum position length

and e is the position embeddings dimension.
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Instead of traditional auto-regressive language modeling, BERT uses auto-encoding approaches

to implement pre-training. The primary pre-training objectives of BERT include the MLM and

NSP, more ore details are described below.

Masked Language Model: In order to achieve bidirectional modeling of text, where the

predictions at the current moment depend on both ’history’ and ’future’, BERT has adopted

an approach similar to Cloze test, which it calls the MLM. During the MLM pre-training task,

certain words in the input sentence are masked, which requires the model to use the contextual

information surrounding the masked word to predict the masked location. BERT masks 15%

of the WordPiece in the input sequence, using [MASK] tokens and replacing the original word

to indicate that the position has been masked. However, this causes inconsistency between

the pre-training and the downstream task fine-tuning, since the [MASK] artificially introduced

tokens do not appear in the actual downstream tasks. To alleviate this problem, when words in

input sentences are masked, they are not always replaced with [MASK] tokens, but one of the

following three operations is chosen on a probabilistic basis.

• 80% probability of replacement with [MASK] token.

• 10% probability of replacement with any random word in the word list.

• 10% probability of keeping the word unchanged.

Next Sentence Prediction: During the MLM pre-training process, the model uses contex-

tual information to fill in masked words, which helps to enhance its semantic understanding and

representation. However, for tasks such as text comprehension that require two input sentences,

MLM cannot explicitly learn the association between the two inputs, e.g., modeling the chapter

and question to find the answer. Therefore, BERT also introduces a second pre-training objec-

tive called NSP to construct the relationship between the two input sentences. NSP is a binary

classification task in which the model must determine whether sentence B follows sentence A.

The training process is shown below.

• Given sentence pairs A and B, where there is a 50% probability that B is the next sentence

of A.

• Given sentence pairs A and B, there is also a 50% probability that B is randomly selected

from the corpus and not the next sentence of A.
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Large-scale pre-trained language models have proven to be effective in achieving desirable re-

sults in various NLP tasks, which suggests that BERT may already have acquired a significant

amount of linguistic knowledge, such as syntactic and semantic knowledge. A considerable

amount of effort has been put into identifying the areas where BERT has limitations in terms

of comprehension and detecting the acquisition of knowledge.

Many studies have shown the existence of syntactic knowledge in BERT. Goldberg (2019) showed

that BERT considers a subject-predicate agreement in completing the cloze task, even with

interfering clauses and nonsense sentences between subjects and verbs. Jawahar. et al. (2019b)

found that BERT starts with surface features at the bottom, follows by syntactic features in

the middle, and then semantic features at the top. In addition, Hewitt and Manning (2019) and

Niven and Kao (2019) also discovered similar phenomena of syntactic knowledge distribution

within the BERT model and derive the corresponding syntactic trees from it.

BERT knows not only syntactic knowledge but also semantic knowledge and common sense.

Coenen et al. (2019) investigated how BERT encodes generic linguistic features within the

model and find that at a high-level, linguistic features appear to be represented in separate

semantic and syntactic subspaces, and they also provide evidence for a fine-grained geometry

representation of lexical meaning. Tenney et al. (2019) demonstrated that utilizing a probing

classifier reveals that BERT contains encoded information regarding entity types, relations, and

semantic roles. E. Wallace et al. (2019) claimed that BERT has difficulty representing numerical

values and lacks the ability to effectively represent floating point numbers. Forbes et al. (2019)

found that BERT has the ability to determine the potential uses of various objects and their

characteristics. However, it lacks knowledge of how these objects interact with one another.

Many attempts have been made to apply BERT to obtain remarkable outcomes in downstream

tasks. Nevertheless, there has not been enough investigation into how the fine-tuning of these

downstream tasks impacts the internal knowledge of BERT. Furthermore, due to the complexity

of the probe classifier, the neural network might have unobserved knowledge, and it is even un-

clear whether the observed comprehension comes from the probe classifier or the primary model.

Researchers still face challenges when it comes to analyzing and exploring deep knowledge inside

pre-trained language models, such as BERT.
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2.2.3 BERT in Neural Machine Translation

The translation engine can improve the quality of its output by using BERT for the encoder

or decoder, a pre-trained language model that helps create better sentence representations. It

means that the engine can better understand the context and meaning of the text being trans-

lated. Additionally, BERT can provide the MT engine with richer implicit linguistic knowledge

through fine-tuning, making the training process easier and more efficient.

Z. Zhang et al. (2021) proposed a BERT-based MT engine called BERT-JAM, which dynami-

cally combines the BERT representation with the encoder and decoder representations. They

also use a three-stage optimization strategy to fine-tune BERT-JAM, which allows the model

to alleviate catastrophic forgetting problems during fine-tuning. Shavarani and Sarkar (2021)

enhanced NMT with aspect-level semantic information in the form of dense vectors obtained by

BERT to ensure the stability and reliability of NMT training. Their experiments show that this

approach improves the quality of translation without increasing the computational complexity.

Weng et al. (2020) proposed APT, an NMT framework based on BERT and GPT, which uses

adapters to transform general knowledge into task-specific representations, while BERT and

GPT dynamically fuse such representations into MT engine. Some studies also focus on the

model parameters used by BERT to initialize the encoder in MT tasks (Clinchant et al., 2019;

Imamura & Sumita, 2019b). However, BERT does not always improve MT engine performance

but brings about performance degradation on some rich-resource languages (Zhu. et al., 2020).

It may be due to the fact that the sentence pairs of some rich resource languages are relatively

sufficient, and simply initializing the model parameters by BERT is not urgently needed for the

MT engine.

As a milestone on pre-trained language models, BERT validates the possibilities of applying

monolingual data in MT tasks via pre-training and inspires the development of NMT based

on multilingual pre-trained language models (G. Chen et al., 2021; Üstün et al., 2021). The

empirical analysis and applications of BERT also help humans to understand pre-trained lan-

guage models and support future improvements. BERT has made significant contributions to

MT tasks, where its contextual word embeddings and generic linguistic knowledge learned from

pre-training can enhance the generalization ability of MT engines, especially in cases with lim-

ited bilingual data. Most studies show that incorporating BERT improves the performance

of the MT engine, as demonstrated by metrics like the BLEU score. (Imamura & Sumita,
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2019b; Zhu. et al., 2020; Z. Zhang et al., 2021). There has not been enough discussion about

the links and understanding of translation quality and BERT knowledge, specifically concern-

ing linguistic knowledge. BERT has the ability to recognize syntactic knowledge, which can

provide clarity on sentence structure. However, there needs to be more exploration into how

BERT acquires and applies such syntactic knowledge in MT scenarios, as well as what kinds

of syntactic knowledge prove challenging when BERT is inside an MT engine. In addition, it

remains to be investigated whether fusing other linguistic-based strategies in MT tasks, such as

explicit syntactic knowledge, with BERT knowledge can help improve translation quality.

2.3 Linguistic Knowledge - Syntactic Dependency

2.3.1 Syntactic Dependency

The primary purpose of dependency parsing in NLP is to analyze the syntactic structure of

a sentence and clarify the dependencies between words. A proper sentence should have a le-

gitimate internal syntactic structure, where such a structure used to specify the connections

between words in a sentence can be called syntactic dependency. There are multiple lan-

guage dependency corpora and annotation frameworks, including Swedish Treebank (Marneffe

& Nivre, 2019), Danish Dependency Treebank (Kromann, 2003), Stanford Typed Dependencies

(De Marneffe et al., 2006), and Universal Dependencies (UD) (Nivre et al., 2016). In order

to further clarify the definition of syntactic dependencies and reduce ambiguity, the knowledge

covered in this section is based on the UD representations.

In a sentence, the basic unit of syntactic dependency is the words, and the dependency rela-

tion refers to the relationship of mutual constraints/dependencies between words. Syntactic

dependencies are usually labeled directly on the sentence or presented as a syntactic tree, as

illustrated in Figure 2.5. Words in a sentence or syntactic tree are connected by an edge known

as the dependency arc, where the beginning of the arrow is termed the head and the word being

pointed to is dependent along with a dependence relation, as shown in Figure 2.6. Whether

syntactic dependencies are labeled directly on the sentence or presented as a syntactic tree,

there is one word in it that is the head of the sentence, dependent on a nominal dependency

relation called root, and all other words are dependent on another word in the sentence along

with their dependency relations.
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Figure 2.5: The representation of syntactic dependencies in a sentence can consist of direct
labeling on the sentence or by a syntactic tree. Words serve as the basic units of a sentence
or tree, and dependency relations specify the structure of sentences and the interdependencies
between words.

Figure 2.6: The form of syntactic dependency in a given sentence. The line with the arrow
connects the words code and the, and the arrow points from code (head) to the (dependent) to
indicate that they are dependent in the sentence.

The relations in syntactic dependencies between words might be either adjacent or non-adjacent,

e.g., the dependency relation called nsubj (nominal subject) between stuffy and code in Figure

2.5 indicates that code is the syntactic subject of the sentence and the proto-agent of a clause (if

the clause exists). Also, compound (word-level compounding) implies that dress is dependent

on code and the these two words are noun compounds in the given sentence.

The use of syntactic dependencies assists in clearing up the ambiguity regarding the relation-

ships between words and the overall structure of a given sentence. Consider a given English

sentence: Clever boys and girls go to school. Sentence ambiguity plays a crucial role in transla-

tion scenarios, such as when translating it into French. There can be two different translations:

Les garçons habiles et les filles vont à l’école or Les garçons et les filles habiles vont à l’école.

What is confusing is whether the word Clever in the sentence refers to only boys or to both boys

and girls. In Figure 2.7, the syntactic dependencies of this sentence reveal that Clever and boys

are connected by the dependencies relation called amod (adjectival modifier), while boys and

girls are linked by conj (conjunct). According to the dependency relation amod, Clever is used

as an adjective to modify the noun part that follows. However, it does not disambiguate the

scope of the modifier Clever since it is directly connected to boys with the relation called amod
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(adjectival modifier), which implies that Clever is modifying boys. The scope of the adjective

is not explicitly spread to both boys and girls. The conjunction and is treated as a cc (coor-

dinator) that links boys to girls with the conj (conjunct) relation, but without a mechanism

to distribute the modifier Clever to both conjuncts. To accurately reflect that Clever modifies

both boys and girls, an additional dependency relation or a more complex representation would

be needed. Some dependency frameworks might use a shared modifier construction or employ

a secondary link from Clever to girls to indicate that the adjective applies to both nouns in the

coordination. However, in different annotations, especially those that produce simpler trees,

such nuances may not be captured, and the interpretation of the scope of modifier would rely

on semantic understanding beyond the syntactic representation.

Figure 2.7: Syntactic dependencies of an English sentence.

Figure 2.8: Chinese source sentence and translations from different sources. One is from gold
translation, and another is from the NMT engine.

Figure 2.9: The gold syntactic dependency structure of the given Chinese sentence. The red
boxes contain two Chinese characters demonstrating the syntactic components and their in-
structions based on their dependency relations.

Another example is a translation scenario where the source language is Chinese, and the target

language is English, as shown in Figure 2.8, from the NMT engine and the reference transla-
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tion, respectively. Figure 2.9 shows the dependencies between characters determine the syntactic

structure of the source language sentence, the Chinese character in the first red box (starting

from the left) signifies the opposite state of something, similar to the English words non, un

as a prefix, or not as an adverb. In the second red box (starting from the left), the Chi-

nese characters represent a frequently applied rule or regulation. Unfortunately, NMT fails to

identify this scenario and misinterprets the structure of the Chinese sentence, resulting in an

inaccurate English translation, which is illustrated in Figure 2.10. In the Chinese language,

sentence structure is not indicated by spaces. Therefore, people must rely on contextual clues

or common sense to understand the meaning of a sentence. However, the NMT does not possess

an impeccable linguistic knowledge system to analyze sentence structures accurately. It is not

well aware of the dependencies between the Chinese characters, which are amod (adjectival

modifier of a nominal) and xcomp (open clausal complement) for the red boxes indicating that

they function differently in sentence constituents in Figure 2.9. Despite the fact that NMT is

capable of automatically capturing the source language sentence features via neural networks,

due to factors such as corpus size and model training, it cannot be guaranteed to always learn

linguistic features that limit accurate translations.

Figure 2.10: The blue box demonstrates that NMT engine misinterprets the structure of Chinese
sentences, while the correct structure is shown in the red box.

2.3.2 Universal Framework and Treebank Annotation

There are two main methods for obtaining syntactic dependency information for sentences: us-

ing a manually annotated golden corpus or using an automatic dependency parser to obtain

machine-annotated information. Although automatic dependency parsers can quickly analyze

the syntactic structure of sentences, they do not guarantee the correctness of syntactic annota-

tions. In order to ensure precise experimental findings, this study utilizes a corpus with gold

syntactic annotations to identify the interpretability of syntactic knowledge on neural networks,

where the annotations and principles of the gold-annotated corpus used in the study are shown
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Nominals Clauses Modifier words Function words

Core arguments
nsubj csubj
obj ccomp
iobj xcomp

Non-core dependents

obl advcl advmod aux
vocative discourse cop
expl mark
dislocated

Nominal dependents
nmod acl amod det
appos clf
nummod case

Coordination MWE Loose Special
conj fixed list orphan punct
cc flat parataxis goeswith root

compound reparandum dep

Table 2.1: A specific taxonomy of syntactic relations in UD. The rows in the upper part of
the table indicate the head-related syntactic function categories, and the columns indicate the
dependent structural categories. The lower part of the table shows the relations that are not
dependencies in the narrow sense.

below.

UD is a cross-language treebank annotation platform developed for multilingualism to facilitate

cross-lingual learning, the development of multilingual interpreters, and providing linguistic

knowledge to aid parsing research. The philosophy of UD is to offer guidelines that are uni-

versal and consistent, which will make it easier to annotate linguistic knowledge in a consistent

manner across different languages. UD contains over 200 treebanks in more than 100 languages,

and its annotations are not limited to POS tags (part-of-speech categories), Features (additional

lexical and grammatical properties of words), and Syntactic Relations (standard syntactic re-

lations between clause constituents). UD follows its taxonomy rules for the detailed division of

syntactic relations, which contain head-related syntactic function categories (Core arguments

of clausal predicates, Non-core dependents of clausal predicates, and Dependents of nominals),

and the corresponding dependent structural categories (Nominals, Clauses, Modifiers and Func-

tion words). It is also supplemented by relations that are not dependencies in the narrow sense

(relations used to analyze coordination and Multi-Word Expression (MWE), loose joining re-

lations, special relations), as shown in Table 2.1. In addition, more specific syntactic relations

(subtypes of the universal types) in individual languages are included in UD. Subtype relations

always start with a basic type followed by a colon and a subtype string, e.g., acl:relcl (relative

adnominal clauses), csubj:pass (clausal subjects of passive clauses).

The gold-annotated corpus used for this study is the Parallel Universal Dependencies (PUD).
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Zh

Common
acl acl:relcl advcl advmod appos
aux aux:pass case cc ccomp
clf compound conj cop csubj
det discourse discourse:sp dislocated flat:name
iobj mark mark:adv mark:rel nmod
nmod nsubj:pass nummod obj obl
obl:patient parataxis punct root vocative
xcomp

PUD (exclusive)
case:loc dep fixed flat mark:prt
obl:agent obl:tmod

GSD (exclusive)
compound:ext csubj:pass flat:foreign mark:adv nmod:tmod
orphan reparandum

Ru

Common
acl acl:relcl advcl advmod appos
aux aux:pass case cc ccomp
compound conj cop csubj det
discourse expl fixed flat flat:foreign
flat:name iobj mark nmod nsubj
nsubj:pass nmod nummod nummod:entity nummod:gov
obj obl obl:agent orphan parataxis
punct root vocative xcomp

GSD (exclusive)
dep dislocated goeswith list

De

Common
acl acl:relcl advcl advmod appos
aux aux:pass case cc ccomp
compound compound:prt conj cop csubj
csubj:pass dep det discourse expl
expl:pv fixed flat iobj mark
nmod nmod:poss nsubj nsubj:pass nummod
obj obl orphan parataxis punct
root vocative xcomp

PUD (exclusive)
cc:preconj flat:name obl:tmod

GSD (exclusive)
det:poss goeswith obl:agent obl:arg reparandum

Table 2.2: Differences in syntactic relations between the PUD and GSD corpus for the three
languages. Common represents syntactic relations included in both corpus, exclusive means the
syntactic relations exists only in the PUD or GSD corpus.

The version of the PUD is part of the treebank in the CoNLL 2017 shared task on Multilingual

Parsing from Raw Text to Universal Dependencies (avoiding ambiguity with the UD treebank,

the PUD corpus refers to the corpus used in the experiments). Specifically, the Chinese PUD,

Russian PUD, and German PUD corpus are used for this study. There are 1,000 pairs of parallel

sentences from the news domain and Wikipedia for each language, always in the same order. As

illustrated in Figure 2.11, the first 750 sentences are initially in English, and the remaining 250

are originally from German, Italian, French, or Spanish. They are then translated into English
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by professional translators before being translated from English to other languages, such as

English→Chinese, English→Japanese, and English→Russian. The relevant morphological and

grammatical annotations are annotated and converted by Google and UD community members.

Another one is Universal Dependencies GSD (GSD), which is a multilingual treebank converted

from a basic SD style treebank (avoiding ambiguity with the UD treebank, the GSD corpus refers

to the corpus used in the experiments). Similar to the PUD corpus, the Chinese, Russian, and

German GSD are also the gold-annotated corpus used in this study. However, the number of

annotated sentences in the GSD corpus differs between the three languages, with the Chinese

GSD containing 4,997 sentences, the Russian GSD having 5,030 sentences, and the German

GSD 15,590 sentences. There are also some differences in dependency relations between the

PUD and GSD corpus due to the number of annotated sentences and the updated version of

the UD annotation rules, as shown in Table 2.2.

Figure 2.11: The process of PUD corpus construction.

2.3.3 Syntactic Strategies in Neural Machine Translation

The current mainstream NMT framework treats the source and target language sentences as

strings for sequencing purposes. Despite making the model concise and facilitating the tokeniza-

tion function, it may also cause much meaningful linguistic information to be lost. Therefore,

many studies hope to improve the translation quality by modeling explicit syntactic knowledge

(analyzed by parser) and integrating it with MT engines, drawing on relevant research syntactic

findings based on SMT (Y. Liu et al., 2006; T. P. Nguyen et al., 2008; Xie et al., 2011).

Incorporating explicit syntactic knowledge of the source language sentence into NMT can help

the encoder comprehend the meaning of the input sentences and the links between words more
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precisely, offering more accurate representations to the decoder. Eriguchi et al. (2016) imple-

mented a phrase-level attention mechanism by incorporating syntactic knowledge of the source

language into an RNN-based translation model. The model encodes the source language sen-

tence using an RNN and models the phrase structure of it using a tree-LSTM on top of the

obtained hidden vectors. K. Chen et al. (2017) optimized the encoder of RNN-based NMT by

adding a CNN to learn the source dependency representation vector for each word in the source

language sentence, which is used as input to the decoder along with the word vector for the

target word prediction, capturing the long-range dependency constraints. Bastings et al. (2017)

proposed the use of a GCN to encode the dependency structure of source language sentences.

The GCN takes the hidden vectors of the words in the source language sentence and uses them

to generate hidden syntactic vectors for each word. These vectors are based on the dependency

structure and can be given to the RNN as extra information about the source language sentence

for the decoder to use.

Many studies also have been conducted to explore the incorporation of explicit syntactic knowl-

edge into the decoder. Tu et al. (2017) suggested that the feature information of the source

language sentence influences the accuracy of the translation result, while the features of the

target sentence can guide the fluency of the translation. Nadejde et al. (2017) introduced com-

binatorial category grammar annotation to the decoder side of NMT. They also found that

translation performance is further improved if syntactic knowledge is applied on the source and

target side. A. N. Le et al. (2017) serialized the target language sentence through the syntax

tree parsed by the SD parser to replace the original target language sentence for model training.

In recent years, the Transformer model has received much attention, and the approach of ex-

plicit syntactic knowledge incorporation also has steadily shifted from an RNN-based to a

Transformer-based one. Parent-scaled self-attention (Pascal) mechanism (Bugliarello & Okazaki,

2020), a method that improves the Transformer model by integrating grammatical knowl-

edge, which utilizes dependency information to improve translation quality through a novel,

parameter-free, dependency-based self-attention mechanism. C. Ma et al. (2020) designed a

Transformer model for MT that utilizes syntax-based structures on the source side. These

structures are generated by the parser and incorporated into both the self-attention and po-

sitional encoding of the encoder. C. Wang et al. (2019) proposed an NMT engine based on

self-supervised dependency syntax awareness in the Transformer model. By using supervised
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learning to gather syntactic information from the source language sentence, the attention mech-

anism of the encoder is enhanced. This dependency-aware contextual feature allows the MT

engine to generate improved translations.

In the past, researchers have often used RNN variants to model and represent syntactic knowl-

edge in their studies (Eriguchi et al., 2016; K. Chen et al., 2017). However, RNN models suffer

from vanishing and exploding gradients, which can increase the training cost of the MT engine.

In addition, it is difficult for RNN models to process longer sequences, there may be information

loss in modeling long input sequences and explicit syntactic knowledge of complex sentences.

Moreover, RNN-based strategies are not efficient in parallelizing computation, which is neces-

sary for meeting the requirements of Transformer-based MT engines. Although it is possible

to incorporate explicit syntactic knowledge in the Transformer model (Bugliarello & Okazaki,

2020; Duan et al., 2020), they mostly model syntactic knowledge sequentially, which can lead

to some tree-like syntactic knowledge not being explicitly included. A popular modeling strat-

egy in the Transformer model is to use the self-attention mechanism to model and represent

syntactic knowledge, which allows the model to focus on specific tokens. However, strong de-

pendencies between tokens and explicit topological information are not explicitly modeled since

the current token still performs attention weight calculation with other tokens. Also, whether

attention mechanism in Transformer model can be used as explanation is still under discussion

(Jain & Wallace, 2019; Serrano & Smith, 2019; Wiegreffe & Pinter, 2019). The Transformer

model mostly deals with modeling and representing syntactic knowledge in terms of the pro-

posed syntactic strategies, but its performance may restrict the best approach for utilizing this

knowledge. To put it in perspective, similar to how an airplane engine cannot perform at its

maximum potential when fitted into a car due to differences in architecture and materials, the

speed of the car cannot match that of the airplane.

Studies have also revealed that using a pre-trained language model BERT along with the Trans-

former model can enhance translation accuracy (Zhu. et al., 2020; J. Yang et al., 2020). BERT

can provide a more accurate representation of contextual information by utilizing contextual

word embedding and general linguistic knowledge, enabling it to effectively model syntactic

knowledge of input sentences for the encoder or decoder in the MT engine. Some studies have

attempted to improve the performance outcomes of other downstream tasks by fusing explicit

syntactic knowledge with BERT (K. Wang et al., 2020; L. Huang et al., 2020). However, such
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a strategy has not been validated or discussed in the MT scenarios. Most studies only treat

them (explicit syntactic knowledge or BERT) as a single data augmentation strategy in MT

scenarios to provide additional knowledge under limited training sets. How the MT engine and

translation quality are influenced by their fusion strategy and what interpretability in terms of

syntactic knowledge can be drawn is still being determined.

2.4 Deep Learning for Graphs

2.4.1 Graph Neural Networks

Deep learning applies artificial neural networks to filter and extract features from the input data,

which allows the classification and prediction of downstream tasks across various scenarios.

Typically, neural networks such as Multi-layer Perceptron (MLP) (Hinton & Salakhutdinov,

2006), CNN (LeCun et al., 1989), RNN (Elman, 1990), Generative Adversarial Network (GAN)

(Goodfellow et al., 2014) and Auto Encoder (AE) (Rifai et al., 2011) have become general-

purpose network frameworks for problem-solving in many studies. Deep learning models, unlike

shallow learning models such as statistical machine learning, utilize complex and multifunctional

neural network architectures, which enables them to extract abstract and advanced information

by analyzing features from shallow to deep layers. Deep learning has significantly improved CV

and NLP tasks in recent years. This is due to the fact that image, text, audio, and video data

have a consistent and standardized format, also referred to as Euclidean structure, where these

types of data are comprised of nodes that follow specific arrangement rules and sequences, such

as two-dimensional grids and one-dimensional sequences.

However, deep learning still has limitations in dealing with all situations and problems due to

the diversity and complexity of data. There is a significant amount of non-Euclidean structural

data in real-world applications, e.g., linguistic knowledge, knowledge graphs, social networks,

and compound molecules. The non-Euclidean data structure lacks a defined alignment rule and

a strict sense of sequential order between feature nodes compared with Euclidean data structure,

as shown in Figure 2.12, which does not meet translation invariance. The feature matrix dimen-

sion of each block is not uniform; as illustrated in Figure 2.13, neural networks such as CNN

cannot perform operations such as convolution and pooling on them directly. When it comes

to understanding dependencies in syntactic structure, there is also a challenge. Many studies

use linear input models like RNN and Transformer models to incorporate syntactic knowledge
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into downstream tasks alongside other neural networks. Since language sentences are complex

and different sentences contain different syntactic structures in terms of syntactic dependencies,

where such knowledge has a non-Euclidean data structure, sequential processing and represen-

tations of them may not be able to account for all the interrelated linguistic information in MT

scenarios.

Figure 2.12: An illustration of how the two data structures differ from each other. The difference
between data with Euclidean and non-Euclidean structures is that set rules of arrangement and
sequence characterize the former.

Figure 2.13: Due to irregularity, it is difficult for uniformly regularized convolutional kernel to
handle non-Euclidean structured data.

A possible solution for this situation is to model non-Euclidean data as a graph structure. The

graph structure can be irregular and sparse, with each node (each word in a sentence or a pixel

in an image) having a flexible number of neighbors and dependencies on the graph without

being constrained by its location in space. These natural structures and properties can effec-
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tively capture the challenges posed by non-Euclidean data in deep learning. Gori et al. (2005)

introduced the concept of Graph Neural Network (GNN), a neural network model specifically

designed for processing graph-structured data. Using graphs allows for more accurate and flex-

ible data modeling in real-world applications. Bruna et al. (2014) proposed the GCN, where

CNN can be explicitly utilized to model graph-structured data. By combining the feature and

label information of the central and neighboring nodes and putting it into the CNN, the GCN

offers a regularised representation of each node in the graph. As a result, it can incorporate

multi-scale information into higher-level representations, and their effective utilization of graph

structure information provides a standard paradigm for migrating other deep learning neural

network strategies to the graph.

In recent years, there have been numerous proposed approaches to redefine the concept of graph

convolution, which can be categorized into two main groups. The first is the GNN based on

the spectral approach (Defferrard et al., 2016; R. Li et al., 2018; Levie et al., 2018). The

spectral approach introduces a signal processing method that defines the graph convolution

by transforming the node features into the spectral domain to achieve convolution and then

transforming them into the spatial domain. The initial GCN, based on the ChebyNet (Defferrard

et al., 2016), reduced the number of parameters by characterizing the convolutional kernel in

the spectral domain and approximating it using polynomial functions. This ultimately reduces

the computational cost by eliminating the requirement for feature decomposition. R. Li et

al. (2018) demonstrated more generalizable and flexible Adaptive Graph Convolution Neural

Network (AGCNN), which can take arbitrary graph structures as input. Also, task-driven

adaptive graphs are available at training time to make the model learn itself for different graph

data.

The second one is the GNN based on a spatial approach (Veličković et al., 2017; Hamilton et al.,

2017; Y. Li et al., 2018). The spatial domain-based graph convolutional neural network differs

from the spectral domain one that starts from signal processing theory. Instead, it begins with

the nodes in the graph, designs aggregation functions that collect the features of nearby nodes,

and then employs a message propagation mechanism to effectively use the features of neighboring

nodes to update the features of the represented central node. One of the representative works

is GCN, a special case that belongs to both spatial and spectral methods. Graph Sample and

Aggregate (GraphSAGE) was presented as a method for updating nodes Hamilton et al. (2017).
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This is done by sampling a fixed number of neighbors for each node and then aggregating the

information obtained. For every node, Graph Attention Network (GAT) (Veličković et al., 2017)

calculates the hidden information for each node on the graph and uses an attention mechanism

to handle data with an unknown graph structure, which can lead to improved results in node

classification tasks.

More GNNs were subsequently proposed, e.g., Graph Auto-Encoder (GAE) (You et al., 2018; Z.

Wu et al., 2019) and attention based spatial-temporal Graph Convolutional Network (ASTGCN)

(Guo et al., 2019). GAE is a framework for unsupervised learning that encodes graphs into a

latent vector space and reconstructs graph data using the encoded information. ASTGCN can

learn implicit feature patterns from spatiotemporal graphs, taking into account both temporal

and spatial dependencies of nodes. It has many applications, including predicting traffic speed

and anticipating driver maneuvers.

2.4.2 Graph Attention Network with the Attention Mechanism

Neural network models with more parameters are more robust and can store more information,

although this can lead to information overfitting. To address this, an attention mechanism can

be introduced to help the neural network focus on the most critical information for the task

and reduce attention to irrelevant details, thereby improving the efficiency and accuracy of task

processing. The attention mechanism has unlocked new potential for RNN and Transformer

models in NLP tasks and it has also sparked interest in incorporating the attention mechanism

into GNN. Veličković et al. (2017) proposed GAT, which introduces the attention mechanism to

the aggregation of neighboring nodes by a GNN. The attention mechanism allows the model to

learn different features of each neighboring node and then selectively obtain information about

neighboring nodes based on the attention weights when aggregating and updating features for

the central node. Figure 2.14 and Equations 2.12, 2.13, 2.14, 2.15 summarise the working

mechanism of the GAT.
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Figure 2.14: In order to update the current features of node i connected with node j, attention
weights need to be computed using a learnable matrix via the feed-forward neural network,
where the adjacency matrix defines the connections of nodes and the attention observation
range of node i. The attention scores and the features of node j achieve the feature aggregation
of node i.
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Equation 2.12 demonstrates how to determine the attention weight between the specified nodes.

αij denotes the attention score of node i and node j. W is a linear transformation matrix.

aT denotes the weight vector parameter, ∥ represents the concatenation of the vectors, and

LeakyReLU is an activation function. Equation 2.13 indicates how node i uses an attention

mechanism with one attention head to update its representation with its neighborhood.

The multi-head attention mechanism has also been applied to the GAT to make the model

more robust. Based on Equation 2.12, the function that calculates the attention score using

only one attention head can be changed to K attention heads. Each attention head yields a set

of parameters and provides features for the subsequently weighted sum. In each layer of GAT,

the K different attention heads do not affect each other and work independently. Equation
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2.14 demonstrates the update mechanism for node i after applying multi-head attention, where

the representation of node i is obtained by concatenating the results of each attention head.

If multi-head attention is applied, the representation of node i is obtained by the averaged

feature aggregation in the last layer of GAT, as shown in Equation 2.15. The overall formula

for information propagation in GAT is Hl+1 = GAT (Hl, A; Θl), where Hl+1 denotes the hidden

states of all input nodes at the last layer, and A ∈ Rn×n is the given graph adjacency matrix,

Θl is the model parameters.

Benefiting from the multi-head attention mechanism in GAT to capture inter-node features

adaptively, syntactic knowledge can be better incorporated into neural networks for down-

stream tasks. K. Wang et al. (2020) applied the GAT model to encode the new dependency

tree by reshaping and pruning the given dependency tree so that the aspect words are used

as the root node of the dependency tree on the aspect-based sentiment analysis task. It is

demonstrated that constructing syntactic trees via GAT allows the model to focus better on

the connection between aspects and opinion words. N. Ma et al. (2020) proposed an ED-GAT

model in comparative preference classification task that uses dependency knowledge represented

by GAT and word embeddings to capture comparisons and classify preference orientations be-

tween two given entities. L. Huang et al. (2020) used the dependency tree structure via GAT

and BERT to achieve syntactic awareness, which helps better to model the interactions between

context and aspect words in aspect-level sentiment classification. The majority of research on

GAT has centered around using it to model and represent important syntactic knowledge in

downstream tasks. However, there has been a lack of exploration into what GAT knows such

syntactic knowledge, even though it is possible to build it into graphs. Moreover, the impact of

its model structure, which includes multi-head attention and model layers, on the acquisition

of syntactic knowledge is unclear. What kind of syntactic knowledge is difficult for GAT to

model and represent is still unknown and needs to be discovered. Having a clear understanding

of syntactic knowledge can enhance the interpretability of GAT and enable a more efficient

application of it in representing linguistic knowledge for downstream tasks.

2.4.3 Graph Neural Networks in Neural Machine Translation

Representing sentences and words as sequences in NLP tasks may result in topology informa-

tion, such as tree-like syntax, being compressed or lost, which can pose challenges for down-

stream tasks that rely on a precise representation of source language sentence features, such as
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speech recognition and MT. With its topological graph-based approach, GNN can create vari-

ous linguistic graphs that convert different features in input text into nodes, edges, and graph

representations. This capability is helpful for downstream tasks, as it can enable more effective

pattern analysis and inference for input sentences in terms of linguistic knowledge, resulting in

improved model performance.

While the encoder-decoder framework is typically used for NMT, the MT engine may not

always accurately model the syntactic structure of the input sentences. Recent RNN-based

models have demonstrated the possibility of integrating syntactic knowledge into MT through

indirect means, which allows for the imposition of strict constraints on the relationship between

syntax and translation during the modeling process (Luong et al., 2015; Eriguchi et al., 2016).

However, the method of linear modeling for understanding sentence structure does not account

for more dependencies between words in the sentence. In order to better incorporate useful

syntactic information into MT, Bastings et al. (2017) implemented a syntactic GCN to construct

the syntactic structure. To gain a clearer comprehension of the source language sentence, a

CNN encodes each word and its contextual information. This helps to derive the implicit

state of each word. The syntactic GCN then uses this implicit state as the input node and

the syntactic dependency as an edge to iterate the GNN. As a result, the representation of

each word is enriched with more relevant information. Sennrich. et al. (2016b) demonstrated

that utilizing a GCN-based MT engine incorporating syntactic information on English-German

and English-Czech datasets during the WMT16 task leads to a substantial enhancement in

translation performance. The results based on the BLEU evaluation metric show that this

approach significantly improves word order and lexical selection in MT engine. A simple and

effective Recurrent Graph Syntax Encoder (RGSE) was developed for translation tasks (L. Ding

et al., 2022). RGSE can be used with either RNN or transformer models. It treats RNN units

as nodes and syntactic dependencies as edges, which allows the model to consider both syntactic

dependencies and word sequence. Based on experiments, adding a graph syntax encoder leads

to competitive translation performance and improved translation quality for longer sentences.

Besides syntactic information, the semantic representation of a sentence on the graph also

enables the MT engine to concentrate on specific details of the source language sentence while

creating the target language sentence, which improves the generalization ability of the neural

networks. Marcheggiani et al. (2018) used semantic dependency role analysis to obtain the
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predicates, arguments, and the semantic role relationship among them. The predicates and

arguments are used as nodes of the graph and the edges of the semantic role relations to

build the graph structure for GCN and encode the semantic structure to incorporate into the

MT engine. To better use other structured semantic information in the sentence, Song et al.

(2019) suggested using a semantic MT engine incorporating abstract meaning representation

as a source of knowledge. This knowledge is a semantic paradigm that represents the meaning

of a sentence through a directed graph. To introduce semantic information into MT, they use

GNN to encode the abstract meaning representation graph structure of the sentence and input

the obtained graph representation to the decoder in combination with the sentence encoding.

Yin. et al. (2020) addressed the efficiency of the multimodal MT engine for utilizing semantic

knowledge between pictures and text by using multimodal graphs to capture semantic relations.

As a result, the translation performance is improved due to the deep semantic link between text

and images through an attention mechanism provided to the decoder.

Many studies explore the feasibility of utilizing explicit linguistic knowledge on graphs in MT

tasks. However, there has been limited research on how attention-based mechanisms in GAT

can model syntactic knowledge in MT tasks. Furthermore, the case of fusion strategies for

modeling and expressing syntactic knowledge through GAT and pre-trained language models,

such as BERT, is not discussed, and it is not clear whether translation quality benefits from

explicit topological linguistic knowledge on the graph and implicit linguistic knowledge in the

pre-trained language model. There is still not enough exploration on how an MT engine can

recognize syntactic dependencies in the source sentences if such a strategy is applied, and how

the topological syntactic knowledge can be utilized to guide the knowledge inside BERT. The

increased interpretability of GAT in terms of syntactic knowledge helps to better apply the

fusion of linguistic knowledge on the graph and pre-trained language models in MT tasks,

including but not limited to BERT.
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Syntactic Awareness of BERT via

Universal Dependencies in MT

Scenarios

3.1 Introduction

A given source language sentence in an NMT engine is converted into a target language sen-

tence via an encoder-decoder architecture to achieve sequence transformation. By performing

sequence transformation in parallel, the Transformer model, one of the most popular neural net-

work architectures in MT tasks, improves modeling efficiency and translation performance by

implementing the self-attention mechanism for feature extraction and sentence modeling. The

self-attention mechanism helps the model understand more accurate contextual information in

sentences and allows the model to capture different implicit linguistic knowledge, such as syntac-

tic and semantic information (Raganato & Tiedemann, 2018; Voita et al., 2019). However, its

inclusion does not allow the Transformer model to fully achieve effective modeling and learning

of deep linguistic knowledge. Due to the extreme dependence of the MT engine on bilingual

data and the absence of explicit prior linguistic knowledge as a guide, the neural network may

overlook some necessary syntactic knowledge and produces poor-quality translations such as

not fluent or violating syntax in the target language (Z. Zhang et al., 2020; X.-P. Nguyen et al.,

2020).
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One potential solution is to use large-scale monolingual data to place more emphasis on lin-

guistic features in MT engines, thereby alleviating the knowledge-poor scenarios under limited

bilingual data. Many researchers have tried to improve the NMT engine by utilizing the pre-

trained language model BERT since it uses self-supervised learning to gain knowledge from

a large corpus beforehand and employs the Transformer model framework. The BERT-based

NMT engine allows the rich monolingual knowledge in BERT to be used by the NMT engine

through fine-tuning (Imamura & Sumita, 2019b; Zhu. et al., 2020; Z. Zhang et al., 2021). For

instance, BERT can be used for source language encoding to produce better source language

sentence representations. It also can strengthen the link between the source and target lan-

guages on the target language side. Most studies focus on the performance improvements of

the MT engine with the incorporation of BERT via a sentence-level evaluation metric called

the BLEU score, which considers the quality of translation in terms of word string matching.

Additionally, the purpose of some studies is to design probing tests to investigate BERT in

order to improve interpretability from syntactic knowledge. Lin et al. (2019) discovered that

BERT has hierarchical encoding and knowledge of specific syntactic trees. Tenney et al. (2019)

found that parts of speech and syntax information can be encoded by BERT embeddings.

However, they mostly discuss vanilla BERT after pre-training and do not discuss MT scenarios

for fine-tuning. Besides, there is a lack of discussion on the performance and impact of BERT

applied to MT tasks from the linguistics perspective, such as syntactic knowledge. Although

the BLEU score can quickly evaluate the performance of the MT engine, it does not consider

linguistics such as rich morphology, sentence semantics, and sentence structure between the

source and target languages. The impacts of the BERT-based MT engine on translation quality

and the types of source language sentence structures that can pose challenges for these engines

are not well understood. Despite its usefulness to MT engines, it is currently under investigation

whether BERT is effective in acquiring and understanding more syntactic knowledge through

fine-tuning MT tasks. There is also a need for interpretable investigations on what syntactic

knowledge of source language sentences is difficult for BERT to detect in MT scenarios and

whether there is a link between syntactic knowledge detected in BERT and translation quality.

In order to address the above questions of what BERT knows syntactic knowledge in MT

scenarios, this research first constructs the three MT engines with corresponding BERT versions

as the encoder, where the source languages are Chinese, Russian, and German, and the target
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language is English. The study in this chapter also proposes two methods to evaluate the

performance of syntactic knowledge in BERT after MT fine-tuning, as well as its impact on

translation quality. The first experiment examines the syntactic dependency understanding of

BERT fine-tuned by MT scenarios through syntactic probing experiments based on the corpus

with gold syntactic annotations, in which BERT is an independent model in the experiment.

Given that the BLEU score does not take into account sentence structure, morphology, and even

meaningless sentences with correct phrases but in the wrong order can get a high score. In this

study, the BLEU score is utilized solely as a fundamental evaluation metric to promptly verify

the efficacy of the MT engines. The later experiments use a state-of-the-art Quality Estimation

(QE) model and the corpus with gold syntactic annotations to detect the link between the

syntactic knowledge of the source language and the translation quality of the target language

on a sentence level, where the whole MT engine with BERT is considered as a target of the

investigation. The main contributions of this chapter are shown below:

• The experiments present syntactic probing experiments to examine what syntactic knowl-

edge of the source language side BERT acquires before and after fine-tuning the three

MT directions. Based on the results, probes have identified syntactic performance when

BERT predicts dependency relations and three syntactic patterns within BERT. When

MT fine-tuning is applied to BERT, in most cases it results in decreased performance in

F1-score for dependency relation prediction and does not significantly change its syntactic

patterns compared to before the MT fine-tuning. The experiments also indicate that the

inherent syntactic dependencies of BERT are already formed in pre-training and that MT

fine-tuning is unlikely to make it reconstruct a new syntactic knowledge system.

• The experiments show a correlation between translation quality and syntactic depen-

dencies that syntactic dependencies of the source language sentences are also one factor

determining the translation quality, which the chi-square test can verify in three MT direc-

tions. Moreover, the experiment clarifies the syntactic structures defined by dependency

relations of the source language sentences that MT engines fail to detect. They lead to

low-quality translations, although they can be well-predicted in syntactic probing experi-

ments conducted on BERT. The prediction scores identified by probes in syntactic probing

experiments also have some associations with such dependency relations contributing to

low-quality translations, e.g., the F1-score of such dependency relations in the middle
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layer in BERT is usually higher than in the top layer.

3.2 Construction of Translation Engines

The architecture of the MT engine is similar to a study in MT (Imamura & Sumita, 2019a), in

which the MT engine employs the BERT-base model as its encoder, and the decoder specification

is identical to that used in the vanilla Transformer model, as shown in Figure 3.1. Three MT

engines are built, where Chinese (Zh), Russian (Ru), and German (De) are used as the source

language of each MT engine, and English (En) is the target language for them. Different

BERT-base versions are applied for each source language. Specifically, Chinese uses BERT-

wwm-ext1, Russian is RuBERT2, and German uses bert-base-german3. Although their model

structures are identical, they have different pre-training strategies. BERT-www-ext uses a whole

word masking strategy, which differs from vanilla BERT in that it masks the whole Chinese

character phrase instead of an individual character. RuBERT is pre-trained for Russian, it is

based on the initialization of multilingual BERT, however. Moreover, bert-base-german is the

German version of the vanilla BERT. The three different languages and versions of BERT aim to

investigate the phenomenon of inherent syntactic knowledge exhibited under the structure of the

BERT model in the MT scenarios and the impact of a BERT-based MT engine on translation

quality. Given a source language sentence Sw =
{
w1, w2, w3, ..., wn

}
with sentence length n,

it is then processed and vectorized by WordPiece tokenizer, as shown in Equation 3.1, and fed

into BERT to obtain the final contextual representation hB.

SB =
{

[CLS], w1, w2#1, w2#2, w3, ..., wn, [SEP ]
}

(3.1)

where wn#k denotes the k-th subword of wn, [CLS] and [SEP ] are special tokens for defining

a sentence in BERT.

For a target language sentence Tw =
{
w1, w2, w3, ..., wm

}
of sentence length m, the word embed-

ded sequence TD =
{
w1, w2, w3, ..., wm

}
is obtained after vectorization and positional encoding.

The masked multi-head attention layer of the decoder computes the target sequence contextual

features and obtains the representation hM in Equation 3.2.

1https://huggingface.co/hfl/chinese-bert-wwm-ext
2https://huggingface.co/DeepPavlov/rubert-base-cased
3https://huggingface.co/bert-base-german-cased
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hM = MultiHead(TD, TD, TD) (3.2)

hD = MultiHead(hM , hB, hB) (3.3)

In the decoder, the encoder-decoder multi-head attention layer calculates how the linguistic

features of the source and target languages are related. The source language representations

hB are from BERT, which acts as the encoder, while the masked multi-head attention layer

in the decoder provides the target language representations hM , as in Equation 3.3. The final

representation of the encoder and decoder hD is fed into the feed-forward neural network for

feature mapping and transformation, the probability distribution of the predicted words is then

calculated by the softmax layer.

Figure 3.1: BERT-based MT engine for three MT directions where BERT is the encoder and
the decoder is based on the vanilla Transformer model.

Construction of the MT engines uses the United Nations Parallel Corpus (UNPC)4 as the data

set for Chinese and Russian translation scenarios. UNPC has six parallel corpus containing

Arabic, Simplified Chinese, English, French, Russian, and Spanish. These parallel corpus consist

of official and other proceedings of United Nations conferences and meetings in multiple domains

between 1990 and 2014. 1.2M parallel sentence pairs are randomly selected as the training set

4https://opus.nlpl.eu/UNPC.php
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for Chinese to English (Zh→En) and Russian to English (Ru→En), and 6,000 parallel sentence

pairs as their validation and test sets, respectively. Since UNPC does not provide a corpus

for German, the European Parliament Proceedings Parallel Corpus (Europarl)5 is another data

set for the German to English (De→En) translation scenario. Europarl is a parallel corpus

containing several European languages and consists mainly of the proceedings of the European

Parliament. It is also divided into training, validation, and test sets. The number of their

parallel sentence pairs is consistent with the Zh→En and Ru→En translation directions.

The BERT-base model for each source language has the same model structure, model layers

= 12, attention heads = 12, and embedding dimension = 768. All BERT-base models in

the experiments are fine-tuned by MT to update the internal parameters to achieve the best

performance, where the MT engine learning rate = 2e-5 and batch size = 8, Adam as the

optimizer, and cross entropy as the loss function. All translation engines are trained on RTX

3080 GPU. The BLEU score is used as a metric to evaluate the basic performance of the

translation engines.

3.3 Investigation of Syntax in BERT

A syntactic probing experiment is proposed to investigate BERT acquisition of syntactic knowl-

edge in Chinese, Russian, and German sentences before and after MT fine-tuning. In this

study, the dependency relations of the source language sentences are the syntactic knowledge

this experiment is concerned with, where dependency relations specify the syntactic structure

of sentences and describe the dependencies between words. In this experiment, syntactic prob-

ing experiments are considered a sequence labeling task. BERT, both before and after MT

fine-tuning, serves as the subject of the experiment. Its task is to predict dependency relations,

which are the labels indicating relationships in a dependency connection between dependents

and heads, for tokens within sentences when they function as dependents in a dependency con-

nection, as defined by gold standard syntactic annotations. However, cues from the tokens when

they serve as the head of the dependency relation would neither be provided nor required to be

predicted. This experiment also differs from other early studies that use multiple algorithms

or complicated probes to identify knowledge in BERT. The probes utilized in those studies are

too complex to determine whether the knowledge of syntax is solely due to BERT or those

5https://opus.nlpl.eu/Europarl.php
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complicated probes. Moreover, feed-forward neural networks or shallow classifiers are the func-

tions used to receive representations from BERT in an MT engine. The complex probes do not

match how BERT actually works in MT scenarios to reflect what it knows about that knowledge

correctly. To ensure that the syntactic knowledge in BERT is probed as much as possible and

to simulate BERT in MT scenarios inspired by Papadimitriou et al. (2021), a linear classifier

as the probe is added and applied to each layer of BERT, indicating that specific layers are

evaluated, as shown in Figure 3.2. Each token in a sentence has corresponding dependency

relations to indicate the syntactic constituents of that token in the sentence. BERT needs to

predict each of these dependency relations in the given sentence before and after fine-tuning the

MT task via a shallow classifier.

In order to ensure the correctness of the syntax gathered by BERT, the PUD and GSD corpuses

with gold syntactic annotations are used in this syntactic probing experiment. The PUD corpus

contains 1,000 sentences with gold syntactic annotation for each source language (Chinese PUD6,

Russian PUD7 and German PUD8). Though they are both universal dependencies, there are

some differences in dependency relations between the GSD and the PUD corpus, as well as the

number of annotated sentences in each corpus (more details are in Chapter 2.3). The Chinese

GSD9 and Russian GSD10 corpus have about 5,000 sentences each, and the German GSD11

corpus is much larger with about 15,000 sentences. Dependency relations with a lower number

are removed from the experiments to avoid inaccurate results.

Figure 3.2: Syntactic probing experiments detect what BERT knows about the syntactic knowl-
edge. Probes are spread across each layer of BERT, and BERT needs to use a limited number
of layers to predict the corresponding dependency relation of each input token.

The predictions made by BERT for the dependency relations of each language are separated into

6https://github.com/UniversalDependencies/UD_Chinese-PUD
7https://github.com/UniversalDependencies/UD_Russian-PUD
8https://github.com/UniversalDependencies/UD_German-PUD
9https://github.com/UniversalDependencies/UD_Chinese-GSDSimp

10https://github.com/UniversalDependencies/UD_Russian-GSD
11https://github.com/UniversalDependencies/UD_German-GSD
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two groups: before MT fine-tuning and after MT fine-tuning. Both groups include tests from

the PUD and GSD corpus. When conducting probing experiments on either a PUD or GSD

corpus, a training set, validation set, and test set are constructed. The training set contains

70% of sentences, while the validation and test sets contain 15% each to avoid model overfitting

and effective result confirmation. The surface classification layer parameters are updated, while

all BERT parameters are frozen without updating the syntactic knowledge from the training

corpus. The evaluation metric is F1-score, and learning rate = 1e-3, the word embedding =

768, optimizer = Adam.

3.3.1 Experimental results

Language Data set BLEU
Zh→En UNPC 56.34
Ru→En UNPC 55.85
De→En Europarl 38.06

Table 3.1: BERT-based MT engines are built for three different source languages, and the BLEU
score indicates the proper functioning of the MT engines.

The three MT engines created for each source language produce English translations with

different BLEU scores, as shown in Table 3.1. The BLEU score for De→En is relatively lower

than for Zh→En and Ru→En, where the difference can be attributed to the different datasets or

the version of BERT used. BERT is then examined separately from the MT engines for syntactic

probing experiments (more details are in Appendix Sec A.1). It has been observed that BERT

models understand syntactic dependencies of the source language sentences differently and can

be classified into three syntactic phenomena based on the findings from the probes, as shown

below.

• If BERT struggles to learn a given dependency relation, adding more layers to BERT does

not result in significant improvement.

• If BERT is proficient in learning a given dependency relation, adjusting the number of

BERT layers or fine-tuning the MT task can preserve its ability to make accurate predic-

tions.

• The number of layers in BERT can affect specific dependency relations, leading to notice-

able differences in prediction performance between layers.

Jawahar et al. (2019a) have shown that the middle layers of BERT contain more syntactic
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Figure 3.3: Randomly selected examples of syntactic probing experiments are presented in three
languages: Chinese (Zh), Russian (Ru), and German (De). These examples serve to illustrate
various experimental results and reinforce the conclusions drawn in the descriptions of this
research. The x-axis denotes the number of layers of BERT, and the y-axis denotes the F1-
score.

knowledge and that the performance of the middle layer in terms of syntactic knowledge is

better. Syntactic probing experiments show that the performance of BERT before and after

MT fine-tuning for more detailed dependency relations in syntactic knowledge depends not only

on its number of layers but also on the type of dependency relations as a contributing factor.

As illustrated in Figure 3.3, when BERT encounters the dependency relations it prefers, going

through different layers of BERT does not significantly harm the prediction performance, e.g.,

nummod (numeric modifier) for Zh, case (case marking) for Ru, and det (determiner) for De,

BERT still obtains robust prediction scores regardless of the number of layers. On the contrary,

dependency relations such as ccomp (clausal complement) in Zh, parataxis (place side by side)
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in Ru, and appos (appositional modifier) in De do not achieve improved prediction performance,

although the number of layers of BERT is increased.

During the syntactic probing experiments on the three languages, the prediction results of BERT

for the PUD and GSD corpus are similar before and after fine-tuning for the MT task. After

fine-tuning with the MT task, the performance of BERT to predict most dependency relations

has decreased, especially the prediction score in the top layer of BERT. Only a small portion

of them have shown improvement or been maintained. Additionally, BERT exhibits different

syntactic trends when predicting dependency relations in different languages. It is referred to

as a syntactic pattern to differentiate it from the previously mentioned syntactic phenomenon.

The common syntactic patterns in BERT are shown below.

• Smooth: There is no significant difference in the syntactic prediction performance between

layers, as it remains relatively similar and stable.

• Climb + Decline: As the number of layers increases, the syntactic prediction performance

gradually increases and finally plateaus or gradually decreases. The performance of each

layer fluctuates less.

• Fluctuate: There is a significant difference in the syntactic prediction performance between

the layers, although the overall trend is observable.

As shown in Figure 3.4, as the number of layers of BERT increases, the prediction performance

curves, such as nummod (numeric modifier) for Zh, cc (coordinating conjunction) for Ru, and det

(determiner) for De, are very smooth. The difference in the number of layers does not bring any

significant performance difference, and BERT shows relatively high prediction performance for

such dependency relations. Some dependencies, such as conj (determiner) for Zh, obj (object)

for Ru, and nmod (nominal modifier) for De, have their prediction performance curves increase

gradually with the number of layers of BERT. Their prediction performance curves peak in

the middle layers of BERT and then level off or decrease in the higher layers. The results are

comparable to those discovered in (Jawahar et al., 2019a), which confirmed that the middle

layers of BERT are conducive to syntactic knowledge. However, the prediction performance

curves for some dependencies fluctuate, and the prediction performance curves vary dramatically

between layers, such as nsubj:pass (passive nominal subject) for Zh and Ru, and parataxis (place

side by side) for De. There appears to be a discrepancy in the definition of abstract syntactic
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Figure 3.4: Prediction performance of BERT in identifying dependency relations is compared
across different syntactic patterns in each language. The selection of these dependency relations
is based on their representation of typical syntactic patterns. Arranged from top to bottom,
they are categorized as Smooth, illustrating a consistent and even pattern, Climb + Decline,
depicting a pattern that rises and then either plateaus or falls, and Fluctuate, signifying a
pattern with significant difference changes. The x-axis denotes the number of layers of BERT,
and the y-axis denotes the F1-score.

knowledge in BERT and golden syntactic knowledge from annotated corpus, or BERT may not

have a clear concept of syntactic knowledge. Besides, these more significant fluctuations tend

to occur more in the middle layers of BERT, which further confirms the greater sensitivity of

the middle layers to syntactic knowledge.

Based on predictions made for the three source languages, BERT displays consistent syntactic

patterns for particular dependency relations (more details are in Appendix Sec A.1). As an

example, it has been observed that the syntax patterns across the three languages for conj (de-
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terminer) in BERT are Climb + Decline, and syntax patterns for cc (coordinating conjunction)

are Smooth, with both conj and cc belonging to coordination in UD definition. Similarly, BERT

also shows consistent syntactic patterns across the three languages for csubj (clausal subject),

ccomp (clausal complement) and xcomp (open clausal complement), which are defined as core

arguments and clauses in the UD definition. The syntactic patterns for csubj are Fluctuate,

and Climb + Decline for both ccomp and xcomp. Table 3.2 demonstrates that the dependency

relations in bold have the same syntactic patterns in BERT for the syntactic probing exper-

iment across all three languages. These dependency relations are mainly concentrated in the

core arguments-based functional category, where 5 out of 6 relations appear to have the same

syntactic pattern for their own experiment across different languages. The same trend can be

observed in other functional and structural categories. This suggests that BERT has the abil-

ity to create a coherent learning process for dependency relations across languages, resulting

in a consistent syntactic pattern, despite different pre-training strategies and pre-training on

monolingual data from various languages.

Nominals Clauses Modifier words Function words

Core arguments
nsubj csubj
obj ccomp
iobj xcomp

Non-core dependents

obl advcl advmod aux
vocative discourse cop
expl mark
dislocated

Nominal dependents
nmod acl amod det
appos clf
nummod case

Coordination MWE Loose Special
conj fixed list orphan punct
cc flat parataxis goeswith root

compound reparandum dep

Table 3.2: For the syntactic probing experiment, the bolded individual dependency relations
follow the same syntactic patterns in all three languages in BERT.

Furthermore, the prediction scores of the MT fine-tuned BERT for dependency relations are

reduced in most cases (more details are in Appendix Sec A.1), e.g., advmod (adverbial modifier)

and mark (marker) in Zh, advcl (adverbial clause modifier) and fixed (fixed multiword expres-

sion) in Ru, and nsubj (nominal subject) and obl (oblique nominal) in De, as shown in Figure

3.3. However, their syntactic patterns are consistent before and after MT fine-tuning, where

they do not change from one to the other. Both the PUD and GSD corpus as data sets present

similar findings. The MT engine can somehow benefit from the implicit syntactic knowledge
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in BERT. However, the fine-tuning of the MT task does not fundamentally alter how BERT

predicts dependency relations, suggesting that BERT has developed relatively settled syntactic

patterns or systems during pre-training. The MT fine-tuning does not directly increase the

syntactic knowledge in BERT. If one wants to emphasize the importance of syntactic knowl-

edge more in the MT scenarios, purposefully training BERT from scratch or using other neural

networks to model and represent syntactic knowledge are feasible alternatives.

3.4 Investigation of Translation Quality

To investigate whether syntactic dependencies of source language sentences affect the translation

quality of NMT, MT engines for each of the three languages translate the PUD corpus of their

corresponding source languages. BLEU score is not used as an evaluation metric for MT output

since it does not consider factors such as paraphrasing, synonymy, and sentence fluency, and

most translation scenarios do not provide reference translations. Instead, a state-of-the-art QE

model (Ranasinghe et al., 2020) for translation quality assessment is adopted. It considers the

semantic relationship between the source language sentence and the translation, fluency, word

order rationality, and other factors to provide a QE score that reflects the translation quality.

The QE score is scored from 0 to 1, and the higher the QE score, the higher the translation

quality of the target sentence. The translation quality is ranked according to the QE score

from highest to lowest. Translations with QE scores in the top 20% are rated as high-quality

translations, and those with the lowest scores in the bottom 20% are considered low-quality

translations. The dependency relations and quantities in the source language sentences of the

high-quality and low-quality translations are then recorded, and chi-square tests are applied to

perform the following investigations.

(a) A chi-square test of independence is conducted to investigate whether syntactic dependencies

of source sentences are related to translation quality. Different levels of translation qualities

(high-quality and low-quality translations) and their corresponding dependency relations of

source language sentences are treated as variables. The test statistic χ2 reflects the association

between syntactic dependencies of source language sentences and translation quality under

degree of freedom and significance level.

(b) A test based on the chi-square goodness of fit test to clarify the relationship between the

number of dependency relations in high-quality and low-quality translations. The observed
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values in the chi-square test are the given number of dependency relations in high and low-

quality translations. Low-quality translations are expected to reach the level of high-quality

translations; therefore, the experiment assumes that the expected value of low-quality transla-

tions is the observed value of high-quality translations, and the expected value of high-quality

translations is the observed value of low-quality translations to ensure the equality of expected

and observed frequencies. The experiment only discusses the square of the difference in low-

quality translations divided by the expected frequency, describing the difference and gap in the

number of dependency relations between low-quality and high-quality translations based on the

expected value. This is not a complete chi-square goodness of fit test since the square of the

difference between high-quality translations divided by the expected frequency is not calculated

and discussed. Since the experiment is based on the chi-square test approach, χ2 is still used

to refer to the test statistic.

3.4.1 Experimental results

Languages Dependencies df Significance level P-value Critical value Test statistic χ2

Zh 32 31 p < 0.05 44.98 171.4
Ru 29 28 0.05 p < 0.05 41.34 154.9
De 30 29 p < 0.05 42.56 182

Table 3.3: The number of dependency relations in high and low-quality translations is calculated
in the chi-square test of independence.

(a) Dependency relations of the three languages are counted and calculated for high-quality

and low-quality translations. Table 3.3 shows that the test statistic value for Zh is significantly

higher than the critical value at a significance level of 0.05, which is also the case for Ru and

De. It means that the Null Hypothesis (H0) that translation quality and syntactic dependencies

in source language sentences are unrelated is disproved. The Alternative Hypothesis (H1) that

translation quality varies according to the syntactic dependencies of source language sentences

and that syntactic dependency is indeed an essential factor affecting translation quality is ac-

cepted. It also provides a statistical interpretation of why the previous studies on incorporating

syntactic knowledge in MT tasks can improve translation quality (Bugliarello & Okazaki, 2020;

C. Wang et al., 2019).

(b) The values of χ2 are ranked from high to low for the three source languages alone with its

corresponding dependency relations, as shown in Table 3.4. The higher value of χ2 proves that

the number of that dependency relation differs more between high and low-quality translations,
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Dependency Quality F1-score
High Low χ2 Layer-6 Layer-12

flat:name 1 53 2704 0.68 0.78
appos 10 73 396.9 0.40 0.48
flat 2 24 242 0.70 0.74
dep 42 99 77.3 0.28 0.29

advcl 62 113 41.9 0.43 0.33
Zh mark 32 66 36.1 0.72 0.54

nsubj 293 380 25.8 0.63 0.60
obl 86 132 24.6 0.39 0.31
case 214 286 24.2 0.82 0.76

obl:tmod 28 54 24.1 0.68 0.46
compound 267 333 16.3 0.70 0.60
flat:foreign 1 55 2916 0.69 0.18

flat 1 31 900 0.22 0.18
flat:name 12 57 168.7 0.82 0.86
appos 8 31 48.3 0.36 0.47
obl 207 307 66.1 0.71 0.66

Ru parataxis 21 50 48.3 0.48 0.48
case 306 406 40 0.98 0.91
conj 93 147 32.6 0.63 0.72
cc 82 123 31.3 0.98 0.93

amod 274 347 20.5 0.90 0.89
nummod:gov 10 20 19.4 0.67 0.44

flat 0 9 - 0.25 0
appos 10 96 739.6 0.42 0.25

flat:name 6 61 504.1 0.52 0.39
compound 25 72 88.3 0.47 0.51

obl 212 327 62.3 0.63 0.61
De compound:prt 10 34 57.6 0.92 0.48

case 324 459 56.25 0.97 0.84
obl:tmod 14 34 28.5 0.55 0.62

nmod:poss 39 67 20.1 0.96 0.85
nsubj 241 308 18.6 0.73 0.68
advcl 27 47 14.8 0.34 0.36

Table 3.4: The top-11 dependency relations for each language are demonstrated according to
the value of χ2. The bolded ones are the relations common to all three languages frequently
appearing in low-quality translations. High-quality translations of De do not contain “flat”,
and thus the value of χ2 cannot be calculated. F1-score is derived from a probing experiment
where BERT fine-tuned for the MT task and PUD corpus as the data set.

and low-quality translations have to be significantly improved to reach the level of high-quality

translations. For all three languages, five common dependency relations occur more frequently in

low-quality translations: appos (appositional modifier), case (case marking), flat (flat multiword

expression), flat:name (names), and obl (oblique modifier). Consider the scenario where a

sentence in Ru needs to be translated into En, as shown in Figure 3.5. The MT engine translates

the second half of the Ru sentence acceptably, the noun phrases at the beginning of the sentence

containing the dependency relation called appos are not translated correctly, however. It is also

found that BERT does not yield low prediction scores for these five dependency relations in
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syntactic probing experiments. However, the MT engine loses detection of them, resulting in

meaningless and non-fluent translation outputs. One conjecture is that BERT learns syntactic

dependencies differently when it is a standalone model and when part of the MT engine, where

multiple neural networks may also be filtering different syntactic knowledge, even though it

may be important for BERT. More importantly, when BERT is used as an encoder in the

MT engine, most dependency relations are more pronounced in the number of low-quality

translations compared to high-quality ones. It reveals two potential problems contributing to

low-quality translations: certain dependency relations, such as appos and flat, can hinder the

understanding of an MT engine to source language sentences, and source language sentences

with longer lengths may also pose a challenge to an MT engine due to their higher number and

more complex syntactic dependencies.

MT herat , her country ’ s russian federation , was also very pleased .
Reference Catherine of Russia was also very satisfied.

Figure 3.5: Dependencies for Russian example. BERT fails to interpret the nouns linked by
appos in the translation Catherine of Russia (appos) was also very satisfied.

The dependency relations in low-quality translation can also be partially reflected by the probes

in the syntactic probing experiment as shown in Table 3.4, although this correlation is not

absolute. appos is an appositional modifier that modifies or defines a noun. flat:name is

a relation used to clarify proper nouns such as names. They all share the characteristic of

establishing relationships between nouns in the sentence. In both the Zh and Ru syntactic

probing experiments, the F1-score of the top layer (layer-12) of these dependency relation is

higher than those of the middle layer (layer-6). In contrast, the results are opposite when

conducting similar experiments in De. The reason for the differences may be due to the BERT

version used. German BERT is developed from vanilla BERT, while Chinese and Russian

BERT are not. The Zh and Ru MT engines utilize UNPC as their training set, while the

German MT engine uses Europarl. This may suggest that the syntactic knowledge in the
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BERT architecture can be modified by the syntactic difference within the training set, where

the training set UNPC may contain more syntactic features, such as noun information, which

makes the Chinese and Russian BERT pay more attention to mentioned knowledge. However,

more frequent dependency relations, such as obl and case, in the low-quality translations of

all three languages tend to show generally higher F1-score in the middle layer after MT fine-

tuning (more details are in Appendix Sec A.2), revealing that those syntactic dependencies

affecting translation quality tend to have higher probe performance in the middle layer than

in the top layer in BERT. Furthermore, when there is a smaller difference in the number of

dependency relations for high and low-quality translations, there is also a smaller drop in F1-

score performance between the middle and top layers. For example, an observation can be

made regarding the dependency relations called flat:foreign (foreign words) and flat:name in

Ru. While flat:foreign has a significant gap between the middle and top layers of BERT with

an χ2 of 2916, that of flat:name is smoother under an χ2 of 168.7.

3.5 Conclusions

This chapter discusses what BERT knows about the syntactic dependencies in source language

sentences before and after MT fine-tuning, as well as how the dependency relations to the source

language sentences impact translation quality when BERT is used as the encoder of the MT

engine in three MT directions. Through syntactic probing experiments, it has been proposed

that three specific syntactic phenomena and patterns can help to clarify the syntactic knowledge

in BERT before and after MT fine-tuning. It can be confirmed that the F1-score of BERT for

detecting most dependency relations is decreased compared to that before fine-tuning, which

means that it loses detections of some syntactic knowledge in the MT directions. In addition,

syntactic patterns for most dependency relations in BERT do not change even after MT fine-

tuning, implying that pre-training is crucial for BERT to form syntactic knowledge and MT

fine-tuning is a strategy that is applying syntactic knowledge from BERT to enhance or assist

other neural networks in an MT engine.

By examining the translation quality of the three MT scenarios using the QE model and the

chi-square test, the experiments show that dependency relations are one factor determining

high and low-quality translations. When BERT is used as an encoder in the MT engine, the

MT engine experiences low-quality translations when confronted with some source language
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sentences. It has been found that certain dependency relations in source language sentences

are frequently not identified by the MT engine via the chi-square test principle, which can be

the cause of low-quality translations. Additionally, syntactic probing experiments can provide

a certain degree of relationships and interpretability to translation quality, although they are

not absolute.

In conclusion, the lack of clarity and identification of partial syntactic dependencies by BERT

can impact translation quality. It becomes possible to improve translation quality by incorpo-

rating explicit syntactic knowledge with limited bilingual data. Later chapters will bring more

interpretability from the perspective of syntactic knowledge in other neural networks, discussing

the representation of syntactic dependencies and their applications in MT scenarios to improve

translation quality.
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Syntactic Interpretability of GAT

and its Potential in MT Scenarios

4.1 Introduction

One of the strategies for helping neural networks in the MT engine understand sentence structure

better can be explicit syntactic knowledge incorporation, which involves using external syntactic

annotations to label the sentence structure. In previous studies, RNN variants were frequently

utilized to create explicit syntactic knowledge and showcase the benefits of implementing these

strategies in MT engines (S. Wu et al., 2017b; Currey & Heafield, 2018; M. Zhang et al.,

2019). Although the performance of the MT engine is improved, the RNN model still has

certain inevitable flaws, such as long-range dependencies, exploding and vanishing gradients,

which severely consume computational resources and increases the training difficulty of the MT

engine, limiting the use of explicit syntactic knowledge incorporation strategies in MT scenarios.

The Transformer model introduced subsequently to the introduction of RNNs does not de-

pend on recurrent or convolutional units. Instead, it uses a self-attention network structure

to model and represent input sequences. The self-attention mechanism helps the Transformer

model capture more contextual information and accurately distinguish the impact of individ-

ual input tokens. As a result, explicit syntactic knowledge strategies shift from RNN-based to

Transformer-based, where such knowledge is commonly modeled and represented sequentially

and linearly via a self-attention network (Z. Zhang et al., 2020; McDonald & Chiang, 2021).

However, syntactic dependency is usually denoted as a syntactic tree-like representation. The
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strong dependencies between words are not explicitly modeled in the self-attention network, and

the MT engine still observes all the input tokens when calculating the attention score after a se-

quential positional embedding. Additionally, there is an ongoing debate about the effectiveness

of using the attention mechanism as a reliable explanation (Jain & Wallace, 2019; Serrano &

Smith, 2019; Brunner et al., 2020). It remains uncertain whether the effectiveness of this strat-

egy is solely due to the attention mechanism. More importantly, a car with an airplane engine

never reaches the speed of an airplane. Incorporating explicit syntactic knowledge strategies

often rely on the Transformer model, causing a bottleneck in its syntactic performance since all

functions depend on such a neural network framework.

GAT is a type of graph neural network that can assign weights to neighbor nodes based on their

importance via a multi-head attention mechanism and aggregate information from neighbor

nodes. Its graph-based topological representation of syntactic knowledge and preservation of

information about strong dependencies between words allows linear sentences to be linked with

topological linguistic knowledge through graphs. Therefore, it has gained significant attention

in syntactic knowledge modeling and representation in downstream tasks (B. Huang & Carley,

2019; L. Huang et al., 2020; Lyu et al., 2021). However, most studies focus on the applications

of GAT in downstream tasks. It remains to be investigated what syntactic knowledge is easy

or difficult for GAT to learn, although syntactic knowledge modeling and representation via

GAT is practical. Besides, GAT includes multi-head attention and the option for additional

layers similar to the Transformer model. It is still being determined whether the performance

of the model in representing syntactic knowledge improves by increasing the number of multi-

head attention heads and layers. There is insufficient research and discussion regarding the

explanations of GAT when considering syntactic knowledge. More research and discussion are

needed on how GAT model and represent syntactic knowledge to make decisions and why biases

may occur. Such an understanding can enhance the effectiveness of the GAT by providing insight

into its decision-making when applying it to MT scenarios.

Another research limitation is as the pre-trained language model is becoming more prevalent,

BERT is being increasingly utilized in Transformer-based MT engines. So far, the potential

and possibilities of using explicit syntactic knowledge and BERT together in MT scenarios have

yet to be discussed, despite some studies exploring their incorporation into other downstream

tasks (L. Huang et al., 2020; Li. et al., 2021; N. Ma et al., 2020). GAT only models and
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represents the syntactic knowledge the parser provides, while BERT requires learning more

complicated knowledge, such as surface information of the sentence, syntactic structure, and

semantic knowledge, in MT tasks. Whether GAT yields advantages in syntactic knowledge

learning relative to BERT in MT scenarios and whether explicit syntactic knowledge on the

graph via GAT working with BERT improves translation quality still need to be investigated.

To address the above research gaps, this research proposes a dependency relation prediction

experiment for GAT, where Chinese (Zh), German (De), and Russian (Ru) PUD corpuses

with gold syntactic dependencies are used as data sets. The words and syntactic dependencies

in the sentence from the PUD corpus are considered as nodes and edges in a graph, where

GAT needs to predict the dependency relations between nodes based on the nodes (words) and

edges (dependency arcs) information. The number of attention heads and layers of GAT in the

dependency relation prediction experiment is increased sequentially to verify how GAT learns

syntactic knowledge and which model structure yields the most optimal prediction performance.

Moreover, another dependency relation prediction experiment is proposed and applied to BERT

to investigate the possibility of fusing GAT and BERT in the MT scenarios. The experiment

verifies the difference in prediction performance between GAT and BERT on the PUD corpus

via three languages (Zh, Ru, De) for dependency relation prediction through paired t-test and

F1-score. The main contributions of this chapter are shown below:

• The study investigates how GAT learns syntactic dependencies of three languages and

how attention heads and model layers contribute to dependency relation learning through

the dependency relation prediction tasks. GAT prefers to use at least 4 attention heads

for syntactic dependency feature extraction to achieve optimal results in predicting de-

pendency relations. It has also been observed that GAT has the most accurate predictions

for dependency relations in all languages when the model has 2 layers. However, increas-

ing the number of layers impairs such learning on GAT in different languages, where the

prediction scores decrease or even reach a score of 0. Although a small number of depen-

dency relations can withstand this negative effect, most experience a significant decrease

in prediction performance. Increasing the number of attention heads does not improve

the results.

• The study examines the differences between GAT and BERT in the prediction of depen-

dency relations and the potential of fusing them in terms of syntactic knowledge in the
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MT scenarios. Based on the paired t-test, the study finds that the F1-score prediction

performance of GAT statistically differs from that of BERT, which is fine-tuned for the

MT scenarios. This difference has been observed across three MT scenarios. According to

the F1-score of each dependency relation, GAT, which is not being pre-trained and does

have a complicated model structure, is able to achieve better prediction of most depen-

dency relations without sacrificing training speed compared to BERT fine-tuned for MT.

However, detecting certain dependency relation subtypes can be challenging for GAT, and

the number of dependency relations might also limit its detection.

4.2 Investigation of Syntax in GAT

The study proposes dependency relation prediction experiments for GAT (Veličković et al.,

2017), aiming to obtain more interpretable information about what it learns about syntactic

knowledge through prediction experiments and to explore how the number of attention heads

and layers affect its prediction of such knowledge.

Consider an input sentence S = [w1, w2, . . . wi, wi+1], where w denotes a token in the given

sentence, and the last token of the sentence is wi+1. The sentence S is then fed into the graph

space in GAT, and the tokens in the sentence are transformed into nodes on the graph. The

node features provided to a GAT layer are X = [x1, x2, . . . xi, xi+1], xi ∈ RF , where x denotes

tokens in the given sentence S, F is the hidden feature size of each node on the graph. Equations

4.1 and 4.2 summarise the working mechanism of GAT.

hout
i =

K

∥
k=1

σ

∑
j∈Ni

αk
ijW

kxj

 (4.1)

αk
ij =

exp(LeakyReLU(aT [Wxi ∥ Wxj ]))∑
v∈Ni

exp(LeakyReLU(aT [Wxi ∥ Wxv]))
(4.2)

1-hop neighbors j ∈ Ni for node i,
K

∥
k=1

denotes the number of K multi-head attention repre-

sentations are concatenated to aggregate information, W k is a learnable weight matrix in k-th

attention head, σ is a sigmoid function, houti is the new hidden feature of the node i. αk
ij is

an attention score between node i and j in the k-th attention head, W is the learnable weight

matrix, a is a learnable context vector during training, and LeakyReLU is as activation func-

tion. For simplicity, feature propagation in GAT can be written as Hl+1 = GAT (Hl, A; Θl),

66



Chapter 4 4.2. Investigation of Syntax in GAT

where Hl+1 is the stacked feature states of all input nodes at layer l + 1, A ∈ Rn×n is the graph

adjacency matrix in GAT, which is used to describe dependency connections between words.

Θl is the total model parameters at that layer l (more details are in Chapter 2.4.2).

The dependency relation prediction experiments include tests on three languages, which are

Zh, Ru, and De. All sentences with gold syntactic dependency annotations are taken from

the PUD corpus123 of each language. Therefore, the experiments do not rely on external

parser annotation of linguistic knowledge. Each sentence in the PUD corpus is considered

a training sample. Consider an English sentence: A witness told police that the victim had

attacked the suspect in April. Each token in the sentence, as defined by the PUD corpus, is

treated as a node in the graph. For example, A is a node, and witness is another node in the

graph. Additionally, the syntactic dependencies in the PUD corpus define the edges between

the nodes. For example, the dependency relation between witness and told is nsubj (nominal

subject), which means that these two nodes are connected and have an edge named nsubj. In

other words, the graph completely incorporates the sentence and its syntactic details. In order

to predict the dependency relations between nodes, GAT needs to acquire knowledge based on

the node features and their connections. For instance, if an edge interconnects witness and told,

after obtaining the representations of those two nodes, GAT must determine the appropriate

dependency relation called nsubj for this particular edge, as shown in Figure 4.1.

Syntactic dependencies in a PUD corpus can be considered as either a unidirectional or bidi-

rectional graph, as shown in Figure 4.1. In the dependency relation prediction experiments,

these syntactic dependencies are considered bidirectional in GAT, where the parent node points

to the child node and the child node points to the parent node, respectively. This is because

neighboring nodes should have different features when a node is a parent or a child node. To

enhance its ability to determine dependency relations between nodes, GAT should take into ac-

count and learn the dependency information and the significance of neighboring nodes. During

GAT testing, new words not seen in training are initialized with random node embeddings.

Experiments are also conducted to investigate the effects of attention heads and model layers

on GAT in dependency relation prediction tasks. The number of attention heads for GAT is

sequentially set to 2, 4, 6, and 8. Also, the number of layers is set to 2, 3, 4, 5, and 6. The aim is

1https://github.com/UniversalDependencies/UD_Chinese-PUD
2https://github.com/UniversalDependencies/UD_Russian-PUD
3https://github.com/UniversalDependencies/UD_German-PUD
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Figure 4.1: The upper figure shows an English sentence and its syntactic information. The
lower two figures illustrate how this sentence is transferred to the graph in GAT. Lower left
figure represents the unidirectional graph, and lower right figure stands for bidirectional graph.

to investigate the effects of pairing multi-head attentions and model layers in syntactic depen-

dency learning to give more interpretability about syntactic knowledge and model construction.

The PUD corpus for all languages is divided into a randomly selected training set, validation

set, and test set with the number of sentences 800, 100, and 100, respectively. Dividing data

into training, validation, and test sets facilitates the creation of models that are accurate, gen-

eralizable to new data, and robust against overfitting and underfitting. Word embedding = 768,

node embedding = 768, dropout = 0.2, optimizer = Adam, learning rate = 2e-5, and F1-score

are used as evaluation metrics.

4.2.1 Experimental results

According to Table 4.1, the experiments on predicting dependency relations suggest that GAT

performs the best overall prediction performance when there are 2 model layers with a minimum

of 4 attention heads, e.g., the best overall prediction performance is achieved with 2 layers and

4 attention heads for Ru and De. Zh is more biased toward 6 or 8 attention heads in its

prediction results. When it turns to detailed prediction results of each dependency relation

(more details are in Appendix Sec B.1), the increase in the number of attention heads can be

more beneficial to certain dependency relations. As the number of attention heads increases,
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their F1-score gradually rises, e.g., cop (copula) for Zh, acl (clausal modifier of noun) for Ru,

and conj (conjunct) for De at a model layer with 2. However, the continued increase in attention

heads may not result in more significant prediction gains in F1-score. The number of attention

heads above 4 does not lead to considerable performance gains for Ru and De when GAT is 2

layers, either in terms of overall prediction performance or detailed individual prediction results.

This phenomenon also occurs in Zh. When comparing the prediction performance, there is no

significant difference between using 6 or 8 attention heads. However, it is worth noting that

increasing the number of attention heads to 8 may lead to a decrease in prediction scores for

some dependency relations. For example, ccomp (clausal complement) in Zh has a prediction

score of 0.53 with 2 model layers and 6 attention heads. However, this score decreases to 0.30

when the number of attention heads increases to 8.

This observation differs from what has been seen with the Transformer and BERT models

(Vaswani et al., 2017; Devlin et al., 2019), as they tend to improve their feature extraction and

modeling abilities with the addition of more attention heads. One conjecture is that it is related

to the model structure of the neural network. Sequential models such as the Transformer model

and BERT discuss the contextual links and contributions of all input tokens to the current

token when performing attention calculations. Increasing the number of attention heads allows

the model to learn more feature representations and interconnections in several subspaces via

different attention heads. However, the observation range of all nodes is already limited in

GAT due to syntactic dependency constraints. It is unnecessary to discuss the features of all

nodes in more subspaces to select the most valuable neighboring nodes. Therefore, the benefit

of the continued increase in the number of attention heads is not significant and may even cause

redundancy of feature information and thus impair syntactic knowledge learning.

The experiments also show that as the number of model layers continues to increase exceeding 2,

the prediction performance decreases dramatically, and GAT gradually loses its ability to learn

and predict dependency relations. Typically, the F1-score of the dependency relation prediction

decreases gradually compared to that with 2 layers or even drops to 0, as shown in Table 4.2.

The number of dependency relations with an F1-score of 0 is also recorded for each language

at each layer with a different number of attention heads, as shown in Figure 4.2. The F1-score

of 0 occurs more frequently when there are more than 3 model layers, increasing the number of

attention heads does not address this issue. The increase of the number of model layers does
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Zh
2 Heads 4 Heads 6 Heads 8 Heads

2 Layers 0.63 0.62 0.64 0.64
3 Layers 0.64 0.61 0.62 0.63
4 Layers 0.56 0.58 0.64 0.49
5 Layers 0.49 0.50 0.51 0.50
6 Layers 0.37 0.40 0.33 0.33

Ru
2 Heads 4 Heads 6 Heads 8 Heads

2 Layers 0.58 0.61 0.47 0.56
3 Layers 0.45 0.55 0.54 0.53
4 Layers 0.44 0.47 0.56 0.57
5 Layers 0.42 0.52 0.46 0.49
6 Layers 0.41 0.36 0.31 0.33

De
2 Heads 4 Heads 6 Heads 8 Heads

2 Layers 0.64 0.67 0.64 0.56
3 Layers 0.60 0.56 0.56 0.57
4 Layers 0.56 0.50 0.53 0.53
5 Layers 0.58 0.61 0.50 0.47
6 Layers 0.48 0.49 0.48 0.42

Table 4.1: Overall GAT predictions of dependency relations for three languages with different
numbers of attention heads and model layers.

GAT Zh Ru De
Layers Heads advmod clf dep case flat mark acl:relcl cc naubj

2

2 0.90 0.87 0.64 0.99 0.85 0.97 0.71 0.97 0.75
4 0.90 0.82 0.63 0.99 0.86 0.94 0.75 0.99 0.72
6 0.91 0.89 0.66 0.98 0.87 0.96 0.75 0.96 0.72
8 0.90 0.83 0.62 0.98 0.86 0.90 0.41 0.97 0.69

3

2 0.90 0.88 0.64 0.98 0 0.93 0.60 0.96 0.78
4 0.91 0.86 0.64 0.98 0.86 0.94 0.45 0.96 0.71
6 0.90 0.88 0.66 0.98 0.77 0.93 0.41 0.96 0.72
8 0.91 0.9 0.66 0.99 0.86 0.93 0.46 0.96 0.74

4

2 0.89 0.68 0.64 0.97 0 0.94 0.52 0.84 0.74
4 0.90 0.66 0.65 0.99 0.77 0.94 0.45 0.85 0.73
6 0.91 0.69 0.68 0.99 0.67 0.97 0.40 0.85 0.77
8 0.90 0 0.64 0.99 0.8 0.94 0.45 0.96 0.74

5

2 0.90 0 0 0.97 0.55 0.93 0.42 0.85 0.78
4 0.90 0 0 0.98 0.77 0.96 0.68 0.82 0.79
6 0.90 0 0 0.97 0.67 0.93 0.44 0.81 0.72
8 0.89 0 0 0.99 0.48 0.96 0.43 0.86 0.73

6

2 0.83 0 0 0.94 0 0.91 0 0.83 0.65
4 0.86 0 0 0.95 0 0.97 0 0.78 0.65
6 0.84 0 0 0.94 0 0.93 0 0.79 0.67
8 0.86 0 0 0.96 0 0.93 0.37 0.85 0.63

Table 4.2: The predictions of some dependency relations in three different languages are shown.
As the number of layers increases, GAT gradually loses the learning of syntactic dependencies,
and the F1-score even drops to 0. Some dependency relations are unaffected and continue to
have relatively high prediction scores.

not bring any performance improvement, which may be due to the loss of inherent properties

of the nodes or the generation of more redundant information leading to the degradation of the
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Figure 4.2: The number of F1-score decreases to 0 when the GAT is used in various model
layers with varying numbers of attention heads. When the number of layers increases, there are
more prediction failures in learning syntactic dependencies, even though each layer has 2, 4, 6,
and 8 attention heads, respectively.

model performance. However, GAT still performs well in predicting some dependency relations,

e.g., flat (flat multiword expression), compound (compound), nmod (nominal modifier) in Zh.

cop (copula), flat:name (names), nummod (numeric modifier) in Ru, nmod (nominal modifier),

obl (object) and det (determiner) in De. The F1-score for the predictions of these dependency

relations do not drop to 0 as the number of layers increases, and they still maintain relatively

valid prediction scores when the depth of the model reaches 6 layers. Although the GAT learns

each language differently, some common dependency relations across these three languages

relations still have the similar feature that F1-score never reduces to 0: advmod (adverbial

modifier), case (case marking), cc (coordinating conjunction), mark (marker), nsubj (nominal

subject), punct (punctuation). GAT can easily detect specific dependency relations, regardless

of the number of attention heads and model layers being changed, even when different languages

are applied. Besides, there is ambiguity in some dependency relations regarding the correlation

between the number of attention heads and model layers. An example of this is the F1-score

for advcl (adverbial clause modifier) in Zh, the F1-score of it is only around 0.3 with 5 model

layers, but it becomes almost 0 with 4 or 6 model layers.

Despite this, GAT shows strong prediction capability for the majority of dependency relations

in three languages, provided it has the proper number of attention heads and model layers.

Specifically, this is the case when there are two layers present. The strong learning of syn-

tactic dependencies explains why incorporating explicit syntactic knowledge through GAT is

practical and useful for downstream tasks in other studies. In addition, a deeper GAT can
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produce relatively high prediction scores for certain common dependency relationships in dif-

ferent languages, implying that deeper graph neural networks with more model layers, like deep

pre-trained language models, are also possible in future research.

4.3 Investigation of GAT and BERT in Syntax

The explicit syntactic knowledge of GAT and the implicit knowledge of BERT can be helpful for

downstream tasks. However, the application of MT scenarios is unclear. Therefore, the study

described in this section compares the prediction differences between GAT and BERT on the

dependency relation prediction experiment to obtain more information about the interpretability

and fusion possibilities of both models in terms of syntactic dependencies in the MT scenarios.

Since this study aims to propose a fusion strategy for syntactic knowledge incorporation and

BERT for three MT directions (Zh→En, Ru→En, De→En), the experiment for predicting

dependency relations involves each of the three source languages (Zh, Ru, and De) along with

their corresponding BERT versions456. BERT is fine-tuned for the PUD corpus via the following

proposed dependency relation prediction experiment first and then fine-tuned for the MT called

MT-B to ensure that BERT learns the syntactic knowledge from the MT task. Although the

pre-training strategies for BERT are different for each source language, the model structure is

the same (12 layers and 12 attention heads). UNPC7 is the training set for Chinese and Russian

MT engines, whereas Europarl8 is the training set for German MT engine. In each MT engine

(Zh→En, De→En, and Ru→En), the training set size is 1.2M sentence pairs, the validation set

is 6K, and the test set is 6K for the MT engines, which use BERT as the encoder and vanilla

transformer decoder (the MT engines are built the same as in Chapter 3.2).

After BERT has been fine-tuned for the MT task, the experiment applies that dependency

relation prediction experiment again to examine what BERT knows syntactic dependencies

after MT fine-tuning via the PUD corpus. A simple fully-connected layer is added to the last

layer of BERT as a classification layer, as shown in Figure 4.3. In the experiment, BERT needs

to predict the dependency relation corresponding to each input token in the given sentence. All

its parameters are frozen to prevent learning new syntactic knowledge from the PUD corpus,

4https://huggingface.co/hfl/chinese-bert-wwm-ext
5https://huggingface.co/DeepPavlov/rubert-base-cased
6https://huggingface.co/bert-base-german-cased
7https://opus.nlpl.eu/UNPC.php
8https://opus.nlpl.eu/Europarl.php
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except for the last fully-connected layer. However, BERT and GAT differ in the way they

predict dependency relations. GAT is a graph-based prediction to learn syntactic knowledge,

and thus the parent and child nodes are given in the prediction experiments as the case with

the construction of Chapter 4.2. Conversely, the dependency relation prediction experiment for

BERT provides the current child node, which is each token in the input sentence considered

as a dependent in terms of syntactic dependency. However, it does not provide the parent

node, which is another token linked to the current token as the head according the dependency

connection. Since it is a sequential model that needs to consider the information of all input

tokens, this approach models how it considers the syntactic knowledge in MT tasks as much as

possible. Besides, BERT already has some syntactic knowledge in pre-training. Setting up a

complex prediction experiment (e.g., specifying both parent and child nodes) would neither fit

the scenario of BERT application in MT tasks nor determine whether the syntactic knowledge

comes from BERT or a complex detection model. Unlike GAT, which always focuses on syntactic

knowledge, which is only a part of what BERT needs to learn in the MT task, the dependency

relation prediction experiment can reveal how BERT knows syntactic knowledge after fine-

tuning the MT task.

Figure 4.3: Dependency relation prediction experiment for BERT, where BERT needs to predict
dependency relations via a classification layer.

Another BERT is added to the prediction task for each language, and its parameters are fine-

tuned and updated according to the PUD corpus called UD-B in the dependency relation

prediction experiment. It is considered the best model and performance of the BERT for

learning syntactic knowledge from the PUD corpus. It would further show the robustness and

73



4.3. Investigation of GAT and BERT in Syntax Chapter 4

competitiveness of GAT in learning syntactic knowledge if it can beat UD-B in the prediction

of dependency relations.

Experiments were conducted to evaluate the performance differences between GAT and BERT

(MT-B and UD-B) in terms of overall prediction and individual prediction. First, the experi-

ments use paired t-tests to compare whether there is a significant overall prediction difference

between GAT and MT-B regarding dependency relations prediction. Second, the experiments

discuss the prediction performance of the three models (GAT, MT-B, and UD-B) for individ-

ual dependencies by the prediction scores of each dependency relation to discuss their learning

differences and the possibility and potential of a fusion of GAT and BERT in the MT scenarios.

The relevant settings for the dependency relation prediction experiments of GAT are the same

as in Chapter 4.2. GAT with 2 layers for all language prediction tasks, with 6 attention heads for

the Zh and 4 for the Ru and De. To ensure the consistency of GAT and BERT on the dependency

relation prediction experiments, the experiments use the PUD corpus as the dataset and apply

K-fold cross-validation, where the number of training and test sets are 850 and 150, respectively.

GAT and BERT with hidden size = 768, K-fold = 5, learning rate = 2e-5, and optimizer =

Adam. F1-score is used as the evaluation metric for the experiments.

4.3.1 Experimental results

As shown in Table 4.3, according to paired t-tests, the p-value of Zh prediction task is less than

the significance level (α) revealing that Null Hypothesis (H0) that GAT and MT-B do not exhibit

statistical differences in the F1-score of predictions of dependency relations is rejected. Instead,

the Alternative Hypothesis (H1) is accepted, indicating a statistically significant difference in the

F1-score for the dependency relation prediction between GAT and MT-B. Similar conclusions

also apply to the predicted results for Ru and De, with p-values less than the significance

level (α). Based on the experiments conducted, it has been observed that GAT and BERT have

significant differences in predicting dependency relations in three languages (excluding outliers),

which difference has been confirmed through paired t-tests.

According to the F1-score shown in Table 4.4, even though MT-B is fine-tuned by the PUD

corpus and the MT task, it is not very precise when it comes to predicting dependency relations.

Instead, GAT performs better in predicting dependency relations for all languages, and only

a few dependency relations had an F1-score that is lower than that of MT-B. Fine-tuning of
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Languages Observations Sample size α Mean STDev T-value P-value

Zh
MT-B

31

0.05

0.57 0.21
3.450 0.001

GAT 0.74 0.26

Ru
MT-B

28
0.65 0.22

2.283 0.030
GAT 0.74 0.24

De
MT-B

27
0.63 0.20

2.062 0.049
GAT 0.70 0.25

Table 4.3: The results of GAT and MT-B on the prediction of dependency relations of the three
languages are compared using paired t-tests.

BERT in other downstream tasks may yield similar results, as many studies show that explicit

syntactic incorporation strategies via GAT and BERT in downstream tasks can improve model

performance. If BERT can demonstrate strong knowledge of syntax after fine-tuning, explicit

syntactic incorporation strategies built on GAT would be difficult to have a significant positive

performance gain for downstream tasks (L. Huang et al., 2020; M. Chen et al., 2021; Zhou et al.,

2022).

Based on the findings in Chapter 3, some dependency relations in the source language that

frequently appear in low-quality translations are considered major contributing causes: ap-

pos (appositional modifier), case (case marking), flat (flat multiword expression), flat:name

(names), and obl (oblique nominal). The experiments show that GAT is commonly more com-

petitive than MT-B in predicting these dependency relations, which can be a justification for the

explicit syntactic knowledge incorporation strategy via GAT in the MT scenarios. In addition,

GAT has an advantage over MT-B in predicting other dependency relations, e.g., nmod (nom-

inal modifier), conj (conjunct) in Zh, obl (oblique nominal), cop (copula) in Ru, and advmod

(adverbial modifier), flat:name (names) in De. The dependency relation called root (root) is the

sentence main predicate1 and indicates the main substance in a sentence. Although GAT and

BERT predict dependency relations differently, the relation cannot be associated with decreased

translation quality since it is present in every sentence. However, the detection of GAT is still

better than that of MT-B, which means BERT fine-tuned for the PUD corpus and MT tasks

still lacks the detection to specify such a relation. Not only root, but GAT has a more robust

prediction performance for most dependency relations, accounting for 25 of the 37 relations in

Zh, 20 of the 33 relations in Ru, and 20 of the 32 relations in De. The primary responsibility

of GAT in the MT tasks is to model and represent the syntactic dependencies supplied by the

external parser. Assuming that GAT can represent such syntactic knowledge as correctly as

1One of the orphaned dependents gets promoted to the root position if the main predicate is absent.
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Zh Ru De
# MT-B GAT UD-B # MT-B GAT UD-B # MT-B GAT UD-B

acl 15 0 0 0 210 0.523 0.392 0.854 16 0 0 0
acl:relcl 391 0.420 0.913 0.836 141 0.451 0.405 0.960 230 0.659 0.605 0.912
advcl 454 0.279 0.376 0.728 170 0.330 0.334 0.842 183 0.414 0.495 0.832
advmod 1039 0.668 0.909 0.946 789 0.843 0.902 0.964 962 0.622 0.984 0.958
amod 356 0.400 0.919 0.874 1510 0.872 0.979 0.982 904 0.658 0.935 0.976
appos 236 0.480 0.423 0.740 103 0.428 0.436 0.570 215 0.350 0.561 0.786
aux 569 0.758 0.875 0.966 38 0.878 0.836 0.932 318 0.818 0.862 0.972
aux:pass 63 0.862 0 0.970 96 0.958 0.988 0.968 188 0.835 0.934 0.965
case 1114 0.734 0.963 0.928 1804 0.931 0.983 0.981 1736 0.840 0.994 0.986
case:loc 301 0.670 0.779 0.954 - - - - - - - -
cc 234 0.851 0.990 0.938 516 0.954 0.969 0.988 622 0.829 0.981 0.972
ccomp 354 0.148 0.277 0.656 122 0.469 0.536 0.752 158 0.289 0.296 0.704
clf 303 0.816 0.737 0.980 - - - - - - - -
compound 1493 0.619 0.881 0.886 6 0 0 0 231 0.465 0.496 0.850
conj 318 0.481 0.976 0.842 593 0.732 0.862 0.920 716 0.591 0.673 0.912
cop 170 0.588 0.962 0.842 75 0.756 0.983 0.830 238 0.782 0.755 0.954
dep 343 0.251 0.556 0.742 - - - - - - - -
det 315 0.712 0.963 0.956 399 0.870 0.997 0.974 2295 0.914 0.996 0.980
expl - - - - 4 0 0 0.890 75 0.711 0.319 0.982
fixed - - - - 189 0.600 0.577 0.846 5 0 0 0
flat 67 0.724 0.867 0.965 55 0.220 0.583 0.538 2 0.080 0.371 0.344
flat:foreign - - - - 78 0.330 0.903 0.892 - - - -
flat:name 120 0.791 0.897 0.936 173 0.910 0.888 0.986 131 0.486 0.844 0.762
iobj 11 0 0 0.134 161 0.510 0 0.730 81 0.494 0 0.874
mark 242 0.512 0.980 0.905 253 0.780 0.867 0.854 394 0.817 0.992 0.980
mark:adv 19 0.992 0.400 0.970 - - - - - - - -
mark:prt 303 0.438 0.237 0.838 - - - - - - - -
mark:relcl 540 0.869 0.756 0.944 - - - - - - - -
nmod 601 0.386 0.919 0.826 1634 0.667 0.870 0.920 933 0.590 0.749 0.888
nsubj 1529 0.598 0.612 0.906 1180 0.719 0.666 0.936 1285 0.659 0.678 0.950
nsubj:pass 57 0.127 0 0.766 147 0.280 0 0.904 165 0.391 0 0.974
nummod 666 0.848 0.993 0.988 162 0.529 0.690 0.732 196 0.736 0.808 0.926
obj 1306 0.459 0.558 0.858 640 0.558 0.518 0.928 767 0.599 0.485 0.960
obl 595 0.204 0.846 0.738 1243 0.672 0.911 0.914 1125 0.584 0.821 0.918
obl:agent 16 0.364 0 0.888 9 0 0 0.520 - - - -
obl:patient 33 0 0 0.986 - - - - - - - -
obl:tmod 174 0.534 0.104 0.816 - - - - 101 0.623 0.216 0.832
parataxis - - - - 176 0.525 0.200 0.706 59 0.160 0 0.524
punct 2503 0.754 0.990 0.990 2589 0.960 0.990 0.990 2415 0.932 0.999 0.981
root 850 0.493 0.968 0.894 850 0.886 0.994 0.982 850 0.711 0.932 0.982
xcomp 467 0.292 0.437 0.804 306 0.591 0.634 0.880 158 0.430 0.291 0.820

Table 4.4: GAT, MT-B, and UD-B present the results of predicting dependency relations in the
PUD corpus with F1-score. GAT performs better than MT-B in predicting syntactic depen-
dencies, as indicated by the bold format. Additionally, some syntactic dependencies can exceed
those of UD-B, as shown in the non-italic format in the UD-B column.

possible through the graph structure and provide it to the MT engines, the translation quality

may be further improved to reduce the generation of translations that do not conform to the

syntactic constraints.

The frequency of most dependency relations is less than 500, and the robust prediction of them

by GAT indicates that the training cost of GAT is not expensive compared to BERT pre-trained

by a large corpus. With the same number of training samples, GAT outperforms MT-B in most

dependency relations and can even outperform UD-B in some. However, when the number of
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training samples is less than 100, predicting dependency relations can be challenging for both

GAT and BERT. The powerful model structure and pre-training based on a large corpus can

somewhat alleviate this problem in BERT. Conversely, GAT does not have such functions and

thus has worse prediction results. There are 8 dependency relations with a number less than

100 in Zh, and 6 of them are undetectable with an F1-score of 0 in GAT: acl (clausal mod-

ifier of noun), aux:pass (passive auxiliary), iobj (indirect object), nsubj:pass (passive nominal

subject), obl:agent (agent modifier), obl:patient (object in disposal construction). While Ru

and De both have 7 dependency relations with a number less than 100, among which 3 and

4 are undetectable by GAT, respectively. They are compound (compound), expl (expletive),

obl:agent (agent modifier) in Ru, and acl (clausal modifier of noun), fixed (fixed multiword

expression), iobj (indirect object), parataxis (place side by side) in De. Besides, GAT is strug-

gling with the predictions of some subtypes of dependency relations. As an illustration, it can

correctly predict aux (auxiliary) in Zh with a score of 0.875 but fails to identify its subtype

aux:pass (passive auxiliary). Although its prediction score for mark (marker) can reach 0.980,

the prediction scores for its three other subtypes (mark:adv (manner adverbializer), mark:prt

(particle), mark:relcl (relative clause)) are not as high as those of MT-B. The same holds true

for nsubj (nominal subject) and obl (object). Some common dependency relations in the three

languages that are even difficult to predict for GAT are iobj (indirect object) and nsubj:pass

(nominal subjects of passive clauses). They are consistent in syntactic knowledge classification,

with core arguments as functional categories and nominals as structural categories. GAT may

not have learned the syntactic subjects of indirect objects and passive clauses well enough.

However, robust learning of most of the dependency relations is achieved in the prediction task

for all three languages using only a concise model structure and parameters without sacrificing

training speed and without requiring large amounts of data support, as shown in Table 4.5. A

lightweight and inexpensive GAT shows enough competitiveness in modeling and representing

explicit syntactic dependencies compared to BERT.

UD-B achieves a better F1-score in the prediction of dependency relations, while the predictions

are as expected, considering that it is pre-trained with large-scale corpus and has more attention

heads and complex model structure than GAT. However, it does not have the highest F1-score in

all predictions of dependency relations, some relations are lost to GAT, such as conj (conjunct)

in Zh, det (determiner) in Ru, and advmod (adverbial modifier) in De. In Zh, GAT outperforms

UD-B in a total of 8 dependency relations, 6 of which have sample sizes greater than 300. There
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GAT MT-B UD-B
Batch size 1 16 1 16 1
Speed (sec per epoch) 8 1.5 7.5 3.5 28
Parameters for Zh 5,439,021 102,303,022
Parameters for Ru 7,345,296 177,884,969
Parameters for De 6,401,324 109,115,949

Table 4.5: Model parameters and training speed comparison between GAT, MT-B, and UD-B.
The experiments follow the Veličković et al. (2017), where the batch size of GAT is 1. The
batch size of BERT is not only 16 but also set to 1 to fairly compare the differences between
GAT and BERT.

are 7 of them in Ru, and 3 of which are more than 300. Likewise, there are another 8 in De, 6

of which are over 300. Additionally, the experiments record common dependency relations that

predicted better results than UD-B in all three languages: case (case marking), mark (marker),

det (determiner), and cc (coordinating conjunction). Three of these dependency relations (case,

cc, and mark) are also common relations that do not appear to have an F1-score of 0 due to

the increase in the number of model layers when it goes through different languages. It is more

likely GAT has some cross-linguistic knowledge of syntactic dependencies that are not affected

by the model layers and have higher prediction scores than BERT, which can be reflected in

three different languages.

4.4 Conclusions

This chapter explores syntactic dependency learning in GAT as well as the impact of the number

of attention heads and model layers. Better model optimization is achieved when the number

of attention heads in GAT is at least 4. As the number of model layers in GAT increases

beyond two, it struggles to identify dependency relations between nodes. This often leads to

a significant drop in the F1-score or even a score of 0. Adding more attention heads does not

improve the situation.

Additionally, statistically significant differences in the prediction of syntactic knowledge between

the GAT and MT-B are shown by paired t-tests and F1-score. Compared to MT-B, GAT retains

competitive learning of dependency relations without compromising training speed. It even

outperforms UD-B in some dependency predictions. However, some predictions of dependency

relations are still challenging for GAT. The accuracy of predictions also can be influenced by

the number of dependency relations utilized in the prediction experiments.

Overall, the dependency relations prediction experiments bring more interpretability regarding
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syntactic dependencies, revealing how GAT learns them through the number of attention heads

and layers, as well as discussing the possibility of explicit syntactic knowledge incorporation via

GAT and BERT in MT scenarios. The next chapter will propose the application of syntactic

dependencies via GAT and BERT in MT scenarios to improve translation quality based on

these findings.
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Syntactic Knowledge via Graph

Attention with BERT

5.1 Introduction

BERT is a pre-trained language model that takes inspiration from the Transformer model,

which not only retains the advantages of the Transformer model but also has the benefit of pre-

training. It uses two pre-training objectives (MLM and NSP) to learn the linguistic features

of the given corpus. Such objectives aim to provide word-level and sentence-level features for

BERT to perform self-supervised learning to acquire implicit knowledge from the large corpus.

The rich implicit knowledge and robust model structure of BERT provide a better framework

for initializing and modeling downstream tasks via fine-tuning. Therefore, many studies have

attempted to apply BERT as an encoder or decoder component in NMT to aid MT engines in

sentence modeling for enhanced model performance (Imamura & Sumita, 2019b; Zhu. et al.,

2020).

Syntactic dependency plays a crucial role in the MT tasks, which aims to dissect the syntactic

structure of sentences and transform it into an easily understandable tree-like structure and

knowledge. MT engines can reduce sentence ambiguity by providing a better understanding of

the context of the sentence through such explicit structural information, which helps to improve

the accuracy of sentence-specific modeling. Several studies have confirmed the advantages

of including explicit syntactic knowledge in the NMT engines (Currey & Heafield, 2019; Z.

Zhang et al., 2020; McDonald & Chiang, 2021). The representation of syntactic knowledge
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is typically linearly modeled, but there is less discussion about its graph-based topological

manner. Although most studies focus on using syntactic knowledge in the vanilla Transformer

model, there has yet to be an investigation into the scenarios when BERT is also applied in MT

engines. It is still being determined if incorporating both external explicit syntactic knowledge

and implicit knowledge from BERT would improve model performance and translation quality.

Moreover, there is a lack of linguistic interpretability to investigate the feasibility of such a

strategy rather than being limited by BLEU scores.

In linguistics, syntactic dependencies are not sequential and linear in a sentence. Instead, they

are commonly depicted through syntactic trees or graphs. Although the Transformer model can

process and represent them, the linear representation still does not clearly represent the overall

syntactic information and inter-word dependencies. As discussed before, whether the attention

mechanism in the Transformer model can be used as an explanation is still under discussion. It is

also possible that the modeling and representation of syntactic dependencies in the Transformer

model can cause a performance bottleneck for the syntactic strategy. A GNN can be regarded as

a method of graph-based topological feature integration where the nodes represent the words in

the sentence, and the edges describe the connections between the words, allowing the hierarchical

relationship of each node to be clearly represented and more information about the syntactic

structure to be retained. In designing a GNN, it is essential to establish the graph structure and

node connection for a sentence beforehand. Such structure and connection usually do not change

during training, where it is a combination of prior knowledge and explicit features represented

on the graph, therefore. The recently proposed GAT has attracted widespread attention in NLP

for its ability to more clearly represent syntactic dependencies in sentences through topology,

considering neighboring and global features between nodes via the attention mechanism. As a

result, some studies have attempted to fuse explicit syntactic knowledge via GAT with BERT

in downstream tasks to achieve better performance breakthroughs (L. Huang et al., 2020; M.

Chen et al., 2021; Zhou et al., 2022).

What remains to be clarified is whether the fusion of explicit syntactic knowledge incorporation

via GAT in a graph-based topology manner and BERT can improve translation quality in

MT scenarios. There needs to be more linguistic interpretability to discuss the changes in

translation quality, e.g. if translation quality is improved, what source language dependencies

can be better recognized by the MT engine to produce better translations? How the explicit
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syntactic knowledge on the graphs relates to translation quality and how it affects BERT has

yet to be discussed.

In response to the above questions, this chapter introduces the concept of Syntactic knowledge

via Graph attention with BERT (SGB) engines. The aim is to explore potential improvements

in translation quality by adapting the MT engine, based on the Transformer model, with the

incorporation of explicit syntactic knowledge from a graph structure and using BERT as an

encoder. Through experiments utilizing the QE model and paired t-tests, it has been confirmed

that the proposed engines significantly enhance translation quality. Furthermore, the study

discusses comprehensible factors that contribute to improving translation quality and the influ-

ence of syntactic knowledge via graphs on BERT regarding syntactic knowledge. Experiments

include Chinese (Zh), Russian (Ru), and German (De) to English (En) translation tasks and

aim to demonstrate the effectiveness of the proposed approach. The main contributions are

shown below:

• SGB engines are the first attempt to demonstrate the significant effectiveness of combining

explicit syntactic knowledge via graph attention with BERT in three MT directions, where

the training of the MT engine can be fine-tuned to improve translation quality without

the need for BERT pre-training from scratch.

• The study in this chapter uses the BLEU score to evaluate basic translation performance,

as well as the QE model to score the translations, and explores the before- and after-change

in translation quality regarding syntactic knowledge. The proposed SGB engines improve

the translation quality of three MT directions without sacrificing the BLEU score. The QE

score indicates that SGB engines can improve translation quality under different lengths

of source language sentences. The experiments also identify which dependency relations

in the source language sentences benefit the most and can be more effectively specified

by the SGB engines to produce better translations in three MT directions. Besides, the

experiments confirm the effectiveness of the syntactic knowledge on the graphs via GAT

by disrupting the order of words in the source language sentences, where such effectiveness

relies on the modeling of the sentences by BERT in the first place.

• The experiments show that the robust learning of syntactic dependencies by GAT can be

reflected in translation quality. Specifically, if a dependency relation in a source language

sentence can be accurately predicted by GAT, it can also be better recognized by the SGB
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engines, resulting in a better translation. This study also finds that even though GAT is

separate from BERT when working together as an encoder in the SGB engines, it can still

influence BERT to consider the syntactic structure of the source language sentences and

create a different representation change. This significant representation change usually

occurs in the bottom and middle layers of BERT. Furthermore, this study tests another

large pre-trained language model called XLM-R-large and syntactic knowledge on graphs

via GAT in three MT directions. The experiments show that XLM-R-large and on-graph

syntactic knowledge via GAT are still beneficial for translation quality, as confirmed by

BLEU and QE scores. It reveals the potential of the proposed approach, which is not

limited to BERT.

5.2 Construction of the SGB Engines

In this chapter, the details of the SGB engines are described. Figure 5.1 demonstrates the

overall model architecture of the proposed SGB engines, which comprises four layers: encoding

layer, graph attention layer, fusion, and output layer.

Encoding: Translations from three source languages into English are included in the exper-

iments: Chinese to English (Zh→En), Russian to English (Ru→En), and German to English

(De→En). Given a source language sentence S = [w1, w2, w3, . . . wi], where i denotes the num-

ber of tokens in the sentence, and S is then divided into subword tokens and supplied into

BERT, which are transformed into S̃ = [[CLS], w1
1, w

1#1
1 , w2, w

3
3, w

3#3
3 , . . . wn, [SEP ]], Where

wn#n denotes subwords of wn, [CLS] and [SEP] are special tokens in BERT.

As an encoder for each MT engine, three different BERT variants are used, where chinese-bert-

wwm-ext1 for Chinese MT scenario (Zh→En), rubert-base2 for Russian MT scenario (Ru→En),

and bert-base-german-cased3 for German MT scenario (De→En). Although BERT variants have

the same model structure, their strategies used in pre-training differ. Chinese BERT employs

whole word masking, Russian BERT begins with the multilingual version of BERT-base as its

initialization, while German has the same strategy as vanilla BERT. The experiments focus on

suggesting fusion strategies that can be applied to the structure of BERT models in general

with different pre-training strategies rather than just for a specific pre-training approach-based

1https://huggingface.co/hfl/chinese-bert-wwm-ext
2https://huggingface.co/DeepPavlov/rubert-base-cased
3https://huggingface.co/bert-base-german-cased
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Figure 5.1: The architecture of the SGB engines. The encoder based on BERT and GAT is on
the right, and the decoder from the Transformer model is on the left. The dashed lines indicate
the optional strategy that the representations from GAT can also guide the decoder.

BERT model.

BERT captures the representation of each subword token, and the final layer of it outputs the

final sentence representation, hB = BERT (S̃). To obtain the syntactic dependency information

of the source language sentence, tokenizing and syntactic dependency parsing on source language

sentences S̃ are also carried out using a Universal Dependencies-based parser4. Following the

parsing results, the node adjacency matrix for each input source language sentence is constructed

for node connections, and each token corresponds to a node in the graph. Since word embedding

representations from BERT contain rich linguistic information, the initial node embedding on

the graph is encoded by BERT. Taking into account the subword segmentation of BERT, the

subword token representations are merged in an average manner.

Graph Attention: Given the characteristics of syntactic dependencies, there is always a de-

pendency describing the connection between two words. Therefore, words in a sentence are

considered graph nodes, while dependencies are edges between nodes. To model and represent

the node properties and graph-structured information, GAT (Veličković et al., 2017) serves as

the primary component. Tokens in the source language sentence are transformed into nodes in

the GAT layer, which are G̃ = [x1, x2, . . . xi, . . . xn], xi ∈ RF , where n denotes the total number

of nodes, F is the feature size of each node. The message passing and attention mechanism of

GAT is summarised in Equation 5.1 and 5.2.

4https://github.com/hankcs/HanLP
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hout
i =

K

∥
k=1

σ

∑
j∈Ni

αk
ijW

kxj

 (5.1)

αk
ij =

exp(LeakyReLU(aT [Wxi ∥ Wxj ]))∑
v∈Ni

exp(LeakyReLU(aT [Wxi ∥ Wxv]))
(5.2)

where the node i attends its 1-hop neighbors j ∈ Ni, the concatenation of K multi-head attention

output is represented by
K

∥
k=1

. The representation of node i at the given layer is houti . αk
ij denotes

attention weight between node i and j. W k is a learnable weight matrix, a stands for the

learnable weight vector, an activation function called LeakyReLU is applied at the end. The

feature calculation of one-layer GAT can be summarised as hG = GAT (X,A; Θl). The graph

inputs are X ∈ Rn×F , and the outputs in a certain layer are hG ∈ Rn×F ′
where n denotes the

total number of nodes, F denotes the feature size, F ′ represents the hidden size in GAT, the

graph adjacency matrix A ∈ Rn×n indicates node connectivity, Θl is the model parameters.

Fusion and Output: The SGB engines contain two strategies for applying explicit syntactic

knowledge. The first strategy, Syntactic knowledge via Graph attention with BERT Concate-

nation (SGBC), combines GAT-based syntactic knowledge and BERT working on the encoder,

as shown in Equations 5.3 and 5.4.

H l
e = concat(hB , hG) (5.3)

h̃l
d = attnD(hl

d, H
l
e, H

l
e) (5.4)

where attnD denotes encoder-decoder attention in the decoder, the output of the l-th layer is

denoted by l, d is the representation of the current sentence in the decoder. H l
e is obtained

by concatenating representations from BERT (hB) and GAT (hG) in the encoder part. The

feed-forward neural network subsequently processes the representations with these attention

features alone with residual connection, similar to the case of vanilla transformer.

In the second strategy, Syntactic knowledge via Graph attention with BERT and Decoder

(SGBD), the syntactic knowledge on the graph is applied to the encoder and also guides the

decoder through syntactic-decoder attention, as shown in Equations 5.5, 5.6 and 5.7.

h̃l
d = attnD(hl

d, H
l
e, H

l
e) (5.5)
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h̃l
s = attnS(hl

d, h
l
g, h

l
g) (5.6)

h̃l
t = concat(h̃l

d, h̃
l
s) (5.7)

where attnD denotes encoder-decoder attention in the decoder, and attnS stands for syntax-

decoder attention, where the decoder can review the syntactic knowledge via GAT of the source

language sentences. hlg is the output of the GAT processed by another feed-forward neural

network. Representations from the encoder-decoder attention (attnD) and the syntax-decoder

attention (attnS) are concatenated to obtain a final representation h̃lt in the decoder. Predicted

words are then formed using a linear transformation and a mapping of softmax alone with a

feed-forward neural network and residual connection, similar to the vanilla Transformer model

as it performs in Transformer model.

5.3 Investigation of Model Performance

The experiments start by training two SGB engines (SGBC and SGBD) with the UNPC and

Europarl datasets and evaluating the effectiveness of the proposed strategies through the BLEU

score, where the UNPC corpus5 is for Chinese-English (Zh→En) and Russian-English (Ru→En),

Europarl corpus6 is for German-English (De→En) translation direction. To ensure that the MT

engine is adequately trained while avoiding overfitting of the model, 1M sentence pairs for each

MT scenario are chosen as the training set in the experiments, and 6K and 5K sentence pairs

are used as the validation and test sets. The number of training set sentences is reduced to allow

it to simulate the impact of SGB engines on other low-resource languages and performance on

a more limited training set size.

The MT engine is regarded as the base model (Baseline) when the encoder is only a BERT.

The proposed SGB engines are consistent with the Baseline engines in model training to allow

for a fair comparison. The BERT variant for all source languages is the base version, where

layers = 12, hidden size = 768, and attention head = 12. The decoder comes from the vanilla

Transformer model, with 6 layers and 8 attention heads, and the rest of the modules and

parameters remain the same. The parameters of the GAT are 2 layers with 6 attention heads

when dealing with syntactic dependencies in Chinese and 2 layers with 4 attention heads for

Russian and German. The Adam optimizer trains all MT engines with parameters β1 = 0.9

5https://opus.nlpl.eu/UNPC.php
6https://opus.nlpl.eu/Europarl.php
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and β2 = 0.98, the learning rate (excluding GAT) = 2e-5, the learning rate of GAT = 5e-5,

dropout of GAT = 0.1, the word embedding = 768, and the cross entropy as loss function. All

experiments are conducted on RTX 3080 and 3090 GPUs.

Experimental results

As shown in Table 5.1,the proposed SGB engines perform better in all three translation direc-

tions, achieving BLEU scores comparable to or even higher than the Baseline engines in every

case. With smaller training samples, the SGB engines are competitive with the Baseline en-

gines in terms of BLEU scores, implying that explicit syntactic knowledge via GAT and implicit

knowledge in BERT with a limited bilingual training set is still beneficial for the MT engine to

learn the syntactic structure of the source language sentences, and other low-resource language

scenarios may also be applicable. Inspired by Kocmi et al. (2021) that the BLEU score is not

an accurate indication of the MT engine regarding translation performance, a QE model from

their study called COMET is added to the experiment to re-evaluate the translation results of

all MT engines. COMET evaluates the correlation among sentences in the source language, MT

translations, and references. It assigns QE scores ranging from 0 to 100 to each translation, with

higher scores indicating higher translation quality. As illustrated in Table 5.2, the SGB engines

also receive a higher QE score, and the MT engines are not as insignificant as the differences

presented by BLEU scores. Based on the results, it can be confirmed that the SGB engines

outperform the Baseline engines in terms of both BLEU and QE scores. The QE model is a

better indicator of translation quality differences since it considers the information, such as the

semantic diversity of sentences and syntactic structure, compared to a single reference-based

BLEU score. Additionally, the actual translation scenarios always lack provided references, and

the source language sentences may also be in or out-of-domain of the training set. The QE

model can be a more reliable evaluation metric of the translation quality and generalization

ability of the MT engine compared to the BLEU score.

5.4 Investigation of Translation Quality

The performance of the SGB engines in the MT scenarios can be confirmed via the BLEU

score. The BLEU score does not take into account the linguistic structure or morphology

between the source language sentence and translated sentences (Novikova et al., 2017; Kocmi
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Size Baseline SGBC SGBD

Zh→En
0.1M 24.26 24.89 24.72
0.5M 38.48 38.71 38.53
1M 47.15 47.23 47.17

Ru→En
0.1M 21.12 21.45 21.33
0.5M 37.69 37.74 37.68
1M 47.22 47.36 47.27

De→En
0.1M 15.41 15.79 15.50
0.5M 26.89 27.13 26.92
1M 37.59 37.67 37.63

Table 5.1: BLEU scores for three MT scenarios with different training set sizes. Despite the
smaller data set size, the SGB engines are still more competitive than the Baseline engines in
terms of BLEU score.

Data set size Zh→En Baseline SGBC SGBD

1M

BLEU 47.15 47.23 47.17
COMET 82.20 83.69 84.78
Ru→En Baseline SGBC SGBD
BLEU 47.22 47.36 47.27
COMET 80.93 81.34 82.56
De→En Baseline SGBC SGBD
BLEU 37.59 37.67 37.63
COMET 78.02 78.66 79.37

Table 5.2: Performance of BLEU and QE scores for Baseline and SGB engines on three MT
scenarios at 1M training set size.

et al., 2021), however. In order to address this, the following experiments use the gold syntactic

knowledge annotated corpus and a QE model. The annotated corpus provides correct syntactic

knowledge of the source language sentences, while the QE model focuses on factors such as

semantics, syntactic coherence, and word order rationality in the translations. This approach

helps investigate changes in translation quality and provides interpretability in terms of syntactic

knowledge.

5.4.1 Overall Translation Quality

The Baseline and SGB engines are used to translate sentences from the PUD corpus with

gold syntactic annotations for each source language sentence, which are Chinese PUD7, Rus-

sian PUD8, and German PUD9. Each PUD corpus contains 1,000 annotated syntactic source

language sentences (different source languages but identical semantics of sentences). The exper-

iments then apply a state-of-the-art QE model10 considering both the source language sentences

and machine outputs to score translations. The QE scores range from 0 to 1, with higher scores

7https://github.com/UniversalDependencies/UD_Chinese-PUD
8https://github.com/UniversalDependencies/UD_Russian-PUD
9https://github.com/UniversalDependencies/UD_German-PUD

10https://github.com/TharinduDR/TransQuest
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representing better-quality translations. The experiments also used paired t-tests and box plots

to indicate the differences in translation quality and the distribution of QE scores before and

after the proposed strategies, where the paired t-test has a significance level of 0.05.

Experimental results

From Table 5.3, for the comparison between the Baseline and the SGBC engine in Zh (Zh→En),

they exhibit average differences, denoted as x̄d, of 0.024 and a standard deviation of differences

Sd of 0.109, with a test statistic of 7.18, corresponding to a p-value < 0.001. Similarly, the p-

value in comparison between the Baseline and SGBD engines in Zh (Zh→En) is less than 0.001.

It means that at a significance level of 0.05, both rejected Null Hypothesis (H0), where H0 refers

to the QE scores of translation difference between the averages of after (SGBC or SGBD) and

before (Baseline) is not big enough to be statistically significant. Instead, Alternative Hypothesis

(H1) is accepted that the translation quality of SGBC and SGBD engines have statistically

significant differences with the Baseline engine. Similar results are found for Ru (Ru→En) and

De (De→En) translations, indicating that the proposed strategies result in noticeable variations

in translation quality compared to the Baseline engines, and such variations are statistically

significant in three MT scenarios. Figure 5.2 also shows the distribution characteristics of the

Baseline and the two SGB engines in terms of QE scores for three MT scenarios via the box plot.

Even though the BLEU scores favor SGBC engines as shown in Table 5.1, the box plots indicate

that SGBD engines have a higher distribution of QE scores than SGBC engines. Specifically,

the upper quartile, lower quartile, and median values in the box plot for SGBD engines are

higher than those for the Baseline and SGBC engines in three MT directions. This finding is

consistent with Table 5.2, which also suggests that the translation quality of SGBD engines is

commonly slightly superior to SGBC engines.

Language Sample size Models x̄d Sd Test statistic P-value

Zh 1000 Baseline
SGBC 0.024 0.109 7.18 p < 0.001
SGBD 0.032 0.111 9.12 p < 0.001

Ru 1000 Baseline
SGBC 0.024 0.042 18.38 p < 0.001
SGBD 0.034 0.045 23.67 p < 0.001

De 1000 Baseline
SGBC 0.007 0.113 2.16 p = 0.030
SGBD 0.012 0.110 3.61 p < 0.001

Table 5.3: Comparison of Baseline and SGB engines using paired t-test for the PUD corpus
translations of three source languages.
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Figure 5.2: The distribution of the QE scores for the translations in the three MT directions is
shown in the box plots.

5.4.2 Sentence Length

The experiment also investigates which Sentence Length (Sen L) of the source language sen-

tence benefits most from the proposed strategies for better translation quality. After translating

sentences from the PUD corpus in the three languages using the Baseline, SGBC, and SGBD

engines and scoring them using the QE model, the experiment ranks the translations from high-

est to lowest quality according to their QE scores and considers the bottom 30% as low-quality

translations (300 translations). In order to make a classification of the source language sen-

tences with different sentence lengths, the experiment again divides the low-quality translations

based on the length of their source language sentences. It is important to acknowledge that

no explicit rules dictate the distribution requirements for sentence length. Consequently, the

subsequent definitions and categorizations of sentence lengths aim to more thoroughly examine

how the proposed strategies effectively identify and distribute QE scores based on the length of

sentences in the source language. Given an x-length source language sentence corresponding to

a low-quality translation, if x ≤ 25, it is considered a Short-length (S) sentence. If 25 < x ≤ 45,

it is considered a Medium-length (M) sentence. If 45 < x, it is a Long-length (L) sentence.

Given the differences in characters and words between the three languages (Chinese does not

have space between the characters), Russian and German both follow another classification rule.

Given a source langauge sentence of length x, if x ≤ 14, it is a Short-length (S) sentence. If

14 < x ≤ 24, it is a Medium-length (M) sentence. If 24 < x, it is a Long-length (L) sentence.
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Subsequently, the average QE score of low-quality translations according to sentence length

is calculated for each language to investigate the difference in the quality improvement of the

proposed SGB engines on low-quality translations.

Experimental results

Zh
Sen L Samples Baseline SGBC SGBD

L 93 0.425 0.512 0.508
M 142 0.423 0.500 0.517
S 65 0.434 0.543 0.560

Ru
Sen L Samples Baseline SGBC SGBD

L 32 0.719 0.751 0.745
M 155 0.698 0.746 0.750
S 113 0.686 0.752 0.747

De
Sen L Samples Baseline SGBC SGBD

L 57 0.513 0.554 0.549
M 150 0.512 0.561 0.586
S 93 0.482 0.574 0.578

Table 5.4: Average QE scores based on the length of the source language sentences for the three
MT engines for low-quality translations.

The translation quality of the proposed SGB engines is significantly improved compared with

the Baseline engines in all three MT scenarios, as shown in Table 5.4. When it comes to trans-

lating source language sentences, SGBD engines tend to excel with medium and short-length

sentences, while SGBC engines perform better with longer sentences. In general, translations

are most significantly improved when the source language sentences are medium or short in

length. However, this phenomenon is not reflected in the previous BLEU scores, where those

two SGB engines only have a slight performance advantage. The BLEU score is one of the

evaluations that can reflect the performance of the MT engine, while the translation perfor-

mance provided is based on one standard reference translation in the domain of the training

set. The ability of the MT engines to generalize and clarify sentence structure is put into higher

demand, as language and syntactic knowledge are diverse, where the PUD corpus also contains

out-of-domain sentences (not only news but also wikis). The SGB engines provide more ac-

curate and fluent translations of the PUD corpus containing out-of-domain sentences without

sacrificing BLEU scores, reflecting that syntactic knowledge on the graph via GAT can enrich

the representations from BERT and guide the decoder in an MT engine learning of syntactic

knowledge of the source language sentences.
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5.4.3 Syntactic Relations

A sentence contains different dependency relations to indicate the syntactic structure of the

sentence. What dependency relations in the source language sentence can be better clarified

and learned by the SGB engines to improve the translation quality? In other words, which

dependency relations in the source language sentence benefit the most and thus contribute to

the quality of the translation? The experiment retains the low-quality translations and groups

the source language sentences of the low-quality translations according to their dependency

relations. Given that the current dependency relation is d, source language sentences containing

d in the low-quality translations are grouped together. The experiment investigates the average

QE scores of low-quality translations corresponding to the groups of dependency relation for

source language sentences before and after applying the proposed strategies.

Experimental results

Table 5.5 to Table 5.7 lists how dependency relations in source language sentences change and

benefit from the proposed SGB engines in each MT direction. Source language sentences con-

taining such dependency relations are recognized better to varying degrees and produce better

translations by the SGB engines, where their translations have higher average QE scores than

the Baseline engines. Although both the SGBC and SGBD engines apply syntactic knowledge

on graphs via GAT, their focus on dependency relations can be different and generate differ-

ent qualities of translation, as shown in Table 5.8. For example, in the SGBC engine, the

dependency relation called flat (flat multiword expression) has a significant average QE score

compared to that of the Baseline engine. However, such a dependency relation does not have

the same effect in the SGBD engine. The difference between the QE score of the Baseline and

SGBD engines is less significant than the SGBC engine results. The dependency relation called

flat:name (names) has an average QE score of 0.761 in Ru in the SGBC engine. When compared

to the average QE score of such a relation in the Baseline engine, this relation ranks fourth in

terms of score difference between the Baseline and SGBC engines. However, flat:name does not

appear in the top five average QE score differences between the Baseline and SGBD engines.

cop (copula) in De also has a similar case.

Nevertheless, some dependency relations in source language sentences are still treated similarly

in SGBC and SGBD engines, resulting in a similar average QE score difference between them
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Bad Translations (Zh) Sentences Baseline SGBC SGBD
acl:relcl 112 0.435 0.515 0.505
advcl 118 0.430 0.512 0.518
advmod 197 0.433 0.512 0.522
amod 82 0.435 0.528 0.520
appos 109 0.404 0.482 0.518
aux 147 0.421 0.514 0.532
aux:pass 147 0.436 0.477 0.525
case 222 0.428 0.511 0.526
case:loc 90 0.429 0.523 0.531
cc 49 0.436 0.513 0.512
ccomp 92 0.441 0.513 0.524
clf 109 0.437 0.527 0.533
compound 216 0.427 0.512 0.524
conj 55 0.435 0.521 0.518
cop 79 0.426 0.520 0.511
csubj 19 0.410 0.483 0.509
dep 123 0.429 0.514 0.513
det 70 0.438 0.530 0.528
discourse:sp 30 0.388 0.502 0.501
flat 41 0.387 0.494 0.473
flat:name 57 0.415 0.518 0.506
iobj 6 0.387 0.422 0.511
mark 63 0.424 0.510 0.529
mark:adv 3 0.365 0.427 0.386
mark:prt 80 0.435 0.532 0.517
mark:relcl 137 0.431 0.518 0.513
nmod 154 0.429 0.509 0.523
nsubj 283 0.426 0.510 0.523
nsubj:pass 21 0.423 0.512 0.545
nummod 162 0.429 0.514 0.522
obj 238 0.428 0.514 0.522
obl 140 0.432 0.511 0.534
obl:agent 8 0.379 0.576 0.597
obl:patient 8 0.365 0.460 0.434
obl:tmod 60 0.417 0.509 0.495
xcomp 114 0.438 0.522 0.528
root 300 0.426 0.514 0.523

Table 5.5: Translation quality of Chinese sentences under different MT engines according to
dependency relations.
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Bad Translations (Ru) Sentences Baseline SGBC SGBD
acl 57 0.708 0.758 0.749
acl:relcl 53 0.706 0.756 0.747
advcl 58 0.695 0.739 0.752
advmod 165 0.704 0.750 0.747
amod 228 0.707 0.753 0.752
appos 43 0.695 0.742 0.740
aux 10 0.700 0.764 0.777
aux:pass 36 0.718 0.749 0.760
case 265 0.702 0.748 0.748
cc 135 0.698 0.751 0.748
ccomp 32 0.681 0.745 0.747
compound 3 0.758 0.802 0.811
conj 137 0.699 0.749 0.748
cop 30 0.720 0.774 0.781
csubj 14 0.699 0.748 0.757
det 112 0.697 0.747 0.746
fixed 50 0.688 0.742 0.750
flat 34 0.696 0.730 0.738
flat:foreign 31 0.678 0.701 0.727
flat:name 64 0.703 0.761 0.751
iobj 61 0.700 0.746 0.746
mark 65 0.703 0.745 0.750
nmod 225 0.705 0.750 0.751
nsubj 265 0.701 0.749 0.748
nsubj:pass 49 0.708 0.750 0.754
nummod 38 0.707 0.748 0.762
nummod:gov 25 0.716 0.769 0.759
obj 152 0.705 0.755 0.756
obl 244 0.701 0.749 0.749
obl:agent 4 0.716 0.748 0.734
orphan 6 0.608 0.768 0.719
paratax 54 0.693 0.725 0.724
xcomp 78 0.712 0.760 0.757
root 300 0.700 0.748 0.750

Table 5.6: Translation quality of Russian sentences under different MT engines according to
dependency relations.
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Bad Translations (De) Sentences Baseline SGBC SGBD
acl:relcl 83 0.506 0.578 0.582
advcl 56 0.514 0.570 0.556
advmod 181 0.506 0.573 0.582
amod 187 0.507 0.567 0.571
appos 92 0.500 0.556 0.565
aux 77 0.520 0.586 0.597
aux:pass 62 0.498 0.576 0.556
case 276 0.504 0.568 0.574
cc 140 0.509 0.565 0.561
cc:preconj 5 0.539 0.591 0.597
ccomp 43 0.514 0.575 0.579
compound 65 0.495 0.577 0.565
compound:prt 46 0.493 0.579 0.595
conj 146 0.510 0.565 0.561
cop 77 0.502 0.577 0.586
csubj 6 0.449 0.566 0.554
csubj:pass 4 0.491 0.464 0.504
det 277 0.504 0.565 0.571
expl 19 0.486 0.573 0.589
flat 5 0.442 0.553 0.625
flat:name 71 0.505 0.551 0.565
iobj 20 0.546 0.590 0.589
mark 87 0.511 0.561 0.570
nmod 176 0.517 0.570 0.574
nmod:poss 73 0.508 0.572 0.556
nsubj 271 0.504 0.571 0.574
nsubj:pass 54 0.504 0.580 0.575
nummod 47 0.507 0.581 0.562
obj 178 0.506 0.576 0.577
obl 249 0.502 0.544 0.574
obl:tmod 47 0.501 0.531 0.557
parataxis 19 0.512 0.573 0.546
xcomp 49 0.513 0.565 0.553
root 300 0.503 0.570 0.574

Table 5.7: Translation quality of German sentences under different MT engines according to
dependency relations.
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Zh
Baseline SGBC Baseline SGBD

obl:agent 0.379 0.576 obl:agent 0.379 0.597
discourse:sp 0.388 0.502 iobj 0.387 0.511
flat 0.387 0.494 nsubj:pass 0.423 0.545
flat:name 0.415 0.518 appos 0.404 0.518
mark:prt 0.435 0.532 discourse:sp 0.388 0.501

Ru
Baseline SGBC Baseline SGBD

orphan 0.608 0.768 orphan 0.608 0.719
aux 0.700 0.764 aux 0.700 0.777
ccomp 0.681 0.745 ccomp 0.681 0.747
flat:name 0.703 0.761 discourse 0.614 0.676
fixed 0.688 0.742 fixed 0.688 0.750

De
Baseline SGBC Baseline SGBD

csubj 0.449 0.566 flat 0.442 0.625
flat 0.442 0.553 csubj 0.449 0.554
expl 0.486 0.573 expl 0.486 0.589
compound:prt 0.493 0.579 compound:prt 0.493 0.595
compound 0.495 0.577 cop 0.502 0.586

Table 5.8: For each source language, the top 5 dependency relations in source language sentences
are listed where there is the most significant difference in average QE scores between the Baseline
and SGB engines.

and the Baseline engines. For example, when computing the average QE score difference with

the Baseline engine, obl:agent (agent modifier) is always in first place in Zh for SGBC and

SGBD engines. Similarly, orphan (orphan), aux (auxiliary) and ccomp (clausal complement)

in Ru show the ranking of the average QE score differences between the Baseline engine and

the SGB engines, where they are still in the top three of the maximum score differences. Also,

when comparing the average QE scores difference between the Baseline engine and the SGB

engines separately, the top four positions in De are occupied by csubj (clausal subject), flat,

expl (expletive), and compound:prt (phrasal verb particle).

The difference between SGBC and SGBD engines is whether there are GAT representations

that directly guide the decoder in the feature extraction of source language sentences in an

MT engine. The fact that they each selectively process some syntactic structures in the source

language sentences to improve the translation quality means that the decoder also learns knowl-

edge directly from GAT, which is responsible for these differences. However, incorporating GAT

representations directly into the decoder does not guarantee that it would be helpful for the

MT engine. For instance, in the SGBC engines, discourse:sp in Zh, flat:name in Ru, and advcl

in De have higher average QE scores than those of the SGBD engines, as shown in Table 5.5 to

Table 5.7. This may be because the SGBD engine overemphasizes the syntactic knowledge of
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the source language sentences, which leads to knowledge redundancy and a negative impact on

the quality of the translation.

As discussed, the SGBC and SGBD engines are similar in their efforts to handle some depen-

dency relations in source language sentences and thus improve translation quality so that those

dependency relations would have a similar top ranking in average QE score difference compared

to the Baseline engines. The syntactic tree information, as encoded by the GAT, exhibits a level

of universality. Consequently, even with the structural variations between the SGBC and SGBD

engines, the treatment of syntactic structures in the source language sentences is maintained in

a similar fashion.

5.4.4 Disruption of Sentence Order

Informal sentences mostly allow for some intentional bending of rules and conventions. They

prevent the MT engines from efficiently recognizing the structure and semantics of the source

language sentences since these sentences do not follow the strict syntactic rules that academic

writing does. The proposed SGB engines benefit translation quality if the source sentences

follow strict syntactic rules. Whether they can assist the MT engines in recognizing the source

sentences if they do not follow the syntactic rules or even violate the syntax still needs to be

discussed. Therefore, the experiments disrupt the order of the source language sentences in

their words in the PUD corpus of each language to verify how topological syntactic knowledge

via GAT and BERT determines the translation quality. Given a source language sentence

A B C D E F G, the sentence is randomly disordered into C B A G F E D. These new

disordered source language sentences are then translated by the Baseline and the SGB engines,

where the automatic parser inside the MT engines also performs syntactic structure analysis on

these scrambled sequences, which means that the syntactic representations from the parser fed

into the model could also be potentially damaged. The QE model then scores the translation

quality between unmodified source language sentences and translations. In order to confirm the

effectiveness of incorporating syntactic knowledge via GAT into the MT engines, the experiment

also randomly selected the same 50 translations from the Baseline, SGBC, and SGBD engines

and compared their translation quality, which is done in such a poor-case scenario.
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Figure 5.3: When the words in the source language sentences are disordered, the box plots
display the distribution of QE scores for the translations in the three MT directions.

Figure 5.4: Translation quality distribution of the 50 source language sentences translated by
different MT engines in three MT directions.

Experimental results

According to Figure 5.3, the Baseline and SGB engines experience a significant decrease in

translation quality in the three MT directions when the words in the source language sentence

are not in the correct order, compared with what is observed in Figure 5.2. The QE scores

distribution of the SGB engines is slightly higher than that of the Baseline engines, which indi-

cates that the improvement in translation quality is a result of the explicit syntactic knowledge

via GAT, providing further evidence of the effectiveness of the SGB engines. However, this

improvement is limited. The median of each MT engine in the box plots remains below 0.4 for

both Zh (Zh→En) and De (De→En) and below 0.6 for Ru (Ru→En), where the translation

quality remains unacceptable for all MT directions. There is no guarantee that using GAT in

the encoder or providing explicit syntactic knowledge to the decoder can result in a significant

improvement in translation quality. For example, it is unlikely that the median of the box plots

would increase sharply from below 0.4 to 0.6 as a result.
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Figure 5.4 shows the translation quality of 50 randomly selected sentences from the PUD corpus

that are translated by different MT engines. It further shows the range of translation quality

scores, with the distribution of translation quality for the SGB engines being very similar to

that of the Baseline engines in general, where Zh and De translations mainly concentrate around

0.3-0.4, and Ru in the range of 0.6-0.7. While the SGB engines may produce slightly better

translations than the Baseline engines in some instances, the increase in translation quality is

minimal, such as an increase from 0.35 to 0.38.

It suggests that BERT plays a more significant role than GAT in determining the representation

of the source language sentence and translation quality. Although it is pre-trained on a large

corpus, it cannot recover and guess the source language sentence meaning as humans do if

the sentence order is disrupted in the MT scenarios. Graph-based syntactic knowledge via

GAT helps the encoder or the decoder better understand the structure of the source language

sentences, but it cannot directly and fundamentally improve translation quality.

5.5 Investigation of Syntactic Knowledge

Although the translation quality benefits from the syntactic knowledge on the graphs, how does

GAT relate to the translations and affect BERT? Could the dependency relations in the source

language sentences that GAT learns be a factor contributing to improved translation quality?

How does BERT deal with the knowledge from GAT, even though BERT knows the syntactic

knowledge in pre-training? Therefore, the experiments involving syntactic predictions in GAT

and representational similarity analysis in BERT aim to investigate the interpretability of the

SGB engines in terms of syntactic knowledge learning.

5.5.1 Syntactic Predictions in GAT

Whether GAT knows syntactic knowledge is one of the clues for translation quality improvement.

If GAT can learn about syntactic knowledge, what dependency relations are easy for GAT to

go through? Therefore, a syntactic dependency prediction task for GAT is proposed. The task

involves transferring source language sentences from each PUD corpus (Chinese PUD, Russian

PUD, and German PUD) to a bidirectional graph, as discussed in Chapter 4.2. The current

node must consider all its neighbors information, where the nodes on the graph are the words

in the sentence, and the edges between the nodes are the dependency connections between the
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words. GAT needs to predict the relationships (dependency relations) between nodes based on

the node information (words) and the edges (dependency connections).

The GAT not trained for the MT scenarios is the test subject in the experiments to reflect

its true mastery of syntactic knowledge. It is because the syntactic knowledge learned by the

GAT trained for the MT scenarios comes from the parser. The syntactic annotations generated

by the parser may not be correct, however, it is still possible for GAT to remain capable

of effectively modeling and representing them. Neither gold dependency detection nor parser

dependency detection for GAT trained on the MT scenarios can imply robust or failure learning

for syntactic knowledge. E.g., given a dependency relation called appos (appositional modifier),

it may be defined differently in gold PUD and parser annotations. If the experiment uses gold

annotation to detect GAT trained in the MT scenarios in terms of syntactic knowledge, the

experiment can not conclude that GAT does not know appos (if GAT cannot learn appos well),

where the truth is that GAT robustly models and represents parser annotations in the MT

scenarios. Similarly, if the experiment uses syntactic knowledge from the parser annotation to

test the GAT trained in the MT scenarios, the GAT shows strong learning ability for the appos

from the parser, whereas given that the parser annotation is wrong, the experiment can not

conclude that the GAT can master the dependency relation called appos.

The number of GAT layers in the experiments is all 2 layers, while the number of attention

heads is 6 for the Chinese (Zh) test and 4 for the Russian (Ru) and German (De) tests. Word

embedding = 768, optimizer = Adam, learning rate = 5e-5, dropout = 0.1, and F1-score is the

evaluation metric. The parameters of the GAT are the same as those in the SGB engines in

three MT directions. The training and test sets for each language are divided into 850 and 150

sentences in the experiment.

Experimental results

As shown in Table 5.9, GAT can learn some dependency relations better, and most have F1-

scores of 0.9 or higher. Section 5.4.3 shows which dependency relations in the source language

sentences are better recognized by SGB engines, improving translation. This experiment re-

veals a link between prediction performance for dependency relations in GAT and translation

quality: When GAT has good prediction performance for some dependency relations, the trans-

lation quality of source language sentences containing such relations can be improved in the
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Zh
GAT Prediction Baseline SGBC SGBD

mark 0.986 0.424 0.510 0.529
cc 0.984 0.436 0.513 0.512
conj 0.970 0.435 0.521 0.518
nummod 0.965 0.429 0.514 0.522
root 0.955 0.426 0.514 0.523
cop 0.945 0.426 0.520 0.511
det 0.935 0.438 0.530 0.528
case 0.934 0.428 0.511 0.526
nmod 0.933 0.429 0.509 0.523
amod 0.927 0.435 0.528 0.520

Ru
GAT Prediction Baseline SGBC SGBD

det 0.990 0.697 0.747 0.746
root 0.987 0.700 0.748 0.750
amod 0.982 0.707 0.753 0.752
case 0.978 0.702 0.748 0.760
aux:pass 0.974 0.718 0.749 0.760
cop 0.971 0.720 0.774 0.781
advmod 0.934 0.704 0.750 0.747
cc 0.930 0.698 0.751 0.748
flat:foreign 0.921 0.678 0.701 0.727
obl 0.900 0.701 0.749 0.749

De
GAT Prediction Baseline SGBC SGBD

case 0.992 0.504 0.568 0.574
cc 0.987 0.509 0.565 0.561
det 0.987 0.504 0.565 0.571
mark 0.981 0.511 0.561 0.570
advmod 0.932 0.506 0.573 0.582
root 0.931 0.503 0.570 0.574
aux:pass 0.927 0.498 0.576 0.556
amod 0.913 0.507 0.567 0.571
flat:name 0.876 0.505 0.551 0.565
aux 0.868 0.520 0.586 0.597

Table 5.9: The top 10 highest prediction scores of GAT for dependency relations in different
source language sentences and the translation quality changes from different MT engines for
these sentences.

MT scenarios. For example, when considering the dependency relation called conj (conjunct)

in Zh, with a strong prediction score of 0.970, the translation quality of source language sen-

tences that contain this relation is enhanced from 0.435 (Baseline) to 0.521 (SGBC) and 0.518

(SGBD). Similarly, det (determiner) in Ru obtains the highest prediction score of 0.990, and

the translation quality of the source language sentences containing this relation is also improved

from 0.697 (Baseline) to 0.747 (SGBC) and 0.746 (SGBD). Such a phenomenon is also observed

in De in terms of syntactic prediction and translation quality. It reveals that the prediction of

syntactic knowledge in GAT can be one of the factors of translation quality improvement.

However, some dependency relations with low prediction scores also lead to an increase in
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translation quality (more details are in Appendix Sec C.1). For example, the prediction scores

for xcomp in Zh, Ru, and De are 0.423, 0.623, and 0.224, respectively. Despite this, SGB engines

can still recognize these relations in the source language sentences more accurately, leading to

better translations. One possible reason for the low prediction score of GAT could be due to

the insufficient number of dependency relations present in the PUD corpus, which can lead to

ineffective learning of such a syntactic feature. Alternatively, it could be because the encoder

or decoder needs a more explicit representation of source language sentence structure in the

MT engines rather than solely relying on whether the relation annotation itself is correct (the

parser can produce different and wrong syntactic dependency annotations).

5.5.2 Representational Similarity Analysis

A method called Representational Similarity Analysis (RSA) is used to compare the similarities

between various neural network representation spaces. Inspired by Merchant et al. (2020), n

examples are used to compare differences in the representations of two neural networks based

on RSA. The representations are converted into a similarity matrix, the Pearson correlation is

then calculated by comparing the flat upper triangles of the similarity matrix to determine the

similarity score between the representation spaces. The experiment aims to investigate whether

syntactic knowledge on the graphs via GAT also affects the representation space of BERT to

improve the modeling of source language sentences. Source language sentences corresponding

to the 300 low-quality translations are grouped as stimuli according to the type of dependency

relations. Given that the current dependency relation is x, any source language sentences

corresponding to low-quality translations would be grouped as the stimulus. The experiments

extract BERT from the Baseline engine and the SGB engines to compare their representations

(e.g., Baseline vs SGBC), and the kernel for all tests is cosine similarity. The RSA score has a

range of -1 to 1. A score of -1 means a complete negative correlation, 0 means no correlation,

and +1 means a complete positive correlation.

Experimental results

The outcomes of the RSA experiment, which compares the BERT in the Baseline and SGB

engines based on the syntactic prediction scores of GAT, are presented in Table 5.10. Based on

the experimental results, it can be observed that the comparison of representation changes in

each layer of BERT (Baseline vs SGBC and Baseline vs SGBD) reveals that the lowest RSA
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Zh
GAT RSA (Baseline vs SGBC) Layer RSA (Baseline vs SGBD) Layer

mark 0.986 0.418 5 0.407 3
cc 0.984 0.274 4 0.354 5
conj 0.970 0.380 5 0.340 4
nummod 0.965 0.274 4 0.237 3
root 0.955 0.216 4 0.390 4

Ru
GAT RSA (Baseline vs SGBC) Layer RSA (Baseline vs SGBD) Layer

det 0.990 0.426 4 0.408 3
root 0.987 0.466 3 0.504 3
amod 0.982 0.444 3 0.391 4
case 0.978 0.462 4 0.413 4
aux:pass 0.974 0.357 3 0.327 3

De
GAT RSA (Baseline vs SGBC) Layer RSA (Baseline vs SGBD) Layer

case 0.992 0.686 5 0.759 2
cc 0.987 0.591 6 0.741 6
det 0.987 0.584 8 0.817 6
mark 0.981 0.676 6 0.769 6
advmod 0.932 0.733 6 0.774 8

Table 5.10: Top-5 highest F1-score of syntactic knowledge learning on the graph and its BERT
layer with the lowest similarity in RSA analysis for each language.

scores are typically found in the lower and middle layers of BERT. Specifically, for Zh and Ru,

the lowest RSA scores are concentrated in layers 3-5, while for German, they are concentrated

in layers 5-8 (more details are in Appendix Sec C.2).

The representation of one of the lower and middle layers of BERT undergoes significant changes,

regardless of whether GAT effectively predicts such a dependency relation in source language

sentences. For example, the nummod (numeric modifier) prediction score by GAT is 0.965 in

Zh. When comparing the lowest RSA scores of Baseline and SGBC engines by BERT, it shows

that the lowest RSA score is in layer 4 in BERT with only 0.274. Similarly, the lowest RSA

score of Baseline and SGBC engines by BERT occurs in layer 3 with a value of 0.237. The

predicted score for ccomp (clausal complement) by GAT is only 0.337. However, in the above

comparisons, the lowest RSA scores are discovered in layer 4 of BERT, with values of 0.403 and

0.249, respectively.

The MT engine uses BERT and GAT as its encoder, which works independently. However, when

comparing the RSA for BERT in different MT engines, the lowest RSA scores are consistently

observed in the lower and middle layers of BERT. It means that using GAT to understand the

structures of source language sentences can enable BERT to re-evaluate the input sentence in a

manner that produces more advantageous features for sentence representation by the decoder
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via fine-tuning in an MT engine. Typically, the lower and middle layers of BERT concentrate on

the surface and syntactic knowledge of the sentence, while the higher layers are more concerned

with understanding the high-level semantic information. Even though the lower and middle

layers of BERT tend to have the lowest RSA scores, there is still a noticeable variation in the

RSA scores of its higher layers. This also suggests that representation changes in the lower or

middle layers of BERT have an impact on the representation of advanced linguistic knowledge

within the model.

5.6 Investigation of Pre-trained Language Model

This chapter demonstrates that modeling explicit syntactic knowledge via GAT and BERT

somewhat improves translation quality. To further verify the feasibility of the proposed strat-

egy on other large pre-trained language models, the experiments replace BERT with XLM-R

(Conneau et al., 2020) in the MT engines. XLM-R is trained on 2.5 TB of text data on the

Common Crawl large corpus and supports 100 languages. It is still based on the Transformer

encoder architecture (12 or 24 layers), which is compatible with the Transformer model. XLM-R

differs from BERT in three aspects. Its input is a text stream of any number of sentences (the

same language) instead of a text pair of two sentences in BERT. Moreover, XLM-R combines

different languages for pre-training, allowing the model to grasp more cross-linguistic informa-

tion. The NSP strategy in BERT is also removed, and model parameters are tuned to generate

a larger shared vocabulary.

BERT is replaced with XLM-R-large11 (16 attention heads, 24 layers) for the Baseline, SGBC

and SGBD engines in all three MT scenarios. The MT engines containing XLM-R are called

Baseline-X, SGBC-X, and SGBD-X to differentiate from the previous MT engines (Baseline,

SGBC, and SGBD). The Chinese and Russian MT engines (Zh→En and Ru→En) are still

trained based on the UNPC12 corpus, and German MT engines (De→En) are Europarl13. The

training set size is 0.1M sentence pairs, and the validation and test sets are 6,000 parallel sentence

pairs. Experiment sets embedding dimension = 1024, the learning rate (excluding GAT) = 2e-5,

the learning rate of GAT = 5e-5, dropout of GAT = 0.1, batch size = 8, optimizer = Adam,

cross entropy as the loss function. All MT engines are trained on RTX 3090 GPU.

11https://huggingface.co/xlm-roberta-large
12https://opus.nlpl.eu/UNPC.php
13https://opus.nlpl.eu/Europarl.php
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Experimental results

Size Baseline-X SGBC-X SGBD-X
Zh→En

0.1M
26.28 26.59 27.13

Ru→En 23.62 23.86 24.01
De→En 22.93 23.28 23.46

Table 5.11: BLEU scores in three MT directions for the MT engine replacing BERT with XLM-
R-large.

Figure 5.5: QE score intervals and numbers for translations from the Baseline, SGBC-X, and
SGBD-X engines in three different MT directions.

As shown in Table 5.11, the SGBC-X and SGBD-X engines continue to have higher overall BLEU

scores than the Baseline engines in the three translation directions. In particular, the SGBD-X
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engine has a higher BLEU score than the SGBC-X engine in every translation direction. Figure

5.5 illustrates the QE scores of the translations of the source language sentences in the PUD

corpus for each engine. Y-axis denotes the number of sentences, and the x-axis denotes the

range of scores for the QE scores of the translations. E.g., the x-axis is 0.6 representing the set

of translations with QE scores greater than or equal to 0.6 and less than 0.7.

According to Figure 5.5, it can be seen that the Baseline engines have the highest number

of sentences in the intervals with x-axis values of 0.2, 0.3, and 0.4 in Zh (Zh→En) and De

(De→En). In these intervals, SGBD-X engines provide better translation quality than SGBC-

X engines. This is because SGBD-X engines have fewer translations in these intervals, which

means that more translations are present in the higher-scoring intervals. A similar trend can be

observed in Ru (Ru→En) when the x-axis is 0.4 and 0.5. The Baseline engine still concentrates

more number of translations in the interval where the x-axis is 0.4 and 0.5 than SGBC-X and

SGBD-X engines. Once the x-axis hits 0.5, the translations of Zh and De experience a change

in their number, with the SGBC-X and SGBD-X engines generally starting to outperform the

Baseline engines, and this trend continues until the x-axis is 0.8. A similar situation can also be

observed in Ru, where the SGBC-X and SGBD-X engines contain more number of translations

than the Baseline engine when the x-axis is 0.7 and 0.8. It means that the modeling of syntactic

knowledge on the graphs via GAT still benefits the improvement of translation quality in three

MT directions for another large pre-trained language model other than BERT. It improves the

translations with low QE scores reducing their number as much as possible and includes more

translations into the interval with high QE scores.

XLM-R has a deeper model layer and accepts a larger corpus in pre-training relative to BERT.

One conjecture is that although it has theoretically more implicit knowledge than BERT, such

knowledge is only partially exploited in MT scenarios similar to Chapter 3. BERT knows

syntactic knowledge according to syntactic probing experiments, while the MT engines still

fail to detect some of them, resulting in low-quality translations. Another conjecture is that

the MT engine also has other neural network modules in the encoder or decoder part, these

neural networks are more require explicit syntactic knowledge on the graphs via GAT to enrich

their sentence representations than XLM-R. Overall this experiment reflects the feasibility of

syntactic knowledge on the graphs with XLM-R, implying that the proposed strategies can also

work for another large pre-trained language model not limited to BERT.
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5.7 Conclusions

This chapter proposes two SGB engines, which fuse syntactic knowledge on graphs via GAT and

BERT, to improve translation quality. Experiments show that the SGB engines improve the

quality of translations, confirmed by the QE score in three MT directions, without sacrificing

the BLEU scores. The experiments also provide clarity on the source language sentence lengths

that benefit the most from the SGB engines, resulting in low-quality translation improvements.

Additionally, the investigation has shown how SGB engines better recognize dependency re-

lations in source language sentences to improve translation quality. However, improving the

translation quality relies on using BERT in the SGB engines. If BERT fails to accurately iden-

tify and model source language sentences, syntactic knowledge on the graphs via GAT would

not significantly enhance translation quality.

Further experiments are conducted to determine the reason for the change in translation quality.

These experiments show that the predictions of dependency relations of the source language

sentences by GAT can have a positive relationship with translation quality. And such modeling

via GAT can make the middle and bottom layers of BERT reconsider the syntactic structure

of source language sentences despite GAT not being integrated into BERT and even be helpful

when it comes to another pre-trained language model as the encoder in the MT engines.

In conclusion, this is the first study to present BERT and syntactic knowledge on graphs via GAT

in the MT engine, validating the possibilities and potential of GNN and pre-trained language

models working together based on the Transformer model in MT scenarios. Future research can

be aimed at using other GNNs to model more critical linguistic knowledge and fusing it with

larger pre-trained language models in MT scenarios to further improve translation quality.
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Conclusions

NMT is currently the most widely used approach in both research and practical applications

of MT. However, current NMT engines have limitations in fully understanding the syntactic

knowledge of the source language sentences during the training process, leading to potential

syntactic errors or oversights when translating into the target language. Therefore, this thesis

centers on the feasibility of fusing the pre-trained language model BERT with the graph-based

syntactic knowledge via GAT to guide the MT engines to concentrate on syntactic dependen-

cies of the source language sentences and thus improve low-quality translations in the target

language.

This study first investigates what BERT understands about syntactic dependencies of the source

language sentences from the PUD corpus before and after MT fine-tuning (Zh→En, Ru→En,

De→En) via syntactic probing experiments and clarifies the correlation between dependency

relations of the source language sentences and translation quality in the target language through

the QE model and chi-square test. The experiments have revealed that there are three syntac-

tic phenomena in BERT when predicting dependency relations in source language sentences,

giving insight into its overall learning criteria in terms of syntactic dependencies. During the

investigation of each dependency relation predicted by BERT, typical prediction trends called

syntactic patterns are also observed between each dependency relation. These syntactic pat-

terns include Smooth, Climb + Decline, and Fluctuate, which can be identified by example

dependency relations such as nummod (numeric modifier) in Zh for Smooth, obj (object) in Ru

for Climb + Decline, and parataxis (parataxis) in De for Fluctuate. BERT can also construct

a coherent learning process for some dependency relations (mainly centered on the functional
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category called core arguments in relation to the head in the UD taxonomy) across different

source languages, resulting in a similar syntactic pattern even though pre-training strategies

and source languages are different. After being fine-tuned for the MT directions, the ability of

BERT to comprehend most dependency relations decreased overall. Their prediction curve in

each BERT layer would be lower than before fine-tuning. However, its syntactic patterns would

not shift in most cases: where one dependency relation has the syntactic patterns called Smooth

before the MT fine-tuning, it is not likely to change to Fluctuate after the MT fine-tuning. This

means that MT fine-tuning is not an effective way to strengthen the syntactic dependencies

in BERT. Instead, BERT has established a set manner of considering syntactic dependencies

during pre-training. In order to prioritize the significance of syntactic dependencies in MT di-

rections, there are two feasible options: training BERT from scratch for syntactic dependencies

or utilizing other neural networks to model and represent syntactic knowledge working with

BERT in an MT engine.

In addition, QE models and chi-square tests confirm that dependency relations in source lan-

guage sentences are one of the factors affecting the translation quality of target language sen-

tences. The Baseline engines (BERT is the encoder) fail to detect some sentence structures

defined by dependency relations in source language sentences, resulting in low-quality trans-

lations in the target language, e.g., dep (unspecified dependency) and advcl (adverbial clause

modifier) in Zh→En, conj (conjunct) and cc (coordinating conjunction) in Ru→En, compound

(compound) and nsubj (nominal subject) in De→En. In these translation directions, five typical

dependency relations across all the source language sentences frequently fail to be detected by

the MT engines resulting in low-quality translations in the target language, namely appos (ap-

positional modifier), case (case marking), flat (flat multiword expression), flat:name (names),

and obl (oblique nominal), which can be a common weakness of BERT working with Trans-

former model in MT directions. Moreover, such dependency relations from the source language

sentences affecting low-quality translation can be linked to the predictions given by probes in

syntactic probing experiments for BERT, where a higher prediction score tends to be in the

middle layer (layer-6) than in the top layer (layer-12) in BERT after MT fine-tuning, such as the

F1-score for obl (oblique nominal) in BERT fine-tuned for Zh→En direction is 0.39 in layer-6

and 0.31 in layer-12, 0.98 in layer-6 and 0.91 in layer-12 for case (case marking) in Ru→En

direction, 0.73 in layer-6 and 0.68 in layer-12 for nsubj (nominal subject) in De→En direction.
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To summarise, the results of syntactic probing experiments have provided a better understand-

ing of what syntactic dependencies of the source language sentences that BERT knows both be-

fore and after MT fine-tuning. The QE model and chi-square tests have demonstrated evidence

of how and which dependency relations from the source language sentences impact translation

quality, which highlights the importance of recognizing syntactic dependencies in BERT-based

MT engines. One practical approach to improve translation quality is making the MT engine

more accurately identify the syntactic structure of source language sentences.

In order to present syntactic dependencies of the source language sentences using a graph struc-

ture rather than sequential modeling in earlier studies, this study then conducts experiments on

predicting dependency relations in three languages (Zh, Ru, De) to examine how GAT learns

syntactic dependencies via the PUD corpus. This study also gradually increases the number of

attention heads and model layers in GAT and pairs them to examine their impact on learning

dependency relations. Based on the results of the experiments, adding more attention heads to

GAT has been shown to improve its optimal for learning syntactic dependencies. GAT tends

to utilize 4 attention heads for more accurate prediction of dependency relations in Ru and

De. Similarly, it prefers to use 6 or 8 attention heads in Zh. Their predicted scores would be

impaired if the number of model layers is more than 2, where the F1-score decreases or even

becomes a score of 0. This phenomenon can be observed in Zh, Ru, and De languages. However,

the prediction scores for specific dependency relations do not experience a significant decline

as the number of model layers increases. The following dependency relations are common to

all three languages tested: advmod (adverbial modifier), case (case marking), cc (coordinating

conjunction), mark (marker), nsubj (nominal subject), and punct (punctuation). It appears

that certain dependency relations exist that GAT can easily identify, regardless of the number

of attention heads and model layers being modified. This is true across different languages.

Additionally, in order to explore the potential of applying explicit syntactic knowledge on graphs

via GAT and BERT in MT directions, experiments are conducted to compare their ability

to predict syntactic dependencies of the source languages (Zh, Ru, De) through dependency

prediction experiments, allowing for a comparison between GAT, MT-B (BERT fine-tuned for

MT directions) and UD-B (BERT fine-tuned for PUD corpus). Paired t-tests confirm statistical

differences between GAT and MT-B in terms of overall prediction scores in three languages (Zh,

Ru, De). The experiments also indicate that GAT achieves better prediction scores for most
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dependency relations without sacrificing training speed compared to MT-B. Specifically, GAT

outperforms MT-B in predicting 25 out of 37 dependency relations in Zh, 20 out of 33 in

Ru, and 20 out of 32 in De. Although GAT prediction is effective, it has limitations when

dealing with dependency relations of fewer than 100 examples, such as nsubj:pass (passive

nominal subject) and another comparison called nsubj (nominal subject) in Zh. In particular,

there are 57 instances of nsubj:pass and 1529 instances of nsubj, where the GAT prediction

scores for these relations are 0 and 0.612, respectively. Also, when predicting the subtype

of a dependency relation, such as mark (marker) and its subtypes called mark:adv (manner

adverbializer), mark:prt (particle), and mark:relcl (relative clause) in Zh, GAT may experience

a lower prediction score and may even encounter difficulties in making accurate predictions. The

prediction score for mark is 0.980, while the scores for the its subtypes are 0.400, 0.237, and

0.756, respectively. Surprisingly, GAT can even perform better than UD-B in some dependency

relations, particularly when the number of dependency relations is over 300. For instance, the

dependency relation called nmod (nominal modifier), which has 707 examples in Zh, scores 0.919

for GAT while only achieving a score of 0.826 for UD-B. These show that syntactic dependencies

on graphs via GAT have the ability to function as a complement to syntactic knowledge working

with BERT in MT scenarios.

In summary, these experiments provide substantial evidence to validate the manner in which

the GAT acquires syntactic dependencies through its attention heads and layers. Moreover, the

syntactic differences between GAT and BERT are investigated in terms of dependency relations

to support the possibility of a further application for explicit syntactic knowledge via GAT

working with BERT in MT scenarios, which have yet to be explored in early studies.

Based on experiments and investigations for BERT and GAT in terms of syntactic knowledge,

this study proposes the SGB engines (SGBC and SGBD) in three translation directions (Zh→En,

Ru→En, De→En) where syntactic knowledge on graphs via GAT not only enriches the repre-

sentation of the BERT-based encoder but also guides the decoder understand how the source

language sentences are structured. According to the experiments, the SGB engines outperform

the Baseline engines in both BLEU and QE scores, indicating an improvement in translation

quality. The experiments also apply the PUD corpus and the QE model to determine that

SGBD engines better recognize short and medium-length source language sentences for better

translations in the target language, while SGBC engines better recognize long-length source
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language sentences. In addition, the experiments clarified what sentence structures defined by

dependency relations in the source language sentences are more effectively detected by the SGB

engines to achieve better translation quality when compared to the Baseline engines. For exam-

ple, when the Chinese source language sentences contain flat (flat multiword expression), the

average QE score of the Baseline engine for their translations is only 0.387, compared to 0.494

and 0.473 for SGBC and SGBD engines, respectively. The typical five dependency relations

in the source language sentences affecting translation quality in the three MT directions called

appos (appositional modifier), case (case marking), flat (flat multiword expression), flat:name

(names), and obl (oblique nominal) are also better identified by the SGB engines to improve

translation quality. As the experiments on disrupting the order of words in the source language

sentences show, if BERT fails to identify the source language sentences accurately, then the

syntactic knowledge on the graphs via GAT can improve translation quality, but the impact

is insignificant. This highlights the importance of having BERT correctly model the source

language sentences in SGB engines.

Moreover, the experiment of predicting dependency relations shows that the ability of GAT to

predict dependency relations in source language sentences can directly impact the quality of

translation. For instance, when predicting the relation for mark (marker) in Zh, the prediction

score of GAT is 0.986. In source language sentences that contain this dependency relation,

the average QE scores for translations with Baseline, SGBC, and SGBD engines are 0.424,

0.510, and 0.529, respectively. The predicted score for det (determiner) in Ru is 0.986, and the

average QE scores for Baseline, SGBC, and SGBD engines are 0.697, 0.747, and 0.746. RSA

experiments also show that despite GAT not being an integral component of BERT, syntactic

knowledge on the graphs via GAT can make specific layers of BERT reconsider the syntactic

structure of the source language sentences via MT fine-tuning, which is beneficial for translation

quality. When the source language sentences are Zh and Ru, the lowest RSA score of BERT

in the SGB engines is more biased towards appearing in layers 3 to 5, while De is in layers

5 to 8. There is a discussion of the potential of XLM-R as a replacement for BERT and the

use of syntactic knowledge on graphs to improve translation quality. The results indicate that

syntactic knowledge on graphs are still beneficial for all three MT directions (Zh→En, Ru→En,

De→En). Despite the small size of the datasets, it still shows the applicability of the proposed

strategy to another pre-trained language model and highlights the need for syntactic knowledge

on graphs via GAT to guide other neural networks (excluding pre-trained language models) in
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an MT engine.

In conclusion, the SGB engines (SGBC and SGBD) are the first MT engines with explicit

syntactic knowledge on graphs via GAT and the pre-trained language model BERT. They

demonstrate that graph-structured syntactic knowledge of the source language sentences and

BERT as an encoder can improve translation quality in different MT directions. Besides, the

experiments provide more insight into how and why translation quality improves from a syntactic

knowledge perspective, which earlier studies have yet to discuss. This thesis motivates more

future research into the linguistic application of graph structure knowledge and pre-trained

language model in MT scenarios. It also indicates that scoring translations using the QE

model can better reveal some linguistic phenomena in MT scenarios, providing more empirical

knowledge on how translation quality is improved.

6.1 Major Contributions

• This study investigates what the pre-trained language model BERT learns syntactic knowl-

edge before and after MT fine-tuning (Zh→En, Ru→En, De→En) via syntactic probing

experiments, clarifying its syntactic phenomena and patterns on dependency relations,

which provides better insight into the syntactic knowledge of BERT in the Transformer

model for MT scenarios.

• Distinct from the traditional BLEU metric, this study evaluates the translation quality

of the MT engines via the QE model and PUD corpus with gold syntactic annotation

to clarify the correlation between syntactic dependencies and translation quality in three

translation directions (Zh→En, Ru→En, De→En). This study also identifies the depen-

dency relations of the source language sentences that have the most impact on producing

low-quality translations in such translation directions and highlights the correlation be-

tween probes in syntactic probing experiments and such relations.

• This study conducts experiments on predicting dependency relations to examine how GAT

learns syntactic knowledge in three languages (Zh, Ru, De) under different numbers of

attention heads and model layers, clarifying learning bias for dependency relations in GAT.

It compensates for the fact that previous studies have only focused on its application of

syntactic knowledge and have lacked interpretability of how it models this knowledge.
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• This study examines the differences between GAT and BERT in prediction experiments

for dependency relations in three languages (Zh, Ru, De). GAT achieves higher predic-

tion scores for most dependency relations without sacrificing training speed showing its

potential as a construct of explicit syntactic knowledge working with BERT in the MT

directions, which is yet to discuss in early studies.

• This is the first study that proposes SGB engines (SGBC and SGBD), which aim to incor-

porate explicit syntactic knowledge via graph attention with BERT to help the encoder

and the decoder better understander the structure of source language sentences in three

MT directions (Zh→En, Ru→En, De→En). The syntactic knowledge on the graphs can

be applied to the encoder and decoder in a Transformer-based manner, and it only requires

BERT fine-tuning to work in the MT engine without the need to train it from scratch.

• This study demonstrates that the proposed SGB engines (SGBC and SGBD) statistically

differ from the Baseline engines regarding translation quality via paired t-test and QE

model in three MT directions (Zh→En, Ru→En, De→En). This study also demonstrates

that the SGBC engine translates better for longer source language sentences, while the

SGBD engine performs better with short to medium-length source language sentences.

Additionally, this study identifies how SGB engines recognize those dependency relations

in source language sentences and what dependency relations in source language sentences

benefit most from the SGB engines to detect and produce better translations in the target

language. Furthermore, it is clarified that the most gains in translation quality from

syntactic knowledge on the graphs depend on the BERT by disordering words within the

source language sentences.

• This study investigates the explanations for why translation quality can be improved re-

garding syntactic knowledge via the syntactic dependency prediction task and RSA. Based

on the experiments, it is discovered that GAT is effective in studying some dependency

relations of source language sentences, which can impact the quality of translation in the

target language. Also, the lowest RSA scores are usually found in the bottom or middle

layers of BERT in SGB engines (SGBC and SGBD), which is in line with previous studies

that suggest BERT is more inclined to use middle layers to handle syntax. Besides, it

confirms that the manner in which BERT processes the syntactic knowledge of the source

language sentence can be impacted by the syntactic dependencies on the graphs, even
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though GAT is not integrated into BERT.

• This study also discusses the performance gains of the proposed strategies on another large

pre-trained language model called XLM-R in MT directions (Zh→En, Ru→En, De→En).

The experiments show that for both BLEU scores and QE scores, the syntactic knowledge

on the graphs still helps the MT engines achieve better translation quality, which reflects

the extensibility of syntactic knowledge on the graphs working with pre-trained language

models in the MT directions.

6.2 Limitations

The PUD corpus for each language is limited to only 1,000 sentences that have been annotated

with gold syntax. The GSD corpus contains a higher number of annotated sentences for each

language, but it does not have corresponding reference translations. This lack of information

makes it difficult to evaluate MT engines and their translations if the GSD corpus is used

for the translation tasks. Moreover, the number of annotated sentences in the GSD corpus

is inconsistent for each language, which may introduce a bias in the number of dependency

relations resulting in an unfair comparison between the experimental languages compared to

the experiments using the same number of sentences provided in the PUD corpus. If the

PUD corpus provided more annotated sentences, both BERT and GAT would have obtained

more accurate results for syntactic dependencies detection and reflected their learning of more

dependency relations, avoiding insufficient numbers to prevent the experiment from investigating

more details.

Incorporating syntactic knowledge on graphs proposed in this study relies on an external syn-

tactic parser to obtain the syntactic dependencies of the source language sentences. Adding

gold syntactic knowledge to text annotations is expensive and not commonly used in MT sce-

narios. As a result, experiments need to rely on an external parser typically trained on a limited

amount of domain-specific annotated data. However, the annotations from the parser may have

errors in syntactic annotation, which can limit the efficiency of the syntactic dependencies on

the graph to guide BERT and for the decoder to learn syntactic knowledge in the MT engine.

The SGB engines do not discuss the possibility of other large pre-trained language models,

though the study has tested the scenario of XLM-R-large in MT engines on a small data
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set. Large pre-trained Language models like RoBERTa-large and GPT series, which are pre-

trained, have a massive number of model parameters, which means they can potentially achieve

better performance. However, since they have several times more parameters than BERT-

base, more pre-training corpus, deeper model layers, and more complex pre-training strategies

make training and inference geometrically more expensive and computationally intensive. The

high number and performance requirements they impose on GPUs limit the application and

discussion of such state-of-the-art large-scale pre-trained language models in this study.

6.3 Future Work

Using syntactic information, such as syntactic dependencies, is highly effective for MT engines

to model input sentences in MT scenarios since the syntax is derived from a high-level ab-

straction of human use of language, which can be used as a priori knowledge. Incorporating

syntactic structures into the NMT engine is also practical, which typically uses word strings for

modeling. There are two methods for incorporating such knowledge into NMT. One involves

supplementing the encoder with syntactic information to better represent the source language

sentences. The other entails adding syntactic information to the decoder, which enables the

translation model to generate more grammatically accurate translations. Incorporating syn-

tactic information in the decoder is more complicated than in the encoder. When generating

words and syntactic tree structures interactively, it is crucial to ensure that the tree structure

is correct first before obtaining translated word strings. Otherwise, incorrect tree structure

could result in problematic translation outcomes. Most studies would therefore favor the ap-

plication of syntactic information in the encoder. In NMT, it remains to be confirmed how to

introduce syntactic knowledge more effectively in the encoder and decoder side, as well as how

to properly balance the significance of both syntactic structure information and word strings.

Further investigation is also needed to determine if human-annotated syntactic knowledge can

enhance the translation model by providing syntactic information that the MT engine cannot

learn on its own. If this is feasible, what is the benefit difference between human-annotated

syntactic knowledge and knowledge provided by external parsers on MT engines still needs to

be confirmed.

GNNs have proven a practical approach and framework for processing graph-structured data in

theory and practice. In current research on GNN models, many studies only use the topological
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information of whether there are connections between nodes in the graph. There are different

numbers of neighboring nodes to the central node, and the distance of the neighboring nodes

should have different degrees of influence on it. If more helpful information can be explored in

the graph, the performance of the graph neural network can be improved to a higher level. In

computer vision and natural language processing, the layers of neural networks can be stacked

with multiple layers. Increasing the number of layers of a neural network in the ensemble range

can better extract feature information from the data. However, as the number of layers increases

in a GNN, the number of hops of the neighboring nodes expands, causing a larger number of

central node aggregation features. It results in a dramatic increase in computational complexity

during training and can lead to over-fitting. The number of network layers can be increased

by limiting the number of nodes per layer, but this also results in a smaller amount of feature

aggregation, reducing the information passing between nodes. How to solve this paradoxical

problem can be one of the priorities for future research in GNNs.

Deep neural network-based pre-trained language models have proven highly effective for various

NLP tasks. However, their purpose is mainly to offer necessary operations and implicit linguistic

knowledge via fine-tuning in downstream tasks. It is often necessary to either train a new model

from scratch with a new dataset or redesign the inner workings of the pre-trained language

model to emphasize specific linguistic knowledge inside. Unfortunately, these methods require

significant time and effort, making them impractical for many downstream tasks. According

to this study, fine-tuning with syntactic knowledge on graphs can help BERT reconsider the

structure of the source language sentences and make new representations that can enhance the

quality of translation. Can fine-tuning be used to highlight particular linguistic knowledge in

pre-trained language models? If yes, what is the maximum performance and benefit can fine-

tuning provide? Additionally, does depending on fine-tuning to supplement specific linguistic

knowledge negatively affect the generalization ability of pre-trained language models? A future

potential research study is how fine-tuning can be used to guide and adjust the pre-trained

language model with finer-grained linguistic knowledge resulting in mechanisms that align more

closely with human cognition without sacrificing its ability to generalize.
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Novikova, Jekaterina., Dušek, Ondřej., Curry, Amanda Cercas., and Rieser, Verena (2017).

“Why We Need New Evaluation Metrics for NLG”. Conference on Empirical Methods in Nat-

ural Language Processing. url: https://api.semanticscholar.org/CorpusID:1929239.

Ott, Myle., Edunov, Sergey., Grangier, David., and Auli, Michael (Oct. 2018). “Scaling Neural

Machine Translation”. Proceedings of the Third Conference on Machine Translation: Research

Papers. Brussels, Belgium: Association for Computational Linguistics, pp. 1–9. doi: 10 .

18653/v1/W18-6301. url: https://aclanthology.org/W18-6301.

Papadimitriou, Isabel., Chi, Ethan A., Futrell, Richard., and Mahowald, Kyle (Apr. 2021).

“Deep Subjecthood: Higher-Order Grammatical Features in Multilingual BERT”. Proceed-

ings of the 16th Conference of the European Chapter of the Association for Computational

Linguistics: Main Volume. Online: Association for Computational Linguistics, pp. 2522–2532.

doi: 10.18653/v1/2021.eacl-main.215. url: https://aclanthology.org/2021.eacl-

main.215.

Pennington, Jeffrey., Socher, Richard., and Manning, Christopher D (2014). “Glove: Global

vectors for word representation”. Proceedings of the 2014 conference on empirical methods in

natural language processing (EMNLP), pp. 1532–1543.

Peters, Matthew E., Neumann, Mark., Iyyer, Mohit., Gardner, Matt., Clark, Christopher.,

Lee, Kenton., and Zettlemoyer, Luke (June 2018). “Deep Contextualized Word Represen-

tations”. Proceedings of the 2018 Conference of the North American Chapter of the Asso-

ciation for Computational Linguistics: Human Language Technologies, Volume 1 (Long Pa-

pers). New Orleans, Louisiana: Association for Computational Linguistics, pp. 2227–2237.

doi: 10.18653/v1/N18-1202. url: https://aclanthology.org/N18-1202.

Pires, Telmo., Schlinger, Eva., and Garrette, Dan (July 2019). “How Multilingual is Multilin-

gual BERT?” Proceedings of the 57th Annual Meeting of the Association for Computational

Linguistics. Florence, Italy: Association for Computational Linguistics, pp. 4996–5001. doi:

10.18653/v1/P19-1493. url: https://aclanthology.org/P19-1493.

132

https://api.semanticscholar.org/CorpusID:17954486
https://api.semanticscholar.org/CorpusID:1929239
https://doi.org/10.18653/v1/W18-6301
https://doi.org/10.18653/v1/W18-6301
https://aclanthology.org/W18-6301
https://doi.org/10.18653/v1/2021.eacl-main.215
https://aclanthology.org/2021.eacl-main.215
https://aclanthology.org/2021.eacl-main.215
https://doi.org/10.18653/v1/N18-1202
https://aclanthology.org/N18-1202
https://doi.org/10.18653/v1/P19-1493
https://aclanthology.org/P19-1493


REFERENCES REFERENCES

Poerner, Nina., Waltinger, Ulli., and Schütze, Hinrich (2019). “BERT is not a knowledge base

(yet): Factual knowledge vs. name-based reasoning in unsupervised QA”. arXiv preprint

arXiv:1911.03681 3.

Radford, Alec and Narasimhan, Karthik (2018). “Improving language understanding by gener-

ative pre-training”. url: https://api.semanticscholar.org/CorpusID:49313245.

Radford, Alec., Wu, Jeffrey., Child, Rewon., Luan, David., Amodei, Dario., Sutskever, Ilya.,

et al. (2019). “Language models are unsupervised multitask learners”. OpenAI blog 1.8, p. 9.

Raganato, Alessandro and Tiedemann, Jörg (Nov. 2018). “An Analysis of Encoder Representa-

tions in Transformer-Based Machine Translation”. Proceedings of the 2018 EMNLP Workshop

BlackboxNLP: Analyzing and Interpreting Neural Networks for NLP. Brussels, Belgium: As-

sociation for Computational Linguistics, pp. 287–297. doi: 10.18653/v1/W18-5431. url:

https://aclanthology.org/W18-5431.

Ranasinghe, Tharindu., Orasan, Constantin., and Mitkov, Ruslan (2020). “TransQuest at WMT2020:

Sentence-Level Direct Assessment”. Proceedings of the Fifth Conference on Machine Trans-

lation.

Rifai, Salah., Vincent, Pascal., Muller, Xavier., Glorot, Xavier., and Bengio, Yoshua (2011).

“Contractive auto-encoders: Explicit invariance during feature extraction”. Proceedings of

the 28th international conference on international conference on machine learning, pp. 833–

840.

Rust, Phillip., Lotz, Jonas F., Bugliarello, Emanuele., Salesky, Elizabeth., Lhoneux, Miryam. de,

and Elliott, Desmond (2022). “Language modelling with pixels”. arXiv preprint arXiv:2207.06991.

Sennrich, Rico., Haddow, Barry., and Birch, Alexandra (Aug. 2016a). “Neural Machine Trans-

lation of Rare Words with Subword Units”. Proceedings of the 54th Annual Meeting of the

Association for Computational Linguistics (Volume 1: Long Papers). Ed. by Katrin. Erk and

Noah A. Smith. Berlin, Germany: Association for Computational Linguistics, pp. 1715–1725.

doi: 10.18653/v1/P16-1162. url: https://aclanthology.org/P16-1162.

– (2016b). “Edinburgh Neural Machine Translation Systems for WMT 16”. Conference on

Machine Translation. url: https://api.semanticscholar.org/CorpusID:14919987.

133

https://api.semanticscholar.org/CorpusID:49313245
https://doi.org/10.18653/v1/W18-5431
https://aclanthology.org/W18-5431
https://doi.org/10.18653/v1/P16-1162
https://aclanthology.org/P16-1162
https://api.semanticscholar.org/CorpusID:14919987


REFERENCES REFERENCES

Serrano, Sofia and Smith, Noah A. (July 2019). “Is Attention Interpretable?” Proceedings of

the 57th Annual Meeting of the Association for Computational Linguistics. Florence, Italy:

Association for Computational Linguistics, pp. 2931–2951. doi: 10.18653/v1/P19-1282.

url: https://aclanthology.org/P19-1282.

Sharoff, Serge., Rapp, Reinhard., and Zweigenbaum, Pierre (2023). Building and Using Com-

parable Corpora for Multilingual Natural Language Processing. Synthesis Lectures on Human

Language Technologies. Springer Nature.

Shavarani, Hassan S. and Sarkar, Anoop (2021). “Better Neural Machine Translation by Extract-

ing Linguistic Information from BERT”. Conference of the European Chapter of the Associ-

ation for Computational Linguistics. url: https://api.semanticscholar.org/CorpusID:

233169135.

Shaw, Peter., Uszkoreit, Jakob., and Vaswani, Ashish (June 2018). “Self-Attention with Rela-

tive Position Representations”. Proceedings of the 2018 Conference of the North American

Chapter of the Association for Computational Linguistics: Human Language Technologies,

Volume 2 (Short Papers). Ed. by Marilyn. Walker, Heng. Ji, and Amanda Stent. New Orleans,

Louisiana: Association for Computational Linguistics, pp. 464–468. doi: 10.18653/v1/N18-

2074. url: https://aclanthology.org/N18-2074.

Shen, Shiqi., Cheng, Yong., He, Zhongjun., He, Wei., Wu, Hua., Sun, Maosong., and Liu, Yang

(2015). “Minimum Risk Training for Neural Machine Translation”. ArXiv abs/1512.02433.

url: https://api.semanticscholar.org/CorpusID:3913537.

Shi, Xing., Padhi, Inkit., and Knight, Kevin (2016). “Does string-based neural MT learn source

syntax?” Proceedings of the 2016 conference on empirical methods in natural language pro-

cessing, pp. 1526–1534.

Shorten, Connor., Khoshgoftaar, Taghi M., and Furht, Borko (2021). “Text data augmentation

for deep learning”. Journal of big Data 8, pp. 1–34.

Slobodkin, Aviv., Choshen, Leshem., and Abend, Omri (July 2022). “Semantics-aware Attention

Improves Neural Machine Translation”. Proceedings of the 11th Joint Conference on Lexical

and Computational Semantics. Ed. by Vivi. Nastase, Ellie. Pavlick, Mohammad Taher. Pile-

134

https://doi.org/10.18653/v1/P19-1282
https://aclanthology.org/P19-1282
https://api.semanticscholar.org/CorpusID:233169135
https://api.semanticscholar.org/CorpusID:233169135
https://doi.org/10.18653/v1/N18-2074
https://doi.org/10.18653/v1/N18-2074
https://aclanthology.org/N18-2074
https://api.semanticscholar.org/CorpusID:3913537


REFERENCES REFERENCES

hvar, Jose. Camacho-Collados, and Alessandro Raganato. Seattle, Washington: Association

for Computational Linguistics, pp. 28–43. doi: 10.18653/v1/2022.starsem- 1.3. url:

https://aclanthology.org/2022.starsem-1.3.

So, David., Le, Quoc., and Liang, Chen (2019). “The evolved transformer”. International con-

ference on machine learning. PMLR, pp. 5877–5886.

Socher, Richard., Bauer, John., Manning, Christopher D., and Ng, Andrew Y (2013). “Pars-

ing with compositional vector grammars”. Proceedings of the 51st Annual Meeting of the

Association for Computational Linguistics (Volume 1: Long Papers), pp. 455–465.

Soky, Kak., Li, Sheng., Mimura, Masato., Chu, Chenhui., and Kawahara, Tatsuya (2022).

“Leveraging Simultaneous Translation for Enhancing Transcription of Low-resource Language

via Cross Attention Mechanism”. Interspeech. url: https://api.semanticscholar.org/

CorpusID:252340636.

Song, Linfeng., Gildea, Daniel., Zhang, Yue., Wang, Zhiguo., and Su, Jinsong (2019). “Semantic

neural machine translation using AMR”. Transactions of the Association for Computational

Linguistics 7, pp. 19–31.

Sun, Chi., Huang, Luyao., and Qiu, Xipeng (June 2019). “Utilizing BERT for Aspect-Based

Sentiment Analysis via Constructing Auxiliary Sentence”. Proceedings of the 2019 Confer-

ence of the North American Chapter of the Association for Computational Linguistics: Human

Language Technologies, Volume 1 (Long and Short Papers). Ed. by Jill. Burstein, Christy. Do-

ran, and Thamar Solorio. Minneapolis, Minnesota: Association for Computational Linguistics,

pp. 380–385. doi: 10.18653/v1/N19-1035. url: https://aclanthology.org/N19-1035.

Sun, Yu., Wang, Shuohuan., Li, Yukun., Feng, Shikun., Chen, Xuyi., Zhang, Han., Tian, Xin.,

Zhu, Danxiang., Tian, Hao., and Wu, Hua (2019). “ERNIE: Enhanced representation through

knowledge integration”. arXiv preprint arXiv:1904.09223.

Sutskever, Ilya., Vinyals, Oriol., and Le, Quoc V (2014). “Sequence to sequence learning with

neural networks”. Advances in neural information processing systems 27.

135

https://doi.org/10.18653/v1/2022.starsem-1.3
https://aclanthology.org/2022.starsem-1.3
https://api.semanticscholar.org/CorpusID:252340636
https://api.semanticscholar.org/CorpusID:252340636
https://doi.org/10.18653/v1/N19-1035
https://aclanthology.org/N19-1035


REFERENCES REFERENCES

Tamura, Akihiro., Watanabe, Taro., and Sumita, Eiichiro (2014). “Recurrent neural networks

for word alignment model”. Proceedings of the 52nd Annual Meeting of the Association for

Computational Linguistics (Volume 1: Long Papers), pp. 1470–1480.

Tenney, Ian., Xia, Patrick., Chen, Berlin., Wang, Alex., Poliak, Adam., McCoy, R Thomas., Kim,

Najoung., Van Durme, Benjamin., Bowman, Samuel R., Das, Dipanjan., and Pavlick, Ellie

(2019). What do you learn from context? Probing for sentence structure in contextualized word

representations. cite arxiv:1905.06316Comment: ICLR 2019 camera-ready version, 17 pages

including appendices. url: http://arxiv.org/abs/1905.06316.

Tu, Zhaopeng., Liu, Yang., Lu, Zhengdong., Liu, Xiaohua., and Li, Hang (2017). “Context

gates for neural machine translation”. Transactions of the Association for Computational

Linguistics 5, pp. 87–99.
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Appendix A

Difficulties of BERT and Translation

A.1 Investigation of Syntax in BERT

Figures A.1 to Figures A.6 demonstrate the results of the syntactic probing experiments per-

formed on BERT in Chapter 3.3. For each dependency relation result, the x-axis represents the

12 layers in BERT, and the y-axis represents the F1-score from 0 to 1, with higher scores repre-

senting more familiarity with the model with this dependency relation. The syntactic probing

experiments for all languages (Zh, Ru, De) are conducted based on the PUD and GSD corpus

and investigate how BERT detects syntactic knowledge before and after MT fine-tuning. Given

the small number of partial dependency relations in the PUD or GSD corpus, the experiments

do not record their results. Table A.1 shows the syntactic patterns for each dependency rela-

tion in all three languages, where S denotes Smooth, C+D denotes Climb + Decline, and F

denotes Fluctuate. Two syntactic patterns are shown in some dependency relations, which are

influenced by differences in both PUD and GSD corpuses.

A.2 Investigation of Translation Quality

Tables A.2 to Tables A.4 illustrate the quantitative relationship between dependency relations

in high-quality and low-quality translations in different translation tasks in Chapter 3.4. χ2

represents the theory based on the chi-square goodness of fit test to show the gap of the given

dependency relation in different quality translations. Layer-6 and Layer-12 are from the syn-

tactic probing experiments in Chapter 3.3 and show the F1-score of this dependency relation

in the middle and top layers of BERT.
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Zh Ru De
acl S C+D C+D
acl:relcl C+D C+D C+D
advcl C+D F F
advmod C+D S C+D
amod C+D S C+D
appos C+D C+D C+D
aux C+D - C+D
aux:pass S S S
case C+D S S
case:loc C+D - -
cc S S S
ccomp C+D / F C+D C+D
clf C+D - -
compound C+D - F
compound:prt - - F
conj C+D C+D C+D
cop S C+D C+D / S
csubj F F F
dep C+D - S
det C+D S S
discourse S - -
discourse:sp C+D - -
dislocated F - -
expl - - F
fixed - C+D -
flat C+D S / F S / F
flat:foreign S C+D / F -
flat:name C+D C+D C+D
iobj - F F
mark C+D C+D S
mark:adv S - -
mark:prt C+D - -
mark:relcl C+D - -
nmod C+D C+D C+D
nmod:poss - - C+D / F
nmod:tmod C+D - -
nsubj C+D C+D C+D
nsubj:pass F C+D / F F
nummod S F C+D
nummod:gov - C+D -
obj C+D C+D C+D
obl C+D C+D C+D
obl:agent - F -
obl:patient F - -
obl:tmod C+D - C+D
expl - - C+D / F
parataxis - C+D F
root C+D C+D C+D
xcomp C+D C+D C+D

Table A.1: The corresponding syntactic patterns for each dependency relation in all three
languages.
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Languages Dependencies High-quality Low-quality χ2 Layer-6 Layer-12
acl:relcl 67 99 15.28 0.67 0.42

acl 3 1 1.33 - -
advcl 62 113 41.95 0.43 0.33

advmod 231 250 1.56 0.79 0.66
amod 95 75 4.21 0.69 0.43
appos 10 73 396.9 0.4 0.48
aux 130 132 0.03 0.9 0.73

aux:pass 20 10 5 0.86 0.84
case 214 286 24.22 0.82 0.76

case:loc 63 77 3.11 0.87 0.67
cc 52 48 0.3 0.91 0.84

ccomp 70 72 0.05 0.30 0.24
clf 65 77 2.21 0.94 0.84

compound 267 333 16.31 0.70 0.60
conj 61 71 1.63 0.52 0.49
cop 40 65 15.62 0.62 0.55

Zh dep 42 99 77.35 0.28 0.29
discourse:sp 16 21 1.56 0.90 0.75

flat 2 21 242 0.70 0.74
flat:name 1 53 2704 0.68 0.78

mark 32 66 36.12 0.72 0.54
mark:prt 40 45 0.625 0.62 0.44
mark:relcl 51 69 6.35 0.86 0.88

nmod 123 145 3.96 0.45 0.34
nsubj 293 380 25.83 0.63 0.60

nsubj:pass 17 9 3.76 0 0.12
nummod 137 169 7.47 0.93 0.85

obj 285 297 5.89 0.60 0.51
obl 86 132 24.6 0.38 0.21

obl:tmod 28 54 24.14 0.68 0.46
xcomp 76 111 16.11 0.34 0.32

Table A.2: Syntactic dependencies with the value of χ2 in Chinese.
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Languages Dependencies High-quality Low-quality χ2 Layer-6 Layer-12
acl:relcl 21 28 2.33 0.43 0.47

acl 35 41 1.02 0.65 0.52
advcl 44 26 7.36 0.37 0.26

advmod 189 162 3.85 0.93 0.83
amod 274 347 19.44 0.90 0.89
appos 8 31 66.12 0.36 0.47

aux:pass 24 27 0.375 0.94 0.94
case 306 406 32.67 0.98 0.91
cc 82 123 20.5 0.98 0.93

ccomp 28 22 1.28 0.30 0.50
conj 93 147 31.35 0.63 0.72
cop 13 17 1.23 0.76 0.76

csubj 5 7 0.8 0.44 0
det 75 98 7.05 0.91 0.84
flat 1 31 900 0.22 0.18

Ru flat:name 12 57 168.75 0.82 0.86
flat:foreign 1 55 2916 0.69 0.18

fixed 41 39 0.09 0.69 0.59
mark 53 45 1.2 0.85 0.75
nmod 309 330 1.42 0.69 0.68
nsubj 243 273 3.7 0.75 0.73

nsubj:pass 34 35 0.02 0.12 0.21
nummod 34 29 0.73 0.63 0.55

nummod:gov 10 20 10 0.67 0.44
obj 21 35 9.33 0.63 0.62
obl 115 137 4.2 0.71 0.66
iobj 207 307 48.3 0.4 0.53

xcomp 65 55 1.53 0.67 0.60
parataxis 21 50 40.04 0.48 0.48

Table A.3: Syntactic dependencies with the value of χ2 in Russian.

145



A.2. Investigation of Translation Quality Chapter A

Languages Dependencies High-quality Low-quality χ2 Layer-6 Layer-12
acl:relcl 43 56 3.93 0.67 0.66
advcl 27 47 14.8 0.34 0.36

advmod 222 208 0.88 0.86 0.64
amod 197 217 2.03 0.83 0.63
appos 10 96 739.6 0.42 0.25
aux 70 52 4.62 0.95 0.82

aux:pass 47 44 0.19 0.94 0.83
case 324 459 56.25 0.97 0.84
cc 129 142 1.31 0.96 0.82

ccomp 20 26 1.8 0.09 0.32
compound 25 72 88.36 0.47 0.51

compound:prt 10 34 57.6 0.92 0.48
conj 140 172 7.31 0.5 0.57
cop 47 61 4.17 0.93 0.75

De det 469 531 8.19 0.98 0.90
flat 0 9 - 0.25 0

flat:name 6 61 504.16 0.52 0.39
mark 73 91 4.43 0.98 0.79
nmod 193 177 1.32 0.57 0.58

nmod:poss 39 67 20.1 0.96 0.85
nsubj 241 308 18.62 0.73 0.68

nsubj:pass 44 34 2.27 0.26 0.46
nummod 40 45 0.62 0.76 0.73

obj 154 179 4.05 0.59 0.59
obl 212 327 62.38 0.63 0.61

obl:tmod 14 34 28.57 0.55 0.62
expl 22 11 5.5 0.90 0.76
iobj 15 10 1.66 0.54 0.53

xcomp 33 38 0.75 0.42 0.43
parataxis 11 15 1.45 0 0

Table A.4: Syntactic dependencies with the value of χ2 in German.
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Figure A.1: Detection of dependency relations in Chinese by syntactic probing experiments.
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Figure A.2: Detection of dependency relations in Chinese by syntactic probing experiments.
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Figure A.3: Detection of dependency relations in Russian by syntactic probing experiments.
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Figure A.4: Detection of dependency relations in Russian by syntactic probing experiments.
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Figure A.5: Detection of dependency relations in German by syntactic probing experiments.
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Figure A.6: Detection of dependency relations in German by syntactic probing experiments.
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Appendix B

Syntactic Interpretability for GAT

B.1 Investigation of Syntax in GAT

Tables B.1 to B.5 show the prediction scores of GAT for syntactic knowledge of the three

languages (Zh, Ru, De) under different numbers of attention heads (A) and layers (L). The

PUD corpus provides all the syntactic knowledge, and given the insufficient number of partial

dependency relations, the experiments do not record their results. Differences may arise in the

kinds of dependency relations between languages due to the diversity of syntactic knowledge.
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B.1. Investigation of Syntax in GAT Chapter B

Zh
L-A acl:relcl advcl advmod amod appos aux case case:loc cc ccomp
2–2 0.82 0 0.90 0.80 0.60 0.90 0.98 0.95 0.99 0.41
2–4 0.83 0 0.90 0.81 0.55 0.91 0.99 0.94 0.99 0.40
2–6 0.87 0.14 0.91 0.85 0.61 0.91 0.99 0.91 0.99 0.53
2–8 0.84 0.15 0.90 0.80 0.58 0.91 0.99 0.94 0.99 0.30
3–2 0.87 0 0.90 0.84 0.54 0.90 0.99 0.92 0.99 0.66
3–4 0.85 0 0.91 0.83 0.57 0.89 0.59 0.95 0.99 0.38
3–6 0.88 0 0.90 0.87 0.61 0.90 0.59 0.95 0.99 0.66
3–8 0.87 0 0.91 0.85 0.60 0.91 0.59 0.94 0.99 0.64
4–2 0.83 0 0.89 0.80 0.55 0.90 0.97 0.89 0.99 0
4–4 0.87 0 0.90 0.80 0.60 0.90 0.98 0.94 0.99 0
4–6 0.89 0.19 0.91 0.83 0.56 0.90 0.99 0.94 0.99 0.21
4–8 0.83 0 0.90 0.78 0 0.87 0.98 0.95 0.80 0
5–2 0 0.36 0.90 0.74 0.52 0.88 0.56 0.83 0.99 0
5–4 0.91 0.38 0.90 0.76 0.62 0.90 0.92 0 0.75 0
5–6 0.87 0.36 0.90 0.79 0.54 0.87 0.88 0 0.99 0
5–8 0.86 0 0.89 0.80 0 0.86 0.97 0.85 0.99 0
6–2 0.79 0 0.83 0.71 0 0.82 0.81 0 0.99 0
6–4 0.84 0 0.86 0.73 0 0.88 0.88 0 0.77 0
6–6 0 0 0.84 0.59 0 0.86 0.83 0 0.75 0
6–8 0 0 0.86 0 0 0.85 0.89 0 0.73 0
L-A clf compound conj cop dep det discourse:sp flat flat:name mark
2–2 0.87 0.86 0.99 0.88 0.64 0.97 0.22 0.96 0.88 0.99
2–4 0.82 0.86 0.99 0.95 0.63 0.97 0.22 0.99 0.88 0.99
2–6 0.89 0.87 0.99 0.97 0.66 0.97 0.29 0.96 0.88 0.98
2–8 0.83 0.87 0.99 0.98 0.62 0.97 0.33 0.99 0.88 0.99
3–2 0.88 0.87 0.99 0.94 0.64 0.97 0.22 0.96 0.92 0.90
3–4 0.86 0.85 0.99 0.95 0.64 0.97 0.20 0.96 0.94 0.96
3–6 0.88 0.86 0.99 0.97 0.66 0.97 0.21 0.96 0.94 0.96
3–8 0.90 0.87 0.99 0.97 0.66 0.97 0.22 0.92 0.97 0.96
4–2 0.68 0.82 0.97 0.91 0.64 0.95 0.18 0.96 0 0.95
4–4 0.66 0.82 0.99 0.97 0.65 0.95 0.22 0.99 0 0.98
4–6 0.69 0.84 0.99 0.97 0.68 0.97 0.29 0.99 0 0.92
4–8 0 0.78 0 0.92 0.64 0.85 0 0.76 0 0.96
5–2 0 0.83 0.99 0.91 0.64 0.84 0.33 0.99 0 0.93
5–4 0 0.81 0 0.97 0 0.84 0.29 0.99 0.80 0.88
5–6 0 0.82 0.99 0.95 0 0.85 0 0.99 0 0.91
5–8 0 0.83 0.86 0.97 0 0.85 0.22 0.81 0.84 0.84
6–2 0 0.83 0.53 0.92 0 0.85 0 0.96 0 0.82
6–4 0 0.76 0 0.94 0 0.83 0 0.73 0 0.87
6–6 0 0.66 0 0.91 0 0.82 0 0.88 0 0.82
6–8 0 0.62 0 0.92 0 0.83 0 0.81 0.72 0.84
L-A mark:prt mark:relcl nmod nsubj nummod obj obl obl:tmod punct root
2–2 0.68 0.96 0.92 0.64 0.97 0.53 0.79 0.40 0.99 0.98
2–4 0.66 0.97 0.93 0.66 0.98 0.58 0.79 0.42 0.99 0.98
2–6 0.71 0.97 0.92 0.68 0.98 0.61 0.77 0.44 0.99 0.98
2–8 0.70 0.97 0.92 0.67 0.98 0.59 0.80 0.41 0.99 0.98
3–2 0.75 0.98 0.92 0.68 0.98 0.63 0.81 0.42 0.99 0.99
3–4 0.73 0.74 0.73 0.66 0.99 0.58 0.84 0.44 0.99 0.98
3–6 0.69 0.77 0.72 0.66 0.99 0.60 0.79 0.42 0.99 0.98
3–8 0.69 0.79 0.71 0.68 0.99 0.63 0.84 0.53 0.99 0.99
4–2 0 0.97 0.92 0.64 0.97 0.55 0.80 0.34 0.99 0.99
4–4 0 0.96 0.94 0.69 0.99 0.62 0.82 0.37 0.99 0.98
4–6 0.72 0.97 0.92 0.67 0.99 0.60 0.82 0.44 0.99 0.99
4–8 0 0.97 0.90 0.62 0.98 0.44 0.78 0.34 0.98 0.98
5–2 0 0.62 0.72 0.65 0.98 0.56 0 0.36 0.99 0.98
5–4 0 0.97 0.92 0.66 0.86 0.60 0.77 0 0.99 0.99
5–6 0 0.97 0.91 0.65 0.85 0.58 0.73 0.37 0.99 0.98
5–8 0 0.97 0.92 0.56 0.83 0.52 0.73 0 0.99 0.89
6–2 0 0.97 0.89 0.42 0.83 0 0 0 0.98 0
6–4 0 0.97 0.90 0.50 0.86 0 0.64 0 0.98 0.82
6–6 0 0.88 0.68 0.47 0 0 0.66 0 0.96 0.88
6–8 0 0.72 0.80 0.51 0 0 0.66 0 0.99 0.79

Table B.1: GAT predictions of syntactic dependency in Chinese via a different number of
attention heads and layer pairs.
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Zh
L-A xcomp
2–2 0.48
2–4 0.54
2–6 0.56
2–8 0.58
3–2 0.63
3–4 0.53
3–6 0.65
3–8 0.68
4–2 0.47
4–4 0.44
4–6 0.56
4–8 0.47
5–2 0.41
5–4 0.53
5–6 0.48
5–8 0
6–2 0
6–4 0
6–6 0
6–8 0

Table B.2: GAT predictions of syntactic dependency in Chinese via a different number of
attention heads and layer pairs.
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Ru
L-A acl acl:relcl advcl advmod amod appos aux aux:pass case cc
2–2 0.54 0 0 0.90 0.98 0.32 0.75 0.96 0.99 0.97
2–4 0.52 0 0.71 0.91 0.98 0.55 0.89 0.96 0.99 0.99
2–6 0.64 0.81 0 0.89 0.98 0.24 0 0 0.98 0.96
2–8 0.64 0 0 0.90 0.98 0.50 0.67 0.92 0.98 0.97
3–2 0.57 0 0 0.90 0.98 0.12 0 0 0.98 0.96
3–4 0.63 0 0.56 0.92 0.98 0.45 0 0 0.98 0.96
3–6 0.63 0.84 0 0.90 0.98 0.48 0 0 0.98 0.96
3–8 0.67 0.72 0 0.91 0.98 0.13 0 0 0.99 0.96
4–2 0.51 0 0 0.92 0.97 0 0 0 0.97 0.84
4–4 0.60 0.64 0 0.89 0.97 0 0.67 0 0.99 0.82
4–6 0.73 0.84 0.39 0.90 0.98 0.65 0 0.86 0.99 0.82
4–8 0.65 0 0 0.92 0.99 0.55 0.44 0 0.99 0.96
5–2 0.57 0 0.23 0.91 0.96 0 0 0 0.97 0.85
5–4 0.67 0.78 0.49 0.91 0.97 0 0 0 0.98 0.82
5–6 0.77 0.75 0.17 0.91 0.97 0.44 0 0 0.97 0.81
5–8 0.56 0 0 0.91 0.96 0.54 0 0.86 0.99 0.86
6–2 0 0 0 0.90 0.96 0 0 0.89 0.94 0.83
6–4 0 0.42 0 0.88 0.88 0 0 0 0.95 0.78
6–6 0.30 0 0 0.88 0.91 0 0 0 0.94 0.79
6–8 0 0 0 0.90 0.96 0 0 0 0.96 0.85
L-A ccomp conj cop csubj det fixed flat flat:forign flat:name mark
2–2 0.70 0.84 0.96 0 0.99 0.43 0.85 0.87 0.58 0.97
2–4 0.67 0.87 0.99 0 0.99 0.57 0.86 0.92 0.56 0.94
2–6 0.54 0.88 0.58 0 0.98 0.61 0.87 0.80 0.52 0.96
2–8 0.57 0.87 0.96 0 0.99 0.50 0.86 0.87 0.64 0.90
3–2 0.50 0.88 0.56 0 0.98 0 0 0.74 0.51 0.93
3–4 0.81 0.90 0.67 0 0.99 0.67 0.86 0.87 0.55 0.94
3–6 0.67 0.89 0.67 0 0.99 0.56 0.77 0.83 0.59 0.93
3–8 0.63 0.87 0.65 0 0.99 0.67 0.86 0.92 0.61 0.93
4–2 0.60 0 0.63 0 0.99 0 0 0.69 0.52 0.94
4–4 0.31 0 0.73 0 0.99 0.76 0.77 0.83 0.64 0.94
4–6 0 0 0.96 0.13 0.99 0.84 0.67 0.83 0.69 0.97
4–8 0.72 0.88 0.85 0 0.99 0.80 0.80 0.92 0.68 0.94
5–2 0.63 0 0.56 0 0.99 0 0.55 0.88 0.59 0.93
5–4 0.69 0 0.58 0 0.99 0.71 0.77 0.87 0.59 0.96
5–6 0 0 0.61 0 0.99 0 0.67 0.80 0.62 0.93
5–8 0.49 0 0.96 0 0.99 0.80 0.48 0 0.61 0.96
6–2 0.28 0 0.88 0 0 0 0 0.71 0.58 0.91
6–4 0.48 0 0.63 0 0.94 0 0 0.81 0.43 0.97
6–6 0 0 0.58 0 0.93 0 0 0.74 0.43 0.93
6–8 0.49 0 0.56 0 0.99 0 0 0.83 0.55 0.93
L-A nmod nsubj nummod nummod:gov obj obl punct root xcomp
2–2 0.90 0.71 0.76 0.33 0.58 0.89 0.99 0.98 0.53
2–4 0.90 0.67 0.75 0.43 0.56 0.91 0.99 0.98 0.53
2–6 0.88 0.67 0.76 0 0.48 0.90 0.99 0.98 0
2–8 0.90 0.69 0.75 0 0.54 0.91 0.99 0.98 0
3–2 0.88 0.67 0.65 0.31 0.55 0.93 0.99 0.98 0
3–4 0.89 0.69 0.71 0.43 0.59 0.92 0.99 0.99 0.56
3–6 0.91 0.67 0.73 0.50 0.52 0.92 0.99 0.98 0
3–8 0.91 0.70 0.71 0.40 0.60 0.93 0.99 0.99 0
4–2 0.83 0.70 0.70 0.43 0.57 0.90 0.99 0.94 0.45
4–4 0.86 0.65 0.71 0.43 0.52 0.91 0.99 0 0
4–6 0.91 0.72 0.75 0.43 0.59 0.92 0.99 0.98 0
4–8 0.92 0.71 0.77 0.40 0.63 0.93 0.99 0.98 0.61
5–2 0.87 0.63 0.78 0.53 0.44 0.90 0.99 0 0
5–4 0.83 0.71 0.72 0.31 0.56 0.90 0.99 0.97 0.52
5–6 0.87 0.69 0.72 0.31 0.60 0.89 0.99 0 0.52
5–8 0.89 0.68 0.79 0.43 0.50 0.91 0.99 0.98 0
6–2 0.78 0.67 0.68 0 0.41 0.88 0.98 0.96 0
6–4 0 0.64 0.62 0 0.46 0.75 0.99 0.95 0
6–6 0 0.53 0.54 0 0.40 0.75 0.98 0 0
6–8 0.83 0.53 0.63 0 0.40 0.88 0.99 0 0

Table B.3: GAT predictions of syntactic dependency in Russian via a different number of
attention heads and layer pairs.
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De
L-A acl acl:relel advcl advmod amod appos aux aux:pass case
2–2 0 0.71 0.83 0.99 0.95 0.39 0.85 0.81 0.99
2–4 0.5 0.75 0.89 0.99 0.95 0.56 0.91 0.81 0.99
2–6 0.5 0.75 0.89 0.99 0.95 0.56 0.91 0.81 0.99
2–8 0 0.41 0 0.99 0.94 0 0.86 0.81 0.99
3–2 0 0.60 0 0.99 0.94 0 0.85 0.81 0.99
3–4 0 0.45 0 0.99 0.94 0 0.85 0.81 0.99
3–6 0 0.41 0 0.98 0.94 0 0.88 0.81 0.99
3–8 0 0.46 0 0.99 0.94 0 0.88 0.81 0.99
4–2 0 0.52 0 0.99 0.95 0 0.81 0 0.99
4–4 0 0.45 0 0.99 0.94 0 0 0 0.99
4–6 0 0.40 0 0.98 0.93 0 0 0.48 0.99
4–8 0 0.45 0 0.98 0.93 0 0 0.52 0.99
5–2 0 0.42 0 0.99 0.92 0 0.86 0.81 0.99
5–4 0 0.68 0 0.99 0.93 0 0.85 0.81 0.99
5–6 0 0.44 0 0.99 0.94 0 0 0 0.99
5–8 0 0.43 0 0.97 0.94 0 0 0 0.99
6–2 0 0 0 0.98 0.90 0.07 0.62 0 0.98
6–4 0 0 0 0.97 0.91 0 0 0.70 0.98
6–6 0 0 0 0.97 0.91 0 0 0 0.98
6–8 0 0.37 0 0.97 0.91 0 0 0 0.98
L-A cc ccomp compound compound:prt conj cop det flat:name mark
2–2 0.99 0.56 0.80 0 0.78 0.93 0.99 0.83 0.97
2–4 0.99 0.60 0.81 0 0.81 0.98 0.99 0.85 0.97
2–6 0.99 0.60 0.81 0 0.81 0.98 0.99 0.85 0.97
2–8 0.99 0 0.72 0 0.82 0.95 0.99 0.81 0.96
3–2 0.99 0.48 0.83 0 0.78 0.93 0.99 0.82 0.95
3–4 0.99 0 0.80 0 0.80 0.95 0.99 0.84 0.86
3–6 0.99 0 0.78 0 0.80 0.95 0.99 0.81 0.91
3–8 0.99 0 0.72 0 0.80 0.95 0.99 0.84 0.91
4–2 0.99 0 0.86 0 0.76 0.93 0.99 0.90 0.93
4–4 0.99 0 0.82 0 0.79 0.57 0.99 0.82 0.84
4–6 0.99 0 0.76 0 0.79 0.90 0.99 0.85 0.93
4–8 0.99 0 0.80 0 0.80 0.88 0.99 0.84 0.85
5–2 0.99 0 0.82 0 0.82 0.95 0.99 0.83 0.92
5–4 0.99 0.52 0.74 0 0.82 0.95 0.99 0.80 0.94
5–6 0.99 0 0.75 0 0.82 0.65 0.99 0.78 0.85
5–8 0.99 0 0 0 0.79 0.57 0.99 0.78 0.86
6–2 0.98 0 0.65 0.67 0.74 0 0.96 0.84 0.82
6–4 0.99 0 0.69 0 0.78 0.70 0.97 0.83 0.84
6–6 0.99 0 0.63 0.69 0.68 0.54 0.98 0.71 0.81
6–8 0.93 0 0.71 0 0 0.55 0.99 0.73 0.87
L-A nmod nmod:poss nsubj nummod obj obl obl:tmod punct root
2–2 0.82 0.85 0.75 0.84 0.63 0.80 0 0.99 0.96
2–4 0.83 0.88 0.72 0.84 0.63 0.83 0 0.99 0.97
2–6 0.83 0.88 0.72 0.84 0.63 0.83 0 0.99 0.97
2–8 0.76 0.86 0.69 0.84 0.56 0.80 0 0.99 0.94
3–2 0.80 0.85 0.78 0.87 0.67 0.84 0 0.99 0.97
3–4 0.80 0.86 0.71 0.84 0.37 0.84 0 0.99 0.92
3–6 0.79 0.85 0.72 0.87 0.56 0.86 0 0.99 0.93
3–8 0.81 0.83 0.74 0.87 0.59 0.84 0 0.99 0.93
4–2 0.81 0.86 0.74 0.84 0.65 0.85 0 0.99 0.95
4–4 0.78 0.85 0.73 0.87 0.51 0.86 0 0.99 0.93
4–6 0.81 0.82 0.77 0.84 0.65 0.85 0 0.99 0.93
4–8 0.78 0.86 0.74 0.87 0.64 0.86 0 0.99 0.95
5–2 0.81 0.83 0.78 0.90 0.62 0.83 0.44 0.99 0.89
5–4 0.82 0.84 0.79 0.90 0.66 0.87 0.44 0.99 0.96
5–6 0.82 0.85 0.72 0.87 0.56 0.82 0 0.99 0.96
5–8 0.76 0.83 0.73 0.80 0.60 0.85 0 0.97 0.89
6–2 0.73 0.81 0.65 0.67 0.23 0.72 0 0.97 0.89
6–4 0.75 0.85 0.65 0.76 0.23 0.87 0 0.97 0.79
6–6 0.81 0.85 0.67 0.81 0.22 0.85 0 0.98 0.90
6–8 0.66 0 0.63 0.81 0 0.86 0 0.98 0.89

Table B.4: GAT predictions of syntactic dependency in German via a different number of
attention heads and layer pairs.
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B.1. Investigation of Syntax in GAT Chapter B

De
L-A xcomp
2–2 0.55
2–4 0.49
2–6 0.49
2–8 0
3–2 0.38
3–4 0
3–6 0
3–8 0
4–2 0.41
4–4 0
4–6 0
4–8 0
5–2 0
5–4 0
5–6 0
5–8 0
6–2 0
6–4 0
6–6 0
6–8 0

Table B.5: GAT predictions of syntactic dependency in German via a different number of
attention heads and layer pairs.
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Appendix C

Syntax via Graph with BERT

C.1 Syntactic Predictions in GAT

The results of the syntactic prediction task on the GAT are depicted in Table C.1 to Table C.3.

To ensure the accuracy of the experiment, some dependency relations that are insufficient in

the number have been removed.

C.2 Representational Similarity Analysis

The RSA tests for the dependency relations in the Baseline, SGBC, and SGBD engines of BERT

for various source languages are displayed in Table C.4 to Table C.9 across 12 layers (L).
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C.2. Representational Similarity Analysis Chapter C

Zh
GAT Prediction Baseline SGBC SGBD

acl:relcl 0.917 0.435 0.515 0.505
advcl 0.421 0.430 0.512 0.518
advmod 0.909 0.433 0.512 0.522
amod 0.927 0.435 0.528 0.520
appos 0.405 0.404 0.482 0.518
aux 0.882 0.421 0.514 0.532
aux:pass 0 0.436 0.477 0.525
case 0.934 0.428 0.511 0.526
case:loc 0.782 0.429 0.523 0.531
cc 0.984 0.436 0.513 0.512
ccomp 0.337 0.441 0.513 0.524
clf 0.745 0.437 0.527 0.533
compound 0.886 0.427 0.512 0.524
conj 0.987 0.435 0.521 0.518
cop 0.945 0.426 0.520 0.511
dep 0.611 0.429 0.514 0.513
det 0.935 0.438 0.530 0.528
flat 0.877 0.387 0.494 0.473
flat:name 0.886 0.415 0.518 0.506
iobj 0 0.387 0.494 0.473
mark 0.986 0.424 0.510 0.529
mark:adv 0.387 0.365 0.427 0.386
mark:prt 0.229 0.435 0.532 0.517
mark:relcl 0.741 0.431 0.518 0.513
nmod 0.933 0.429 0.509 0.523
nsubj 0.623 0.426 0.510 0.523
nsubj:pass 0 0.423 0.512 0.545
nummod 0.933 0.429 0.514 0.522
obj 0.587 0.428 0.514 0.522
obl 0.834 0.432 0.511 0.534
obl:agent 0 0.379 0.576 0.597
obl:patient 0 0.365 0.460 0.434
obl:tmod 0.123 0.417 0.509 0.495
root 0.955 0.426 0.514 0.523
xcomp 0.423 0.438 0.522 0.528

Table C.1: The prediction scores of GAT for dependency relations in Chinese source language
sentences and the translation quality changes from different MT engines for these sentences.
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Chapter C C.2. Representational Similarity Analysis

Ru
GAT Prediction Baseline SGBC SGBD

acl 0.396 0.708 0.758 0.749
acl:relcl 0.359 0.706 0.756 0.747
advcl 0.337 0.695 0.739 0.752
advmod 0.934 0.704 0.750 0.747
amod 0.982 0.707 0.753 0.752
appos 0.440 0.695 0.742 0.740
aux 0.804 0.700 0.764 0.777
aux:pass 0.974 0.718 0.749 0.760
case 0.978 0.702 0.748 0.748
cc 0.930 0.698 0.751 0.748
ccomp 0.576 0.681 0.745 0.747
compound 0 0.758 0.802 0.811
conj 0.832 0.699 0.749 0.748
cop 0.971 0.720 0.774 0.871
det 0.990 0.697 0.747 0.746
fixed 0.552 0.688 0.742 0.750
flat 0.490 0.696 0.730 0.738
flat:foreign 0.921 0.678 0.701 0.727
flat:name 0.823 0.703 0.761 0.751
iobj 0 0.700 0.746 0.746
mark 0.858 0.703 0.745 0.750
nmod 0.882 0.705 0.750 0.751
nsubj 0.637 0.701 0.749 0.748
nsubj:pass 0 0.708 0.750 0.754
nummod 0.654 0.707 0.748 0.762
obj 0.512 0.705 0.755 0.756
obl 0.900 0.701 0.749 0.749
obl:agent 0 0.716 0.748 0.734
parataxis 0.240 0.693 0.725 0.724
root 0.987 0.700 0.748 0.750
xcomp 0.623 0.712 0.760 0.757

Table C.2: The prediction scores of GAT for dependency relations in Russian source language
sentences and the translation quality changes from different MT engines for these sentences.
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C.2. Representational Similarity Analysis Chapter C

De
GAT Prediction Baseline SGBC SGBD

acl:relcl 0.612 0.506 0.578 0.582
advcl 0.467 0.514 0.570 0.556
advmod 0.932 0.506 0.573 0.582
amod 0.913 0.507 0.567 0.571
appos 0.523 0.500 0.556 0.565
aux 0.868 0.520 0.586 0.597
aux:pass 0.927 0.498 0.576 0.556
case 0.992 0.504 0.568 0.574
cc 0.987 0.509 0.565 0.561
ccomp 0.186 0.514 0.575 0.579
compound 0.870 0.495 0.577 0.565
conj 0.651 0.510 0.565 0.561
cop 0.743 0.502 0.577 0.586
det 0.987 0.504 0.565 0.571
flat 0.223 0.442 0.553 0.625
flat:name 0.876 0.505 0.551 0.565
iobj 0 0.546 0.590 0.589
mark 0.981 0.511 0.561 0.570
nmod 0.719 0.517 0.570 0.574
nsubj 0.719 0.504 0.571 0.574
nsubj:pass 0 0.504 0.580 0.575
nummod 0.802 0.507 0.581 0.562
obj 0.452 0.506 0.576 0.577
obl 0.830 0.502 0.544 0.574
obl:tmod 0.287 0.501 0.531 0.557
parataxis 0 0.512 0.573 0.546
root 0.931 0.503 0.570 0.574
xcomp 0.224 0.513 0.565 0.553

Table C.3: The prediction scores of GAT for dependency relations in German source language
sentences and the translation quality changes from different MT engines for these sentences.
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Chapter C C.2. Representational Similarity Analysis

Baseline vs SGBC
Zh Relations L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12
acl:relcl 0.891 0.733 0.877 0.239 0.452 0.656 0.506 0.712 0.587 0.623 0.442 0.424
advcl 0.875 0.734 0.203 0.479 0.378 0.685 0.462 0.693 0.664 0.668 0.517 0.522
advmod 0.856 0.794 0.878 0.292 0.528 0.781 0.576 0.733 0.638 0.697 0.514 0.512
amod 0.818 0.705 0.962 0.632 0.483 0.662 0.379 0.580 0.398 0.587 0.341 0.335
appos 0.908 0.770 0.901 0.411 0.429 0.694 0.519 0.653 0.599 0.677 0.483 0.485
aux 0.873 0.803 0.954 0.449 0.600 0.760 0.551 0.718 0.614 0.683 0.476 0.441
aux:pass 0.872 0.637 0.972 0.666 0.663 0.504 0.468 0.672 0.540 0.748 0.394 0.300
case 0.880 0.743 0.893 0.576 0.529 0.677 0.514 0.699 0.588 0.649 0.550 0.599
case:loc 0.898 0.744 0.216 0.322 0.477 0.752 0.553 0.762 0.684 0.669 0.509 0.587
cc 0.915 0.782 0.498 0.274 0.442 0.702 0.620 0.660 0.667 0.710 0.588 0.557
ccomp 0.847 0.767 0.808 0.403 0.442 0.783 0.572 0.757 0.684 0.752 0.503 0.570
clf 0.857 0.753 0.840 0.219 0.560 0.673 0.543 0.698 0.606 0.662 0.420 0.501
compound 0.877 0.748 0.871 0.402 0.483 0.727 0.545 0.692 0.615 0.650 0.506 0.684
conj 0.910 0.770 0.479 0.396 0.380 0.706 0.604 0.651 0.664 0.701 0.571 0.566
cop 0.898 0.785 0.480 0.238 0.484 0.743 0.578 0.722 0.720 0.738 0.634 0.613
csubj 0.889 0.895 0.283 0.467 0.623 0.751 0.563 0.761 0.814 0.799 0.557 0.567
dep 0.868 0.798 0.599 0.386 0.584 0.777 0.552 0.703 0.708 0.751 0.447 0.428
det 0.860 0.753 0.937 0.386 0.414 0.721 0.535 0.707 0.573 0.677 0.572 0.511
discourse:sp 0.898 0.810 0.961 0.855 0.784 0.804 0.635 0.802 0.638 0.747 0.627 0.615
flat 0.884 0.858 0.277 0.220 0.408 0.776 0.364 0.607 0.511 0.731 0.542 0.644
flat:name 0.868 0.769 0.330 0.285 0.579 0.594 0.644 0.689 0.594 0.643 0.374 0.409
iobj 0.674 0.478 0.427 0.798 0.382 0.679 0.635 0.701 0.719 0.414 0.289 0.391
mark 0.880 0.705 0.596 0.478 0.418 0.749 0.598 0.722 0.682 0.683 0.467 0.432
mark:adv 0.992 0.936 0.961 0.993 0.698 0.999 0.993 0.984 0.973 0.833 0.999 0.994
mark:prt 0.847 0.741 0.249 0.639 0.354 0.703 0.560 0.697 0.601 0.697 0.644 0.727
mark:relcl 0.889 0.771 0.859 0.545 0.418 0.674 0.484 0.686 0.607 0.655 0.484 0.494
nmod 0.882 0.751 0.870 0.584 0.566 0.668 0.485 0.675 0.579 0.620 0.569 0.593
nsubj 0.863 0.788 0.874 0.437 0.555 0.751 0.538 0.725 0.619 0.691 0.532 0.515
nsubj:pass 0.869 0.729 0.979 0.664 0.690 0.480 0.649 0.728 0.589 0.754 0.531 0.505
nummod 0.870 0.785 0.380 0.274 0.560 0.691 0.519 0.696 0.649 0.697 0.459 0.512
obj 0.873 0.792 0.881 0.469 0.507 0.720 0.577 0.713 0.639 0.683 0.507 0.493
obl 0.881 0.747 0.898 0.491 0.514 0.670 0.498 0.698 0.619 0.602 0.514 0.504
obl:agent 0.956 0.922 0.675 0.753 0.633 0.782 0.900 0.904 0.812 0.764 0.657 0.456
obl:patient 0.840 0.767 0.688 0.580 0.770 0.633 0.737 0.730 0.408 0.560 0.416 0.559
obl:tmod 0.867 0.763 0.391 0.200 0.357 0.817 0.587 0.739 0.697 0.697 0.294 0.403
xcomp 0.831 0.790 0.776 0.519 0.474 0.769 0.682 0.769 0.564 0.400 0.577 0.322
root 0.863 0.791 0.893 0.216 0.541 0.757 0.561 0.741 0.638 0.704 0.503 0.494

Table C.4: When tested on Chinese sentences with target dependency relations, the represen-
tation of each layer from BERT in the Baseline and SGBC engine are compared via RSA.
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C.2. Representational Similarity Analysis Chapter C

Baseline vs SGBD
Zh Relations L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12
acl:relcl 0.902 0.726 0.267 0.237 0.231 0.574 0.339 0.554 0.477 0.554 0.425 0.444
advcl 0.893 0.747 0.278 0.425 0.251 0.554 0.425 0.522 0.454 0.507 0.386 0.411
advmod 0.874 0.768 0.262 0.260 0.401 0.664 0.409 0.492 0.493 0.581 0.448 0.548
amod 0.813 0.688 0.569 0.476 0.411 0.498 0.217 0.364 0.289 0.411 0.260 0.416
appos 0.905 0.779 0.463 0.454 0.357 0.657 0.432 0.455 0.457 0.610 0.466 0.449
aux 0.884 0.770 0.369 0.291 0.400 0.622 0.443 0.512 0.483 0.559 0.458 0.489
aux:pass 0.915 0.692 0.463 0.591 0.728 0.656 0.473 0.355 0.360 0.676 0.386 0.531
case 0.884 0.736 0.678 0.456 0.272 0.573 0.363 0.444 0.435 0.526 0.424 0.492
case:loc 0.909 0.771 0.372 0.297 0.299 0.627 0.391 0.491 0.477 0.489 0.379 0.475
cc 0.885 0.780 0.607 0.362 0.354 0.540 0.360 0.410 0.535 0.660 0.496 0.448
ccomp 0.886 0.725 0.355 0.249 0.400 0.666 0.381 0.459 0.400 0.482 0.401 0.449
clf 0.881 0.725 0.635 0.421 0.378 0.597 0.392 0.500 0.490 0.540 0.371 0.425
compound 0.888 0.750 0.484 0.398 0.308 0.639 0.388 0.447 0.438 0.550 0.443 0.434
conj 0.887 0.777 0.599 0.340 0.452 0.552 0.346 0.405 0.515 0.654 0.494 0.555
cop 0.894 0.772 0.431 0.434 0.272 0.638 0.455 0.524 0.510 0.498 0.480 0.393
csubj 0.913 0.820 0.748 0.591 0.483 0.831 0.347 0.655 0.563 0.643 0.608 0.689
dep 0.881 0.819 0.523 0.491 0.420 0.627 0.436 0.470 0.513 0.566 0.395 0.419
det 0.855 0.713 0.269 0.217 0.285 0.581 0.355 0.517 0.507 0.578 0.384 0.406
discourse:sp 0.922 0.747 0.234 0.603 0.614 0.705 0.409 0.577 0.640 0.760 0.578 0.434
flat 0.891 0.857 0.342 0.445 0.257 0.585 0.342 0.457 0.400 0.682 0.442 0.486
flat:name 0.897 0.776 0.282 0.419 0.274 0.481 0.385 0.362 0.395 0.482 0.309 0.455
iobj 0.699 0.917 0.556 0.470 0.357 0.669 0.695 0.560 0.598 0.467 0.386 0.558
mark 0.901 0.723 0.407 0.408 0.434 0.641 0.684 0.469 0.452 0.428 0.482 0.417
mark:adv 0.970 0.994 0.883 0.992 0.975 0.999 0.993 0.988 0.657 0.716 0.984 0.958
mark:prt 0.883 0.800 0.759 0.527 0.240 0.584 0.346 0.544 0.451 0.482 0.377 0.446
mark:relcl 0.892 0.754 0.459 0.226 0.239 0.575 0.352 0.520 0.478 0.551 0.452 0.520
nmod 0.874 0.737 0.552 0.424 0.298 0.595 0.353 0.422 0.439 0.510 0.395 0.495
nsubj 0.879 0.777 0.508 0.427 0.436 0.662 0.412 0.501 0.492 0.560 0.462 0.554
nsubj:pass 0.909 0.755 0.508 0.601 0.765 0.553 0.552 0.504 0.488 0.678 0.389 0.524
nummod 0.886 0.790 0.237 0.371 0.384 0.606 0.375 0.467 0.490 0.575 0.434 0.533
obj 0.880 0.779 0.424 0.272 0.388 0.626 0.413 0.496 0.509 0.554 0.451 0.435
obl 0.907 0.717 0.585 0.430 0.218 0.575 0.366 0.503 0.515 0.570 0.480 0.430
obl:agent 0.953 0.864 0.920 0.860 0.374 0.635 0.496 0.706 0.687 0.768 0.653 0.639
obl:patient 0.822 0.789 0.654 0.720 0.604 0.673 0.502 0.540 0.345 0.586 0.480 0.530
obl:tmod 0.872 0.781 0.442 0.229 0.375 0.589 0.377 0.536 0.571 0.647 0.544 0.605
xcomp 0.900 0.747 0.220 0.330 0.347 0.692 0.468 0.497 0.505 0.576 0.465 0.433
root 0.878 0.781 0.413 0.390 0.431 0.669 0.433 0.525 0.511 0.583 0.480 0.460

Table C.5: When tested on Chinese sentences with target dependency relations, the represen-
tation of each layer from BERT in the Baseline and SGBD engine are compared via RSA.
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Chapter C C.2. Representational Similarity Analysis

Baseline vs SGBC
Ru Relations L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12
acl 0.824 0.424 0.392 0.625 0.555 0.738 0.646 0.618 0.571 0.644 0.641 0.559
acl:relcl 0.617 0.309 0.310 0.454 0.412 0.640 0.519 0.635 0.576 0.553 0.506 0.475
advcl 0.710 0.613 0.556 0.609 0.409 0.631 0.623 0.734 0.756 0.748 0.685 0.587
advmod 0.877 0.608 0.428 0.651 0.618 0.764 0.711 0.723 0.721 0.746 0.734 0.618
amod 0.855 0.572 0.444 0.635 0.576 0.731 0.668 0.694 0.693 0.731 0.722 0.597
appos 0.679 0.617 0.286 0.700 0.606 0.707 0.591 0.700 0.769 0.774 0.787 0.569
aux 0.627 0.590 0.504 0.445 0.556 0.527 0.303 0.690 0.768 0.571 0.431 0.396
aux:pass 0.699 0.528 0.357 0.706 0.644 0.730 0.586 0.632 0.605 0.691 0.742 0.560
case 0.856 0.574 0.572 0.462 0.591 0.756 0.694 0.725 0.721 0.740 0.733 0.624
cc 0.872 0.679 0.365 0.654 0.584 0.740 0.726 0.731 0.746 0.766 0.743 0.594
ccomp 0.600 0.566 0.320 0.568 0.561 0.714 0.716 0.806 0.835 0.792 0.778 0.700
compound 0.636 0.587 0.603 0.477 0.474 0.996 0.975 0.988 0.940 0.614 0.942 0.994
conj 0.821 0.663 0.355 0.641 0.595 0.744 0.738 0.739 0.751 0.753 0.743 0.585
cop 0.803 0.548 0.317 0.629 0.547 0.797 0.593 0.633 0.723 0.757 0.768 0.612
csubj 0.525 0.463 0.480 0.368 0.426 0.432 0.517 0.750 0.707 0.621 0.475 0.332
det 0.851 0.670 0.626 0.426 0.537 0.721 0.642 0.678 0.707 0.744 0.713 0.607
fixed 0.759 0.579 0.578 0.633 0.641 0.659 0.615 0.689 0.685 0.699 0.671 0.578
flat 0.665 0.404 0.514 0.572 0.565 0.608 0.484 0.666 0.677 0.627 0.593 0.424
flat:foreign 0.704 0.435 0.548 0.588 0.604 0.704 0.554 0.729 0.758 0.700 0.604 0.419
flat:name 0.703 0.533 0.442 0.596 0.636 0.748 0.629 0.658 0.639 0.599 0.596 0.555
iobj 0.629 0.474 0.553 0.685 0.606 0.659 0.603 0.719 0.697 0.655 0.673 0.556
mark 0.668 0.528 0.231 0.500 0.516 0.629 0.603 0.699 0.723 0.691 0.642 0.498
nmod 0.860 0.478 0.453 0.648 0.544 0.740 0.658 0.696 0.699 0.730 0.726 0.610
nsubj 0.820 0.584 0.466 0.687 0.567 0.732 0.685 0.718 0.719 0.738 0.729 0.596
nsubj:pass 0.711 0.580 0.336 0.723 0.561 0.711 0.575 0.614 0.618 0.708 0.732 0.610
nummod 0.575 0.624 0.270 0.515 0.610 0.689 0.526 0.669 0.618 0.591 0.562 0.445
nummod:gov 0.640 0.401 0.443 0.579 0.759 0.783 0.531 0.612 0.589 0.644 0.640 0.543
obj 0.756 0.542 0.483 0.661 0.506 0.691 0.641 0.683 0.645 0.675 0.674 0.535
obl 0.764 0.592 0.479 0.657 0.568 0.746 0.684 0.711 0.702 0.709 0.704 0.591
obl:agent 0.638 0.394 0.509 0.825 0.837 0.891 0.851 0.340 0.582 0.717 0.770 0.607
orphan 0.733 0.661 0.241 0.620 0.937 0.800 0.519 0.330 0.651 0.424 0.558 0.638
parataxis 0.825 0.629 0.391 0.598 0.659 0.786 0.714 0.723 0.683 0.670 0.621 0.680
xcomp 0.756 0.658 0.486 0.683 0.575 0.762 0.712 0.731 0.748 0.761 0.754 0.620
root 0.855 0.587 0.466 0.704 0.597 0.751 0.701 0.729 0.722 0.744 0.739 0.623

Table C.6: When tested on Russian sentences with target dependency relations, the represen-
tation of each layer from BERT in the Baseline and SGBC engine are compared via RSA.
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C.2. Representational Similarity Analysis Chapter C

Baseline vs SGBD
Ru Relations L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12
acl 0.918 0.416 0.296 0.617 0.501 0.541 0.611 0.562 0.573 0.752 0.779 0.627
acl:relcl 0.505 0.299 0.292 0.484 0.402 0.474 0.606 0.643 0.628 0.739 0.744 0.651
advcl 0.585 0.541 0.489 0.508 0.505 0.562 0.665 0.676 0.692 0.747 0.804 0.686
advmod 0.931 0.442 0.509 0.608 0.613 0.646 0.731 0.720 0.710 0.830 0.846 0.666
amod 0.910 0.548 0.488 0.391 0.573 0.605 0.679 0.683 0.674 0.796 0.777 0.594
appos 0.574 0.331 0.303 0.614 0.432 0.517 0.618 0.715 0.740 0.787 0.731 0.581
aux 0.344 0.563 0.494 0.457 0.433 0.288 0.321 0.208 0.321 0.496 0.458 0.401
aux:pass 0.491 0.385 0.327 0.537 0.633 0.528 0.618 0.708 0.723 0.779 0.669 0.588
case 0.903 0.502 0.504 0.413 0.602 0.634 0.721 0.722 0.721 0.808 0.808 0.639
cc 0.943 0.392 0.417 0.624 0.590 0.626 0.705 0.719 0.724 0.822 0.826 0.646
ccomp 0.517 0.432 0.341 0.521 0.540 0.615 0.722 0.741 0.763 0.864 0.885 0.667
compound 0.699 0.777 0.474 0.902 0.365 0.902 0.991 0.764 0.996 0.988 0.954 0.955
conj 0.887 0.442 0.452 0.600 0.402 0.594 0.687 0.698 0.707 0.799 0.797 0.634
cop 0.651 0.415 0.545 0.536 0.586 0.722 0.729 0.668 0.761 0.833 0.758 0.583
csubj 0.450 0.488 0.473 0.417 0.496 0.229 0.480 0.603 0.676 0.544 0.468 0.393
det 0.895 0.446 0.408 0.675 0.616 0.673 0.759 0.755 0.774 0.848 0.854 0.742
fixed 0.666 0.415 0.516 0.673 0.605 0.599 0.698 0.644 0.683 0.800 0.748 0.603
flat 0.643 0.511 0.452 0.519 0.430 0.512 0.627 0.690 0.711 0.749 0.764 0.620
flat:foreign 0.638 0.520 0.387 0.542 0.523 0.545 0.621 0.683 0.728 0.772 0.786 0.677
flat:name 0.657 0.357 0.472 0.587 0.546 0.531 0.647 0.664 0.678 0.786 0.772 0.641
iobj 0.519 0.287 0.599 0.663 0.552 0.563 0.675 0.690 0.671 0.787 0.821 0.699
mark 0.537 0.367 0.274 0.288 0.515 0.591 0.711 0.714 0.724 0.817 0.842 0.704
nmod 0.911 0.379 0.462 0.596 0.573 0.611 0.686 0.682 0.677 0.787 0.771 0.594
nsubj 0.884 0.528 0.508 0.623 0.576 0.621 0.706 0.720 0.711 0.803 0.785 0.598
nsubj:pass 0.504 0.314 0.292 0.538 0.585 0.574 0.634 0.667 0.695 0.791 0.703 0.551
nummod 0.467 0.588 0.389 0.525 0.426 0.460 0.555 0.648 0.647 0.786 0.827 0.703
nummod:gov 0.570 0.536 0.331 0.686 0.523 0.595 0.682 0.689 0.726 0.825 0.815 0.639
obj 0.826 0.578 0.487 0.598 0.508 0.609 0.703 0.717 0.717 0.793 0.775 0.613
obl 0.797 0.520 0.507 0.619 0.572 0.618 0.715 0.720 0.721 0.780 0.756 0.579
obl:agent 0.806 0.454 0.250 0.742 0.744 0.607 0.472 0.633 0.640 0.694 0.479 0.299
orphan 0.301 0.240 0.524 0.420 0.750 0.709 0.579 0.427 0.419 0.322 0.228 0.243
parataxis 0.935 0.444 0.472 0.657 0.574 0.618 0.704 0.733 0.711 0.828 0.833 0.643
xcomp 0.611 0.587 0.593 0.565 0.569 0.665 0.729 0.765 0.754 0.830 0.808 0.648
root 0.901 0.506 0.504 0.637 0.612 0.649 0.720 0.724 0.716 0.806 0.787 0.612

Table C.7: When tested on Russian sentences with target dependency relations, the represen-
tation of each layer from BERT in the Baseline and SGBD engine are compared via RSA.
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Chapter C C.2. Representational Similarity Analysis

Baseline vs SGBC
De Relations L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12
acl:relcl 0.696 0.776 0.763 0.690 0.601 0.604 0.670 0.627 0.621 0.629 0.613 0.629
advcl 0.640 0.776 0.781 0.716 0.645 0.506 0.632 0.602 0.572 0.514 0.527 0.575
advmod 0.775 0.819 0.841 0.800 0.737 0.733 0.750 0.793 0.747 0.790 0.750 0.748
amod 0.651 0.739 0.774 0.721 0.631 0.662 0.708 0.645 0.670 0.641 0.644 0.663
appos 0.695 0.766 0.814 0.751 0.682 0.664 0.702 0.667 0.671 0.678 0.680 0.674
aux 0.649 0.796 0.795 0.716 0.657 0.649 0.638 0.669 0.690 0.700 0.670 0.648
aux:pass 0.644 0.735 0.766 0.723 0.627 0.721 0.684 0.661 0.700 0.641 0.629 0.661
case 0.734 0.773 0.781 0.747 0.686 0.694 0.708 0.691 0.689 0.699 0.765 0.716
cc 0.613 0.721 0.719 0.675 0.602 0.591 0.631 0.592 0.606 0.595 0.595 0.598
ccomp 0.686 0.768 0.824 0.767 0.757 0.695 0.661 0.698 0.702 0.706 0.729 0.664
compound 0.687 0.780 0.785 0.733 0.661 0.649 0.721 0.700 0.688 0.653 0.654 0.691
compound:prt 0.671 0.760 0.763 0.662 0.703 0.694 0.730 0.680 0.717 0.735 0.681 0.790
conj 0.586 0.716 0.712 0.661 0.588 0.583 0.620 0.588 0.588 0.592 0.595 0.611
cop 0.679 0.794 0.808 0.772 0.649 0.690 0.753 0.735 0.730 0.670 0.695 0.726
csubj 0.686 0.730 0.860 0.809 0.770 0.853 0.798 0.660 0.824 0.860 0.714 0.737
cc:preconj 0.633 0.443 0.411 0.823 0.647 0.557 0.563 0.471 0.424 0.471 0.462 0.415
csubj:pass 0.868 0.742 0.886 0.904 0.492 0.937 0.977 0.731 0.760 0.806 0.785 0.638
det 0.628 0.757 0.773 0.724 0.654 0.694 0.702 0.584 0.597 0.596 0.587 0.597
expl 0.568 0.803 0.658 0.669 0.607 0.438 0.653 0.442 0.566 0.600 0.452 0.443
flat 0.609 0.770 0.921 0.721 0.761 0.554 0.923 0.455 0.577 0.520 0.786 0.649
flat:name 0.686 0.719 0.729 0.698 0.678 0.633 0.706 0.677 0.662 0.641 0.649 0.672
iobj 0.692 0.826 0.792 0.706 0.681 0.784 0.735 0.692 0.698 0.728 0.781 0.803
mark 0.693 0.787 0.799 0.752 0.701 0.676 0.684 0.696 0.708 0.681 0.682 0.693
nmod 0.725 0.767 0.776 0.750 0.677 0.711 0.695 0.586 0.649 0.649 0.617 0.657
nmod:poss 0.694 0.758 0.758 0.731 0.667 0.719 0.681 0.689 0.671 0.694 0.671 0.681
nsubj 0.655 0.794 0.806 0.768 0.695 0.705 0.725 0.610 0.780 0.788 0.793 0.760
nsubj:pass 0.694 0.758 0.758 0.731 0.667 0.719 0.681 0.689 0.671 0.694 0.671 0.681
nummod 0.716 0.858 0.839 0.728 0.714 0.705 0.730 0.777 0.790 0.714 0.741 0.729
obj 0.625 0.773 0.785 0.729 0.654 0.672 0.682 0.528 0.534 0.646 0.640 0.671
obl 0.659 0.767 0.776 0.753 0.684 0.685 0.703 0.656 0.678 0.663 0.667 0.706
obl:tmod 0.683 0.741 0.791 0.716 0.660 0.740 0.696 0.696 0.732 0.686 0.681 0.815
parataxis 0.652 0.798 0.792 0.756 0.775 0.674 0.645 0.658 0.700 0.667 0.674 0.689
xcomp 0.841 0.884 0.885 0.806 0.802 0.822 0.818 0.852 0.884 0.863 0.816 0.827
root 0.782 0.843 0.841 0.834 0.765 0.726 0.736 0.758 0.783 0.763 0.754 0.739

Table C.8: When tested on German sentences with target dependency relations, the represen-
tation of each layer from BERT in the Baseline and SGBC engine are compared via RSA.
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C.2. Representational Similarity Analysis Chapter C

Baseline vs SGBD
De Relations L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12
acl:relcl 0.793 0.740 0.860 0.831 0.845 0.883 0.850 0.828 0.863 0.801 0.778 0.689
advcl 0.773 0.720 0.843 0.815 0.820 0.894 0.867 0.856 0.894 0.842 0.840 0.747
advmod 0.782 0.796 0.849 0.832 0.856 0.859 0.827 0.774 0.787 0.783 0.785 0.794
amod 0.773 0.732 0.802 0.816 0.844 0.808 0.801 0.800 0.812 0.768 0.766 0.780
appos 0.762 0.778 0.806 0.830 0.855 0.729 0.812 0.820 0.817 0.767 0.735 0.788
aux 0.747 0.735 0.833 0.810 0.836 0.796 0.717 0.777 0.781 0.742 0.746 0.734
aux:pass 0.766 0.728 0.799 0.839 0.867 0.825 0.825 0.806 0.815 0.746 0.798 0.748
case 0.774 0.759 0.819 0.812 0.849 0.830 0.825 0.820 0.826 0.790 0.797 0.797
cc 0.777 0.780 0.764 0.789 0.816 0.741 0.775 0.766 0.779 0.759 0.749 0.742
ccomp 0.792 0.794 0.822 0.831 0.877 0.841 0.829 0.829 0.818 0.775 0.788 0.798
compound 0.790 0.788 0.845 0.847 0.849 0.797 0.778 0.789 0.790 0.798 0.790 0.780
compound:prt 0.795 0.795 0.808 0.791 0.827 0.811 0.831 0.850 0.879 0.865 0.835 0.804
conj 0.797 0.787 0.795 0.784 0.814 0.773 0.784 0.778 0.787 0.786 0.780 0.783
cop 0.792 0.779 0.839 0.831 0.874 0.855 0.840 0.830 0.839 0.801 0.797 0.790
csubj 0.679 0.767 0.939 0.901 0.922 0.651 0.668 0.664 0.710 0.792 0.733 0.692
cc:preconj 0.634 0.557 0.642 0.684 0.818 0.459 0.411 0.595 0.678 0.673 0.644 0.520
csubj:pass 0.843 0.805 0.799 0.770 0.786 0.850 0.897 0.839 0.773 0.774 0.781 0.800
det 0.872 0.889 0.837 0.819 0.836 0.817 0.851 0.849 0.831 0.820 0.866 0.827
expl 0.753 0.770 0.719 0.850 0.884 0.840 0.822 0.829 0.860 0.843 0.824 0.786
flat 0.679 0.610 0.913 0.958 0.933 0.956 0.977 0.958 0.953 0.835 0.747 0.779
flat:name 0.682 0.643 0.817 0.831 0.869 0.833 0.829 0.833 0.832 0.811 0.777 0.655
iobj 0.769 0.797 0.791 0.746 0.793 0.832 0.889 0.871 0.881 0.869 0.843 0.789
mark 0.804 0.812 0.798 0.804 0.848 0.796 0.813 0.814 0.802 0.802 0.799 0.801
nmod 0.759 0.716 0.834 0.825 0.835 0.824 0.814 0.744 0.735 0.762 0.748 0.744
nmod:poss 0.796 0.795 0.793 0.809 0.841 0.768 0.815 0.786 0.785 0.792 0.782 0.797
nsubj 0.794 0.795 0.835 0.820 0.854 0.851 0.834 0.717 0.735 0.731 0.771 0.723
nsubj:pass 0.888 0.875 0.821 0.853 0.878 0.829 0.828 0.808 0.819 0.855 0.819 0.882
nummod 0.844 0.879 0.847 0.842 0.841 0.856 0.854 0.854 0.859 0.892 0.871 0.849
obj 0.775 0.784 0.801 0.799 0.824 0.812 0.797 0.732 0.793 0.760 0.791 0.799
obl 0.787 0.793 0.814 0.812 0.850 0.828 0.820 0.814 0.818 0.780 0.746 0.782
obl:tmod 0.794 0.805 0.829 0.816 0.870 0.805 0.752 0.815 0.849 0.844 0.858 0.851
parataxis 0.792 0.792 0.811 0.877 0.866 0.776 0.726 0.729 0.754 0.753 0.739 0.767
xcomp 0.877 0.889 0.861 0.847 0.868 0.858 0.858 0.855 0.856 0.888 0.893 0.875
root 0.797 0.795 0.828 0.819 0.854 0.846 0.829 0.717 0.791 0.728 0.772 0.743

Table C.9: When tested on German sentences with target dependency relations, the represen-
tation of each layer from BERT in the Baseline and SGBD engine are compared via RSA.
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