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Abstract. Pretrained language models (LMs) have made remarkable
achievements in aspect-based sentiment analysis (ABSA). However, it
is discovered that these models may struggle in some particular cases
(e.g., to detect sentiments expressed towards targeted aspects with only
implicit or adversarial expressions). Since it is hard for models to align
implicit or adversarial expressions with their corresponding aspects, the
sentiments of the targeted aspects would largely be impacted by the
expressions towards other aspects in the sentence. We name this phe-
nomenon as contextual bias. To tackle the problem, we propose a flex-
ible aspect-oriented debiasing method (Arde) to eliminate the harmful
contextual bias without the need of adjusting the underlying LMs. In-
tuitively, Arde calibrates the prediction towards the targeted aspect
by subtracting the bias towards the context. Favorably, Arde can get
theoretical support from counterfactual reasoning theory. Experiments
are conducted on SemEval benchmark, and the results show that Arde
can empirically improve the accuracy on contextually biased aspect sen-
timents without degrading the accuracy on unbiased ones. Driven by
recent success of large language models (LLMs, e.g., ChatGPT), we fur-
ther uncover that even LLMs can fail to address certain contextual bias,
which yet can be effectively tackled by Arde.

Keywords: aspect-based sentiment analysis · counterfactual inference ·
implicit sentiment.

1 Introduction

Aspect-based sentiment analysis (ABSA) aims to predict the sentiment expressed
towards a particular aspect in a given sentence. Recent advances have preferably
employed pretrained language models (LMs) and achieved remarkable gains.
Built upon LMs, memory networks [33, 2, 36], convolutional networks [45, 14],
attention mechanisms [12, 18], linguistic structures [46, 34, 4], and input trans-
formations [20, 25] have been introduced for aspect-oriented finetuning.

While these aspect-oriented finetuning approaches can largely lift the per-
formance, they may struggle with the so-called contextual bias problem in some

⋆ Corresponding author



2 R. An et al.

Table 1: The accuracy of an existing LM-based ABSA model, namely Aspect-
Marker, on the SemEval Laptop dataset, showing how the model’s performance
drops in implicit and adversarial cases.

Method Normal Implicit Adversarial

AspectMarker[20] 81.25 71.43 72.25
△ −0.00 −9.82 −9.00

particular cases. For example, in a review “the food here is just great, and the
waiter should be more friendly”, the sentiment towards the aspect waiter is neg-
ative indicated by the implicit expression “should be more friendly”. However,
it can be misjudged as positive due to the explicit context just great. As another
example, in “the food here is not bad, but the waiter is awful”, the sentiment
towards the aspect food is positive but can be misjudged as negative due to
the adversarial expressions used. Specifically, although not just bad suggests a
positive sentiment regarding the food, the evident context awful in reference to
the waiter might mislead the overall sentiment assessment towards the food as
negative. In these cases, the sentiment judgements are largely impacted by the
implicit and adversarial expressions towards contextual aspects. We term the
afore-discussed phenomena as contextual bias, which can cause remarkable
performance degradation in sentiment analysis as demonstrated in Table 1.

Figure 1 provides a quantitative analysis on the impact of contextual bias.
Given a review “My friend had a burger and I had these not wonderful blueberry
pancakes”, the sentiment of the aspect blueberry pancakes is negative. However,
the predicted probability towards it locates more densely at a neutral sentiment.
Indeed, the contextual probability for the aspect blueberry pancakes leads to
a contextual bias that makes its predicted probability move towards a neutral
sentiment instead of a negative one.

In this paper, we propose an aspect-oriented debiasing method (Arde) that
is aimed to eliminate the harmful contextual bias without any intrusive adjust-
ments to the existing aspect-oriented LM finetuning approaches. Specifically,
Arde operates at the LM inference stage and contains three crucial steps. Firstly,
for an already finetuned LM for ABSA, Arde obtains the sentiment distribution
towards an aspect through LM inference as normal. Then, it gets the sentiment
distribution towards the context by LM inference with the aspect-oriented in-
formation eliminated. Finally, it induces the calibrated sentiment distribution
by conditionally subtracting the bias from the original prediction. Besides, the
training-agnostic property of Arde enables universal pluggability to almost all
ABSA models.

It is also important to stress that Arde can be viewed as a counterfactual-
related instantiation of causal inference [22]. In the language of counterfactuals,
the identified contextual bias is a sort of confounding bias and can be counter-
factually derived even though it has not ever been seen [27]. As discussed in
Section 3.4, the proposed debiasing approach naturally corresponds to spurious
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Fig. 1: The predicted probability versus the contextual probability of Aspect-
Marker [20] on a case, where the predicted one is biased by the contextual one.
The contextual probability is obtained by removing the marker around the tar-
get aspect at the input end.

correlation decoupling in the counterfactual theory [22], showing the theoretical
soundness of Arde.

We conduct experiments on the widely used SemEval benchmark [26]. Thanks
to previous studies, we can easily distinguish the implicit aspect sentiments [15]
and adversarial aspect sentiments [41] from the normal ones. The experimental
results demonstrate that Arde can improve the accuracy on contextually biased
aspect sentiments with negligible affect on the unbiased ones.

As a further exploration, we investigate whether the more recently emerged
large language models (LLMs, e.g., ChatGPT), which have led to performance
breakthroughs in a diverse range of downstream tasks [28], also suffer from the
contextual bias problem in ABSA. Our preliminary results indicate that even
ChatGPT (at the time when the experiment was carried out) failed to handle
the problem, which can be largely alleviated by incorporating Arde.

Our main contributions can be summarized as follows:

– We discover that existing finetuned LMs can struggle with the contextual
bias problem in particular cases, e.g., implicit and adversarial aspect senti-
ments.

– We design a flexible aspect-oriented debiasing method, Arde, to eliminate
the contextual bias, which is training-agnostic and pluggable to almost all
ABSA models.

– We prove that Arde is theoretically sound from a causal inference perspec-
tive and empirically effective on a commonly used benchmark.

– We uncover that LLMs can fail to circumvent contextual bias, but the prob-
lem can be effectively tackled by Arde. To our best knowledge, this is also
the very first trial of examining the ability of ChatGPT in the ABSA task.
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2 Related Work

2.1 Aspect-based Sentiment Analysis

In recent years, LMs such as BERT [7] and RoBERTa [17], have played a crucial
role in NLP. Based on LMs, large performance improvements have been achieved
in ABSA [30, 29, 42, 20]. Taking the advantage of LMs, ABSA can be treated as
a sequence pair classification task [31, 9] or a reading comprehension task [3,
21]. Moreover, aspect-oriented dependency tree is used to further improve the
performance of LMs [47, 46, 40, 5]. Most recently, ABSA is resolved as part of
a triplet extraction task to realize a more complete solution [48, 23, 39, 49]. Our
work generally falls in this line of approach but specifically concentrates on the
contextual bias problem.

2.2 Implicit Aspect Sentiment Analysis

Supervised contrastive pretraining is used to align the representation of implicit
sentiment expressions with the corresponding sentiments, and distinguish the im-
plicit slices from the explicit ones in the SemEval benchmark [15]. Furthermore,
a knowledge graph is produced to supplement the implicit sentiment expressions
and a novel implicit sentiment model is proposed to combine the knowledge
enhancements and context features [43]. In addition, structured generation is
used for aspect sentiment quadruple extraction to detect implicit sentiment ex-
pressions more effectively with a newly-designed quadruple predictor and an
encoder-decoder model [24]. Our work utilizes implicit aspect sentiments as one
type of contextual bias, and they are also used as instances to measure the
performance of our approach in addressing the contextual bias problem.

2.3 Adversarial Aspect Sentiment Analysis

It has been recognized that LMs suffer from significant performance drops on ad-
versarial aspect sentiments [41], and various methods [11, 6, 44, 19] are proposed
to improve the robustness of ABSA models. Similarly, a dual-feature extraction
module is used to extract aspect-related and aspect-unrelated features, while an
aspect-feature distillation module is used to eliminate the interference of aspect-
unrelated words [16]. Likewise, our work considers adversarial aspect sentiments
as another type of contextual bias and leverages them as a major testbed.

2.4 Debiasing in NLP

Debiasing has been considered as important to improve model robustness in NLP,
and a range of methods are proposed for debiasing [35, 27, 10]. Among them, the
idea of counterfactual has inspired several debiasing studies [13, 38, 8, 32]. As for
ABSA, the bias often refers to the fact that some aspects are more associated
with some sentiments rather than others [35]. Such aspect bias can be alleviated
by a no-aspect template [1]. In the work [37] that is most related to ours,
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implicit aspect sentiments are thought to hurt the model robustness and should
be intervened by a complex and training-specific instrumental variable model.
Differently, our work goes beyond the implicit aspect sentiments, and presents a
straightforward and training-agnostic method based on the counterfactual theory
to eliminate the contextual bias.

3 Methodology

3.1 Problem Definition

When presented with a sentence x = (x1, . . . , a, . . . , xn) (where n denotes the
sentence length) and a specific aspect a = (a1, . . . , am) (where m denotes the
aspect’s length) within the sentence, a fine-tuned Language Model, denoted as
(P,M) for Aspect-Based Sentiment Analysis (ABSA), is essential. This model
is tasked with providing a predictive distribution ȳ encompassing sentiments
(e.g., positive, negative, neutral). Here, P andM represent a three-way classifier
and a pretrained backbone, respectively. The objective is to align the predicted
distribution with the ground truth one-hot distribution y as closely as possible,
irrespective of the presence or absence of contextual bias.

3.2 Aspect-oriented Finetuning

Aspect-oriented finetuning of LMs for ABSA can be reduced to two major
paradigms: adjusting 1) the input structure of LMs (i.e., I) or 2) the output fea-
ture of LMs (i.e., O) for aspect-oriented information. Typical input-based meth-
ods include the aspect paired and aspect marked structures [42, 20], while typical
output-based methods are based on the aspect averaged and aspect weighted fea-
tures [5, 47]. These methods are used to make LMs pay mpre attention to the
corresponding expressions of the target aspect, and are used in our work for
finetuning baselines. An overview of these methods are given in Figure 2a.

For abstraction, aspect-oriented finetuning can be represented typically as
minimizing the cross-entropy loss:

L = −y logP ◦ O ◦M ◦ I(x, a)

where I or O insert aspect-unaware or aspect-oriented transformations on either
the input end or the output end. ◦ means sequential function composition.

Aspect Paired Input Structure [42] This input structure is proved to make LMs
concentrate more on the targeted aspect by appending the targeted aspect to
the sentence:

I(x, a) = [CLS] x1 · · · xn [SEP] a1 · · · am [SEP]
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Fig. 2: (a) An overview of aspect-oriented finetuning paradigms. The grey boxes
stand for either aspect-unaware input structures or output features. (b) An
overview of Arde and its connections to counterfactual theory.

Aspect Marked Input Structure [20] This input structure is realized by annotat-
ing the targeted aspect by placing two markers around the aspect:

I(x, a) = [CLS] x1 · · · [M] a1 · · · am [M] · · · xn [SEP]

For both input-based methods, the output feature is the last hidden state
corresponding to [CLS]:

O(h, x, a) = h[CLS]

where h generally indicates the last hidden states.

Aspect Averaged Output Feature [5] This output feature means taking the aver-
age over the last hidden states of the targeted aspect:

O(h, x, a) =
m∑
k

1/m · hak

Aspect Weighted Output Feature [47] This output features is derived from the
hypothesis that the hidden states locating close to the targeted aspect are more
important than the ones locating further away:

O(h, x, a) =
n∑
k

d(xk, a1, am) · hxk

where d is a function measuring the proximity from any token to the target
aspect and it takes the form of:

d(xk, a1, am) = 1−min(|xk, a1|, |xk, am|)/n

where, with abuse of notation, |p, q| denotes the absolute position distance be-
tween two tokens.

For both output-based methods, the input structure is the naive sentence:

I(x, a) = [CLS] x1 · · · xn [SEP]
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3.3 Aspect-oriented Debiasing

Normally the inference with the above finetuned LMs for ABSA will result in
errors due to the existence of the contextual bias. As we observe in Figure 1
that the contextual bias can be attributed to the context directly, we propose an
aspect-oriented debiasing method which flexibly removes the bias by probability
subtraction. Figure 2b provides an overview of our method.

Specifically, the normal inference with LM leads to:

ynor = P ◦ O ◦M ◦ I(x, a)

In contrast, the contextual inference, where the aspect-oriented information
is eliminated and only the context is kept, results in:

yctx = P ◦ O−1 ◦ O ◦M ◦ I−1 ◦ I(x, a)

where I−1 or O−1 is used as inverse function to respectively eliminate the effect
of I or O. Then we can reach a calibrated prediction without bias as:

ŷ = ynor − λ · yctx

It is noteworthy that even the subtraction can give negative probability,
we can always use it since the LM inference is only concerned with relative
magnitudes.

Aspect Paired Input Structure For the Aspect Marked Input Structure, the in-
verse input structure function is achieved by removing the appended targeted
aspect:

I−1 ◦ I(x, a) = [CLS] x1 · · · xn [SEP]

Aspect Marked Input Structure Similarly, the inverse input structure function
for Aspect Marked Input Structure is implemented by getting rid of the markers
around the targeted aspect, which results in an aspect-eliminated input.

Aspect Averaged Output Feature The inverse output feature function for this
feature expands the averaging range from the targeted aspect to the whole sen-
tence:

O−1 ◦ O(h, x, a) =
n∑
k

1/n · hxk

Here, the expansion safely erases the aspect-related information.

Aspect Weighted Output Feature The inverse output feature function for this
feature drops the proximity weights. Together with the original output feature
function, it behaves exactly the same as the one positioned above.
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3.4 Connections to Counterfactual Theory

On the theoretical side , we find that Arde nicely aligns with the counterfactual
theory, which essentially tells that the confounding bias can be counter factually
conceptualized even though it has never be seen, thus the confounding bias can
be described and potentially eliminated [22, 27].

In case of ABSA, the contextual bias is exactly a kind of confounding bias
which can be depicted with a causal graph as in Figure 2b (right). In the causal
graph, X represents the targeted aspect and its associated sentiment expression,
Y represents the ground truth sentiment, and C represents other aspects and
their associated sentiment expressions. Two linguistic facts in the causal graph
are: 1) X and C are correlated since some aspects would be mentioned concur-
rently; and 2) C empirically has an impact on Y as sentiment expressions are
interconnected and is illustrated in Figure 1. The fork structure X ← C → Y
admits C as a confounding bias, which leaves a spurious correlation between X
and Y through C.

Fortunately, as the contextual bias can be derived with our tactics, the spu-
rious correlation can be cut off with the subtraction at the probability level.

4 Experiments

4.1 Datasets & Metrics

Our experiments are conducted on the SemEval benchmark. There are gener-
ally two domains of data from the benchmark, i.e., one from laptop and the
other from restaurant. Each domain consists of both training and test sets. The
training part is used to finetune the backbone LMs, and the test part is used
to evaluate the model performance. Previous studies have reannotated the test
sets to provide implicit test data held out from the original test data [15] and
additional adversarial test data [41]. The summary is described in Table 2. We
adopt accuracy (Acc.) and F1 scores (F1) as standard measures for evaluation.

Table 2: The summary of data.
Dataset Positive Neutral Negative Total

Laptop

train 987 460 866 2313

nor. test 341 169 128 638

imp. test 36 111 28 175

adv. test 883 407 587 1877

Restaurant

train 2164 633 805 3602

nor. test 728 196 196 1120

imp. test 76 137 54 267

adv. test 1953 473 1104 3530
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4.2 Baselines & Implementation

We compare Arde to the aspect-oriented finetuning baselines, which utilize Bert
and Roberta as the backbone LMs. These models are finetuned with learning
rate 0.00005 and batch size 64, which are decided by grid searching. The training
objective is to minimize the cross-entropy loss with L2 regularization. We con-
duct a grid search for the parameter λ over a range from 0 to 1 with a step size
of 0.05. This finetuning-searching-predicting process is iterated for five times,
and the final results are obtained by averaging the outcomes. For each model,
both the mean (△) and standard deviation (σ) of the improvements in accuracy
and F1 scores are included as part of the results.

Table 3: The results on normal and implicit aspect sentiments (Bert).

Method
Laptop Restaurant

Nor. Acc. Nor. F1 Imp. Acc. Imp. F1 Nor. Acc. Nor. F1 Imp. Acc. Imp. F1

Aspect Paired Input Structure 78.50 74.04 64.91 58.41 84.32 77.30 64.72 62.81
w/ Arde 78.75 74.44 65.71 58.95 84.37 77.37 64.79 62.87
△ +0.25 +0.40 +0.80 +0.54 +0.05 +0.07 +0.07 +0.06
σ 0.29 0.50 1.06 0.69 0.07 0.09 0.15 0.12

Aspect Marked Input Structure 78.94 75.03 70.63 65.03 84.18 77.44 62.77 61.24
w/ Arde 79.03 75.14 70.74 65.12 84.43 77.96 63.30 61.51
△ +0.09 +0.11 +0.11 +0.09 +0.25 +0.52 +0.53 +0.27
σ 0.19 0.22 0.23 0.18 0.13 0.45 0.30 0.37

Aspect Averaged Output Feature 78.56 74.78 71.43 65.45 85.36 79.36 66.37 63.66
w/ Arde 79.09 75.43 72.57 66.29 85.66 79.97 67.19 64.48
△ +0.53 +0.65 +1.14 +0.84 +0.30 +0.61 +0.82 +0.82
σ 0.26 0.33 0.63 0.57 0.11 0.21 0.49 0.51

Aspect Weighted Output Feature 78.90 75.41 72.00 65.83 84.29 77.80 63.00 60.40
w/ Arde 79.09 75.61 72.11 65.93 84.70 78.46 63.67 61.11
△ +0.10 +0.20 +0.11 +0.10 +0.59 +0.66 +0.67 +0.71
σ 0.15 0.14 0.23 0.18 0.18 0.27 0.44 0.42

4.3 Main Results

Results on Normal Aspect Sentiments As shown in Table 3 and Table 4, we can
see thatArde would not affect the performance on normal aspect sentiments and
could even bring certain boost. For example, Aspect Weighted Output Feature
w/ Arde achieves 0.59 and 0.66 performance gains in terms of Acc. and F1
compared with Aspect Weighted Output Feature on Restaurant in Table 3, and
the respective standard deviations of improvement in Acc. and F1 are 0.18 and
0.27. Meanwhile, Aspect Marked Input Structure w/ Arde gives 0.19 and 0.21
absolute performance gains over Aspect Marked Input Structure in terms of Acc.
and F1 on Laptop in Table 4, and the standard deviations of improvement are
0.18 and 0.24.

Results on Implicit Aspect Sentiments We find again from Table 3 and Table 4
that Arde can enhance the performance more significantly on implicit aspect
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Table 4: The results on normal and implicit aspect sentiments (Roberta).

Method
Laptop Restaurant

Nor. Acc. Nor. F1 Imp. Acc. Imp. F1 Nor. Acc. Nor. F1 Imp. Acc. Imp. F1

Aspect Paired Input Structure 83.01 80.17 80.45 76.81 87.05 80.53 69.21 68.03
w/ Arde 83.04 80.21 80.45 76.81 87.12 80.73 69.51 68.41
△ +0.03 +0.04 +0.00 +0.00 +0.07 +0.20 +0.30 +0.38
σ 0.06 0.08 0 0 0.07 0.19 0.28 0.34

Aspect Marked Input Structure 83.86 81.05 83.09 78.95 87.36 81.53 70.56 69.35
w/ Arde 84.05 81.26 83.43 79.40 87.53 81.79 71.01 69.81
△ +0.19 +0.21 +0.34 +0.45 +0.18 +0.26 +0.45 +0.46
σ 0.18 0.24 0.28 0.37 0.27 0.38 0.60 0.61

Aspect Averaged Output Feature 83.57 80.71 83.43 79.73 86.80 80.55 70.00 69.29
w/ Arde 83.86 81.13 84.00 80.37 87.02 80.93 71.39 70.15
△ +0.28 +0.41 +0.57 +0.64 +0.21 +0.38 +0.98 +0.86
σ 0.18 0.23 0.63 0.66 0.14 0.29 0.81 0.78

Aspect Weighted Output Feature 83.17 80.09 78.74 73.48 86.84 80.49 70.04 68.91
w/ Arde 83.20 80.11 78.86 73.57 86.95 80.67 70.26 69.00
△ +0.03 +0.03 +0.11 +0.09 +0.11 +0.18 +0.22 +0.21
σ 0.06 0.05 0.23 0.19 0.07 0.12 0.18 0.17

Table 5: The results on adversarial aspect sentiments (Bert).
Laptop Restaurant

Method
Adv. Acc. Adv. F1 Adv. Acc. Adv. F1

Aspect Paired Input Structure 66.02 63.22 77.64 71.62
w/ Arde 66.59 63.93 77.96 71.98
△ +0.57 +0.71 +0.32 +0.36
σ 0.23 0.36 0.22 0.26

Aspect Marked Input Structure 72.25 69.33 78.47 72.34
w/ Arde 73.08 70.30 78.82 72.83
△ +0.83 +0.97 +0.35 +0.49
σ 1.22 1.66 0.32 0.48

Aspect Averaged Output Feature 72.32 69.35 77.89 72.48
w/ Arde 73.35 70.77 78.53 73.32
△ +1.03 +1.42 +0.64 +0.84
σ 1.13 1.53 0.21 0.22

Aspect Weighted Output Feature 70.69 68.03 77.71 72.04
w/ Arde 71.52 68.90 78.56 73.17
△ +0.83 +0.87 +0.85 +1.13
σ 0.62 0.79 0.62 0.92

sentiments to a large extent. As shown in Table 3, Aspect Averaged Output
Feature w/ Arde improves the Acc. and F1 on Laptop by 1.14 and 0.84 over
Aspect Averaged Output Feature, and the standard deviations of improvement
are 0.63 and 0.57. The improvement can also be seen on Laptop with a 0.57 and
0.64 boost respectively on Acc. and F1 in Table 4, while the standard deviations
of improvement are 0.63 and 0.66. The improvements outweigh those on nor-
mal aspect sentiments. The results retrospectively demonstrate that the implicit
expressions can lead to contextual bias, which can be alleviated by Arde.

Results on Adversarial Aspect Sentiments From Table 5 and Table 6, we un-
earth a similar performance trend on adversarial aspect sentiments. As shown in
Table 5, Aspect Weighted Output Feature w/ Arde improves the Acc. and F1
on Laptop respectively by 0.83 and 0.87 over Aspect Weighted Output Feature.
Additionally, the standard deviations of improvement are 0.62 and 0.92. As for
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Table 6: The results on adversarial aspect sentiments (Roberta).
Laptop Restaurant

Method
Adv. Acc. Adv. F1 Adv. Acc. Adv. F1

Aspect Paired Input Structure 75.64 73.10 81.69 75.37
w/ Arde 75.97 73.42 81.83 75.58
△ +0.33 +0.32 +0.14 +0.22
σ 0.28 0.35 0.10 0.19

Aspect Marked Input Structure 77.44 74.96 81.77 76.12
w/ Arde 77.75 75.29 82.06 76.49
△ +0.31 +0.33 +0.29 +0.37
σ 0.16 0.16 0.23 0.33

Aspect Averaged Output Feature 76.51 74.39 81.13 75.01
w/ Arde 77.11 74.65 81.59 75.71
△ +0.61 +0.25 +0.46 +0.70
σ 0.29 1.18 0.12 0.17

Aspect Weighted Output Feature 75.23 72.62 80.21 74.20
w/ Arde 75.65 73.11 80.57 74.76
△ +0.43 +0.49 +0.36 +0.55
σ 0.25 0.31 0.14 0.25

Aspect Averaged Output Feature w/ Arde in Table 6, the improvement of the
Acc. and F1 on Restaurant are 0.46 and 0.70 over Aspect Averaged Output
Feature and the associated standard deviations of improvement are 0.12 and
0.17. The results indicate that Aspect Weighted Output Feature with Arde ex-
hibits a higher level of stability in handling adversarial aspect sentiments. The
results validate that the output-based methods can handle contextual bias more
effectively and more stably than the input-based methods.
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Fig. 3: The impact of λ.

Impact of λ To investigate the impact of λ, we compare the results of Aspect
Average Output Feature w/ Arde on Laptop normal aspect sentiments corre-
sponding to different values of λ. We vary λ from 0 to 1 with a step of 0.05.
From Figure 3 (left), we can observe a first-increase-then-decrease phenomenon
on Acc., suggesting there is an optimal λ value for Arde.

Besides, it is not always sufficient for some particular cases to calibrate cor-
rectly (i.e., under-calibration) with λ valued from 0 to 1. Yet, λ valued larger
than 1 could possibly lead to worse results due to over-calibration on adequately
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calibrated aspect sentiments. So, we further study the impact of λ ranging from
0 to 5 with a step of 0.5 on probably under-calibrated aspect sentiments, which
are wrongly-predicted aspect sentiments (i.e., Acc. is 0 when λ is 0) from the
concerned baselines. According to Figure 3 (right), Aspect Average Output Fea-
ture w/ Arde shows an Acc. peak of 37.5 at λ of 1.5, and it also performs well
with λ valued from 1.5 to 5.0, maintaining an Acc. of at least 30.0. The results
showcase that Arde with larger λ can have a wider applicable range on more
extreme cases, which can’t be solved with λ valued from 0 to 1.

4.4 Case Study

Table 7: The attention study. The targeted aspects are underlined. The con-
textual aspects are

:::::::::::
underwaved. The groudtruth sentiments are [bracketed]. In

these examples, the contextual aspects are paid with more attention, leading to
contextual bias.

Example
Contextual

Aspect
Targeted
Aspect

[CLS] reasonably
:::::
priced with very stale su ##shi . [SEP] Pos. Pos. [Neg.]

[CLS] coffee is a better deal than over ##pr ##ice ##d co ##si
:::::::::
sandwiches . [SEP] Neu. Neu. [Pos.]

[CLS] go with the specials , and stay away from the
:::::
salmon . [SEP] Neg. Neu. [Pos.]

[CLS] dessert ##s are almost credible : my personal favorite is their
::
tar

:::
##t of the day . [SEP] Pos. Pos. [Neg.]

[CLS] it is a not great size and amazing
::::::
windows

:
8 included ! [SEP] Pos. Pos. [Neg.]

[CLS] : ) great
::::::
product , not great price , great

::::::
delivery , and great

:::::
service . [SEP] Pos. Pos. [Neg.]

[CLS] it is really easy to
::
use but it is not quick to start up . [SEP] Pos. Pos. [Neg.]

Attention Study We select some representative examples to show the attention
pattern of contextual bias. Table 7 visualizes the attention of Aspect Average
Output Feature without any aspect-oriented information given. We can see that
contextual bias arises with varying attentions on different aspects. The uneven-
ness of attention make the aspects that the model pays more attention to play
a greater role in the contextual prediction. Therefore, when predicting the sen-
timents towards the aspects overlooked by the model, they are more likely to be
influenced by the aspects of high presence, possibly leading predictions towards
an opposite direction.

4.5 Results on ChatGPT

We also apply Arde to a LLM, namely ChatGPT (v3.5-0315). Different from
application of Arde to aspect-oriented finetuning, we need to give ChatGPT a
background about ABSA so that ChatGPT can output the predictive sentiment
probability towards the targeted aspect. Then, to evaluate Arde, we introduce
Arde to calibrate the sentiment probabilities produced from ChatGPT, and



Eliminating Contextual Bias in Aspect-based Sentiment Analysis 13

Table 8: ABSA Results with ChatGPT using sampled data on LapTop.

λ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2

Adv.Acc. 79.17 79.17 79.17 79.17 79.17 81.25 82.29 80.21 76.04 66.67 36.46 18.75 14.58

uncover the examples that simply can not be solved by ChatGPT but can be
tackled by Arde.

The evaluation in Table 8 on Laptop adversarial aspect sentiments shows
that Arde can effectively promote the performance on ChatGPT by adjusting
the coefficient λ properly. That is, we find that ChatGPT tends to be confused
by these particular cases. As shown in Table 9, we can use Arde to remove the
contextual bias, thus yielding correct answers.

Table 9: A Case Study on ChatGPT.
Example Predicted Distribution

Sentence Aspect Pos. Neu. Neg.

It has all the not expected features
and more + plus a wide screen but
more than roomy keyboard.

features

Normal

0.98 0.01 0.01

Contextual

0.92 0.06 0.02

Calibrated (λ=1.5)

-0.4 -0.08 -0.02

5 Conclusions and Future Work

We have proposed Arde, a training-agnostic and pluggable method to eliminate
the contextual bias in aspect-based sentiment analysis. The approach has been
shown theoretically sound from a causal inference perspective, and empirically
effective. Another important discovery is that even LLMs can make mistakes
when faced with contextual bias, and the problem can be largely alleviated by
Arde. Moving forward, we will broaden the application scope, e.g., to joint
aspect extraction and sentiment analysis, and explore the inference costs. Cur-
rently, while using ChatGPT, we identified specific instances but were unable
to obtain comprehensive results across the entire dataset. In the future, we aim
to conduct further testing of Arde within the state-of-the-art LLM framework
using the complete dataset.
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