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Abstract

This study investigates the risk assessment of railway changes in an
interconnected environment. Systems are a collection of subsystems and parts,
and this thesis develops a new method, the Combined Assessment Method
(CAM), to analyse them. CAM potentially applies to many industries, including
aviation, defence and nuclear, where there is a requirement to assess system
safety objectively. The railway is a specific case of a closely coupled socio-
technical system of critical physical interfaces between systems and a stringent

example of systems in other industries.

The Author has carried out: an assessment of current techniques, a review of
relevant literature, a survey of risk assessment practitioners, an appraisal of
current methods, and a review of accident data to identify current accident

characteristics.

CAM incorporates established assessment techniques to perform subsystem
analysis. Subsystem results are combined using systems engineering methods in
a novel way producing an overall risk assessment for a system, which

incorporates emergent behaviours.

The assurance of CAM is through a case study and two test cases. It uses safety
performance, ease of use, and economic saving criteria to judge success.
lllustrative studies include a metro system, indicating that CAM is potentially a
process and is application-independent. Furthermore, test cases illustrate that

CAM combines the risks from multiple parts of a whole system into overall risks.
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Finally, test cases measure the verification through a match between the findings

of official incident reports and the CAM output.

This thesis is the first step to creating CAM as a fully-fledged system safety risk
analysis method. Further work is proposed to take CAM forward and address
identified weaknesses. Finally, suggestions have been made for further work to
“productionize” CAM to increase the likelihood that practitioners in the field will use

CAM.
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Terms
There are many terms in use within the field of study covered by this thesis; some

have varied interpretations. For clarity, the terms listed in the table below have the

meaning defined when used in this thesis unless explicitly stated otherwise.

Term Definition

Accident A hazard that has been realised, and a loss has resulted.

Complexity The overall operation has an element of uncertainty and
emergent behaviour due to the interaction with its parts.

Complicated The internal interactions may be intricate and difficult to
understand, but nevertheless predictable and repeatable.

Incident A hazard that has been realised which has resulted in a
near miss where an accident has been averted or post
event actions/mitigations have dissipated the
consequence.

Hazard An unsafe state of a system that could lead to an incident
or accident.

Method A set of instructions to be followed leading to an
outcome, where each step is defined. (The rationale for
the definition is given in Chapter 1.)

Process A set of operations or actions carried out to lead to an
outcome. These may be documented in written form or a
custom or practice. (The rationale for the definition is
given in Chapter 1.)

Root cause This is the base cause of a hazard within a system.

Summarised risk
cause

summarised lower-level hazards which are treated as
causes of higher-level hazards/risks, explained in
Chapter 6.

Technique

A blend of instructions, implicit knowledge and explicit
knowledge applied by using judgement and skill to lead to
an informed outcome. (The rationale for the definition is
given in Chapter 1.)

Traditional method

This refers to the normal method of risk assessment
completing a safety cycle. This involves identifying the
hazards and causes afresh (possibly using historical
information as a prompt), providing an analysis of the
likelihood and consequence, followed by possible
mitigation.

Risk

A combination of the severity of a consequence and how
often it may occur. (The use of likelihood/ probability and
alternative measures for how often a risk occurs is
discussed further in Chapter 2.6)
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1 Introduction
This thesis has been created out of a long-term interest in railway systems safety

engineering, the moral and legal duty driven by society to reduce risk and provide
safe systems of transport. Furthermore, at its discretion, a business may wish to
reduce risk to a level below the legal limits to match the appetite of the company
driven by commercial factors such as a need to be seen to be safer than the
competition or reduce liabilities. The requirement to assess risk is applicable to

many industries including aviation, defence and nuclear.

This thesis researches the methods of assessing risk. Also, it attempts to indicate
whether a new risk assessment process is independent of the railway

environment.

The Author has some forty years of experience in the field of railway engineering.
Over that period, systems have become more complex as technology has
increased. Furthermore, there has been an ever-present pressure to reduce cost,
which has resulted in the elimination or reduction of some traditional roles, such as
small signal-box signallers controlling a very small section of railway. There has
been an increasing focus on improved economic performance with the
privatisation of the railway, which has had the effect of separating the train

operators from the infrastructure operators.

We live in a very different world from the nationalised railway of those 40 years
ago. At the same time, it does not appear that the fundamental approach to safety

has radically changed, if at all, from the days when for example the internet as we
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now know it simply did not exist and engineering drawings were held on paper.
Engineers and operators are expected to carry out risk assessments in this
modern world, in addition to the specialist practitioners, resulting in a wide
variability of skill level applied to the analyses. Fundamentally, the Author
questions if we should still be assessing systems in a similar way to forty years
ago? An initial PhD proposal (Barnatt, 2016) was submitted, and this document is

a report of the result of the research undertaken.

1.1 Previous and interim work
A co-authored published paper entitled ‘Safety Analysis in a Modern Railway

Setting’ (Barnatt and Jack, 2018) draws on some of the research contained in this
thesis to present the objectives of this research and indicate possible ways

forward.

1.2 Reasons and context
Taking account of accident reports from RAIB such as (Rail Accident Investigation

Branch, 2018a)

Clause 104: ‘no risk assessment was prepared for the temporary spur wiring’.

Clause 129: ‘Had a risk assessment of the spur wires been carried out, the risk
of changes to the interlocking after completion of the test desk design should
have been identified and mitigated’.

and (Rail Accident Investigation Branch, 2018b)

Clause 205: ‘The risk profiling was based on RSSB’s safety risk modelzo which
is used to understand the overall risk level and risk profile of the main line
railway. The safety risk model lists 131 hazardous events. It does not identify a
train overturning as a specific event but RSSB stated that the hazard
‘derailment of a passenger train’ includes the precursor ‘overspeeding’ and that
a train overturning is included among the consequences’

Clause 211: ‘Had the various risk assessments carried out between 2008 and
2015 recognised the level of risk associated with a tram overturning, it is likely
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that the need for additional mitigations, such as improved signage, would have
been identified and found to be reasonably practicable to implement’

Recommendation 10: ‘“This review shall consider:

I. the extent to which the process for risk assessments is capable of identifying
and correctly assessing all significant risks, particularly those related to low
frequency/high consequence events; and

ii. the means by which potential mitigations are identified and evaluated’
Accordingly, it is observed by the Author, that the assessment of risk for large or
complex projects or any project involving modern technology is weak in three

respects:

First, the approach to railway design is changing from single system changes to a
system of systems philosophy, with large scale interaction between the
participating systems, which creates new behaviours, as is the case with the
Digital Railway! changes. This philosophy is best described by the International
Council on Systems Engineering Handbook (2015) and the standard EN15288
(2015). Under this regime, many aspects of the railway are changing at the same
time creating a complex interaction with the various systems, people and
processes. In addition, a change to a single system can have an impact on many
other systems, even those that were not directly modified. The original processes
such as Hazard and Operability Studies (HAZOP)s, and those captured in DEF
STAN 56 (2007) and EN50129 (2003), summarised for the railway in the now
withdrawn Yellow Book, (Rail Safety and Standards Board, 2007), did not
envisage such an environment because technology at the turn of the century
tended to use isolated systems or with limited connection. Interconnection was

mostly slow, bespoke and purpose-designed; unlike today with pervasive Internet

! Digital Railway is a largescale programme undertaken on behalf of the railway industry with
funding managed by Network Rail. Its aim is to digitally enable the railway by connecting systems
and using information to create capacity for trains and value for customers
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Protocol (IP) high-speed connectivity. The sequential approach encompassed in

these systems has been identified by Leveson (2011) as inadequate.

Secondly, current large-scale programmes are not able to scientifically forecast
the change in safety risk and therefore weigh capability benefits against risk, other
than by using past performance as a guide to future performance through
deductive reasoning. A typical techniqgue employed is the Safety Risk Model
(SRM), (Rail Safety and Standards Board, 2014b) which uses a set of models
based on a collection of 131 low consequence high probability events, such as
trips and falls, and high consequence very small probability events monitored over
a five-year rolling window. This type of problem has been exemplified by several
large-scale changes to the railway infrastructure recently such as Thameslink, and
Great Western Mainline programmes, where many interacting features have been
changed. In the case of Thameslink, a new signalling system was installed, new
trains procured, stations altered, the timetable altered to increase the number of
trains, and the trains are to be provided with automatic train control. In the case of
the Great Western Mainline new electrification has been installed, major junctions
such as Reading have been fundamentally changed, and it introduced a new
service. At the time of the introduction of European Rail Traffic Management
System (ERTMS) into GB, the radio-based signalling was not present in the SRM.
Therefore, the analysis carried out at the time had to approximate the risks using

conventional signalling data.

Finally, the legal framework is changing, necessitating more transparent and
extensive demonstrations of risk levels, the limits of acceptable risk are changing,

and there are potentially conflicting requirements between new and older
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legislation. Consequently, there is the potential for a greater level of effort required
to create acceptable risk assessments, revised risk limits to be reworked into
assessments and extended periods of debate when the results do not satisfy all
the requirements. The drive for clearer and more extensive demonstrations is
exemplified in the Common Safety Method for Risk Evaluation and Assessment?
(CSM-REA, 2013), with the requirement to record and assess all hazards, where
this was not previously the case. New limits on quantitative risk have been

imposed, through an amendment (CSM-REA Amended, 2015).

There is a conflict between European? derived law such as the Common Safety
Method for Risk Evaluation and Assessment, cited above, and the extensive
health and safety law such as the Electricity at Work Regulations (EWaR, 1989)
where there is a mixture of absolute and practicable duties imposed. In contrast, in
the Common Safety Method for Risk Evaluation and Assessment, it is possible to
work to prescribed standards to satisfy legal requirements. There is also other
European derived legislation that adds to the mix. These combinations are then
interpreted in various ways by different parties leading to confusion; which has led
to debates between the regulator and Network Rail on electrical clearance

distance adequacy for overhead line electrification as an example.

As part Digital Railway project’s move to digitally connected railway, the IRSE
president set out a view of the requirements from the railway industry to meet the
digital railway objective in the IRSE president’s speech, Simmons (2015). It

proposed a data-enabled railway based on a System of Systems approach where

2 This is to be translated into UK law when the UK exits the EU. Therefore, the requirements will
remain.

8 Even though the UK has left the European Union much of the legislative requirements have been
incorporated into domestic law through a raft of BREXIT legislation enacted 1st January 2021.
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the overall rail system is considered holistically using systems theory. During the
same year, it appeared to the Author from an IET conference on Safety and
Security (2015) in Bristol on 21 October 2015, that the focus of developments and
interest was not on safety analysis method development. Rather the focus was
elsewhere on cybersecurity. Several of the presented papers referred to expert
judgement (McGee and Knight, 2015), (Jarzebowicz and Wardzinski, 2015); these
focused on single systems; there was a particular focus on merging of safety and
security into a single issue (Lobo, Charchalakis and Stipidis, 2015) for example.
The nearest paper to align with Simmons (2015) and recognising the issues
referred to in this thesis was the paper Sieker (2015) referring to the need to
rewrite parts of safety analysis standard EN61508 to tighten the testing claims and

thereby increase confidence in the systems.

Research has been undertaken at the University of Huddersfield (Van Gulijk, et
al., 2015) to apply methods of collecting ‘big data’ and using this to mine
information for the prediction of railway change project risk. This approach relies
on the assumption that past performance is a predictor of future performance.

1.3 Significance of research

This research has sought to refocus risk analysis away from paradigms of single
system/change analysis and provide an understanding of safety analysis in a
modern railway setting of a system of systems and large-scale changes. Salient
gaps in understanding will be identified and addressed where necessary to
improve the industry’s approach to better weigh the safety risks and benefits within

the railway environment.
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This research has been conducted and documented in a manner to be generally
applicable to the railway industry including when making large scale, complicated
or complex changes. Consequently, there is value to the railway industry by
providing a basis for judging the acceptability of railway changes, avoiding post-
installation rework, before spending large sums of money on the engineering. The
approach is likely to be applicable to other complex environments where there are
multiple systems such as air transport and the defence sector. The Ministry of
Defence has set up a centralised Defence Safety Body, which recognises in a
future world there will be much greater interaction between the various systems
and branches of the armed forces. The Defence Safety Body could adopt the
research contained in this thesis as a standard risk analysis tool.

1.4 Research questions

The refined principal research question is:

Can an understandable new method be developed to analyse and provide an
overall risk estimation of system safety risk for railway systems comprised

of one or more parts/subsystems that practitioners could use in the field?

These subsidiary questions support the principal question:

1. How should safety hazards be combined in a safety analysis (i.e., where
there is an interaction between the parts) to provide a credible overall risk
picture without the requirement for expert knowledge?

2. Can a new method be created to identify safety hazards that other methods

detect understandably?
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1.5 Limitations
The research is focused on the application of risk assessment methods and the

critical requirements for a risk assessment method. Issues concerned with the
requirements for the approach to the development of risk assessment methods
are not addressed.

1.6 Themes to research

The key themes of this research are summarised into four points:

Connectivity — This is a core concern that systems are now interconnected, and
changes in one system could affect others. The interconnectivity can lead to the

total system having emergent properties and emergent hazards as a result of the

connections.

Computerisation — Most physical systems are controlled in some way by products
with embedded computers that in turn, affect the physical interfaces, for example,

switch control gear that drives the switches.

Usability — It appears that modern methods of analysis are complicated in their
own right, and it is questionable in some cases how usable they are by the

practitioners in the field.

Overall risk — Often when analysing individual system'’s, it is not clear what the

overall risk effect is on the total system and whether this is positive or negative.

1.7 Structure of the thesis
The structure of the thesis is as follows:

Chapter 2: is a literature review of the previous work in this area and draws out

salient knowledge to point to possible ways forward. Papers have been selected
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that review the legal basis for risk assessment, the critiques of current methods, a
review of the limitations of human understanding. Part of the review covers papers
that propose new and adapted techniques. Relevant points are summarised at the

end of the chapter for further consideration in the research later in the thesis.

Chapter 3: sets out the research methodology in terms of a survey to be
undertaken and an appraisal of existing techniques. The appraisal provides a
vehicle to convey an understanding of the techniques currently in place in the
hazard analysis process. The chapter develops a rationale for the methods used

in the subsequent chapters and how they provide the material for a new method.

Chapter 4: provides an assessment of the current assessment methods in two
parts: first, an industry survey and an analysis of the data to identify key findings.
Second, a desktop appraisal by the Author of features and attributes of each
current method, to highlight the strengths and weakness. The analysis will draw on

the material developed in Chapter 2 to define attribute categories.

Chapter 5: presents an assessment by the Author against criteria of incident data.
The aim is to identify trends to consider when creating a new method. The review
is focused on differentiating between a single system and multi-system incidents.
Accordingly, this provides evidence of whether treating systems as isolated

entities when undertaking a risk assessment reflects how accidents occur.

Chapter 6: describes a new method of hazard analysis created by the Author. It
utilises data gathered from chapters 2, 4 and 5 together with insights to provide a
framework. Assurance is provided by testing the new method as described in

chapters 7 and 8. Feedback from tests is incorporated as part of the method
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development, which leads to the finalised method presented at the end of the

chapter.

Chapter 7: consists of a selected rail-based case study to compare the
performance of three methods of risk assessment to benchmark the proposed new
method. The chapter shows that the proposed technique identifies the key
hazards identified by others with salient additions. It shows that relatively the
technique is quick to use and therefore is more economical. Furthermore, it
demonstrates that the proposed technique identifies, physical, people-based and

whole system hazards without the bias indicated by the other techniques.

Chapter 8: describes two rail-based illustrative application test cases that are
selected to test and highlight features of the new method. One of the test cases is
used as a benchmark study using a test case that has been reported for other
techniques; in this case, Lambrigg (Underwood and Waterson, 2013b). The
chapter shows that this proposed technique identifies the hazards that are
identified by an official report together with additions. The proposed technique is
applied in two modes to different problems that indicate the method’s flexibility and

is economical to apply.

Chapter 9 draws together the insights and results to draw conclusions and make
proposals for further work. The chapter reflects on the research that has been
undertaken summarising the key points. It justifies the satisfaction of each
research question. A consideration of the limitations of the research is presented

together with areas for further development of the research.
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Figure 1 shows the relationship between the chapters and the supporting
appendices. A short rationale for the appendices is attached where the need is

unclear.
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1.8 Rationale for the definition of technique, process, and method
The terms defined in this section are in common usage with multiple meanings.

Therefore, they are defined for the purposes of this thesis.

A method is defined as ‘a special form of procedure’ by (The Concise Oxford
Dictionary of Current English, 1979), and a procedure is defined in the same
publication as * mode of conducting business or legal action’. A slightly different
perspective is offered from a systems engineering standpoint with a method
defined as ‘used as a given, much like following a recipe in a recipe book’ by (The
Open University, No Date). In this case, the essence of the meaning is taken to be

a set of instructions or steps.

A technique is defined as ‘mode of artistic execution in music etc; mechanical skill
in art; means of achieving one’s purpose’ as defined in the same publication by
(The Concise Oxford Dictionary of Current English, 1979). While (The Open
University, No Date) defines a technique as ‘Technique is concerned with both
the skill and ability of doing or achieving something and the manner of its
execution’. In this case a composite meaning is taken that this refers to

undertaking a task, part using skill.

A process is defined as ‘series of operations in manufacture, printing,
photography etc’ by (The Concise Oxford Dictionary of Current English, 1979). In

this case the meaning is clear.

This thesis uses the meaning of these definitions described in the Terms section

at the beginning of the thesis.
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1.9 Rationale for the differentiation of complex and complicate
The words complex, complexity and complicate, complicated appear frequently in

this thesis, however, from the dictionary definitions they appear very similar in
meaning. Complicate is defined as ‘Mix up make complex or intricate’ while
complex is defined as ‘Consisting of parts, composite; complicated’ by (The

Concise Oxford Dictionary of Current English, 1979).

INCOSE (2015) when defining a system of systems refers to the two terms being
different claiming complicated is where there are interactions between many parts
being ‘governed by fixed relationships.” While complex systems are stated to have
parts which ‘exhibit self-organization’ and ‘local interactions give rise to emergent
patterns.’ It also implies that complication is not a prerequisite for complexity.
Sargut and McGrath (2011) also refer to the difference between complicated and
complexity. Stating that complicated things for the most part obey rules and their
outputs are predictable and repeatable, whereas in complex systems the patterns
are changing creating uncertainty and emergent behaviour as a result. The
uncertainty they attribute to the interconnectedness among other things. This view

is supported by Kamensky (2011).

In this thesis complicated is taken to mean that the interactions may be intricate
and difficult to understand, but nevertheless predictable and repeatable.
Complexity is taken to mean that the overall operation has an element of

uncertainty and emergent behaviour due to the interaction with its parts.

1.10 Research methodology
Figure 2 shows an overview of the research methodology. It is divided into three

main sections: information gathering, development and assurance. The first task is
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to gather evidence from various sources and weigh this to decide if a new system
safety risk assessment method is justified. If a new method is warranted, proceed
and develop a new method and test it using case studies as examples. The
results from the tests are fed back to refine the method and address shortcomings.
The tests also provide assurance that the new method is fit for purpose by
successfully applying it to several scenarios. Sections of the methodology are
developed further in Chapter 3, where there is a focus on obtaining information
from the industry. Results from this process will form the material for the thesis
conclusions. The success of any proposed new method will be judged separately

using success criteria.

Originally it was envisaged that a workshop would form part of the assurance
evidence. However, it became impractical to implement with the advent of the
Covid-19 epidemic and the associated social distancing. Instead, the other strands

of the assurance were enlarged.

Case studies have been chosen as the assurance method because it is a
technique that is widely used in research as cited by Rahim and Baksh (2003) and
Teegavarapu and Summers (2008). They are defined by Teegavarapu and

Summers (2008) as an

‘empirical research method used to investigate a contemporary
phenomenon, focusing on the dynamics of the case, within its real life

context’.
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In this particular case, they are used as a review mechanism set in a pseudo-real-
life situation. Furthermore, the American audit office (GAO) (United States General

Accounting Office, 1990) defines a case study as:

‘A case study is a method for learning about a complex instance, based on
a comprehensive understanding of that instance obtained by extensive
description and analysis of that instance taken as a whole and in its

context.’

It reinforces the concept of instances taken and analysed, which aligns
accident/incident reports used in this thesis. The GAO cites different types of case
studies, in particular, those that study an instance of the application of a method or
policy in a particular setting are labelled as ‘illustrative application case studies’. It

states that these are characterised as ‘descriptive’ and in-depth.

The weakness in accident case studies is that the information available is limited
by that released by the official investigation bodies. The GAO report, (United
States General Accounting Office, 1990), indicates that a qualifying quality of a
case study is that it is an in-depth study. Comparing the output of an analysis to a
single official report could be argued to disqualify the case. A full case study is
undertaken to address this weakness, which compares the output against the
official report, with further comparison drawn with the output of other
representative risk analysis methods. The combination provides several different

points of reference, which adds to the depth of the study.
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The other ‘case studies’ carried out in this thesis are rebranded as ‘application test
cases’, which represent ‘mini-case studies’ where limited points of comparison are

provided.

A collection of a case study and application test cases are used to avoid bias and
indicate wide applicability which will improve the external validity of the research.
Furthermore, this approach provides evidence based on actual real situations
rather than contrived circumstances, increasing the confidence, where a case
study or test case is successful, that it will work in the field. If a case study or test
case fails, this would call into question the validity of the new method unless the
failure can be explained as being attributable to other factors. Each case is judged
in isolation against a set of predefined criteria, and supports the demonstration of
internal consistency. This method of testing is a form of negative logic that serves
to give assurance that the process is not skewed towards producing positive

answers.
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1.10.1 Potential new method success criteria
New methods are weighed against success criteria developed by the Author to

gauge whether it is acceptable. There is a limited set of assurance data emanating
from the case study and test cases. Consequently, it is not viable to ascribe
guantitative measures of success. Instead, qualitative measures have been
selected, as is advised by Rahim and Baksh (2003). The criteria developed have
been influenced by the studies of Benner (1985) who analysed and ranked safety
methods and investigation methodologies. These criteria were partially set to
indicate the compliance to legislation and the organisational remit of the safety
authority. Criteria such as non-causal refer to the influence of other models on the
model under consideration, rather than in the sense of a causal model. A full
description of each is given in (Benner, 1985). His studies identified ten critical
types of criteria each for safety models and methodologies under various captions.
These are summarised and interpreted by the Author under four headings as
safety identification, efficiency, applicability and transparency. The ten model

criteria classifications are shown in Table 1.
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Table 1 Interpretation of (Benner, 1985) criterion

Headings
S > =
s g §| B
= = o §e)
| g | £| B
5 2 = S
S < &
Criterion
Realistic v v
Satisfying v
Comprehensive v
Disciplining v
Consistent v v
Direct v v
Functional v v
Non causal v
Visible v

The efficiency category refers to minimisation of effort, which is categorised for the
research as an economic classification. The transparency category, although

important, is subjective and does not lend itself to a small time-limited dataset. The

first three have been interpreted in Table 2 below:
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Table 2 Potential new method success criteria

Safety In a comparison setting: Case study/application

As a minimum, the results where a comparison
same hazards are with previous studies can
identified as other be made.
methods. Or where other safety

In a required finding setting: criteria are set these should
Other specific safety be met when the method is
criteria met. tested without comparison.

Economic An efficient method of Case study/application
performing the analysis. results demonstrating that

analysis is possible without
resort to computing and
teams of analysts. This can
be expressed as
understandability.

In practical terms it is
measured as the relative
effort in time and volume of
output or meet predefined
limits.

Applicability Applicable to railway Case study/application
engineering safety risk results demonstrating
assessment problems with applicability where multiple
single and multiple systems. systems are present. In
Ideally, to also be applicable in | addition, a demonstration of
other fields. applicability to another field.

The economic criterion is the most difficult of the three criteria to objectively

demonstrate in a case study environment because it is not an observable field

attribute. In essence, the criterion is a measure of the ratio of effort and reward.

Benner (1985) refers to the rapidity of creating new knowledge as an economic

measure through event-based analysis during his analysis of 10 years of safety

data, which is a subjective measure. In terms of case studies, an objective

measure could be the number of cycles through the process. However, the

complexity of the subject of the case study will heavily influence the process

cycles. Where a time and volume target are set these objective measures should

be met; although they will only provide a relative measure of effort and reward
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against the beliefs of an arbitrary benchmark or norm because they influenced by
complexity. Accordingly, the Author has additionally selected understandability as
a more robust surrogate measure for the economic category, which is not subject
to the same confounding variable of the measurement of cycles.

Understandability, is an essential element of competent analysis, as described in

Chapter 2.

The success criteria have been defined on a generic basis. Each of the criteria will
require refinement and possible reinterpretation to meet individual test case
criteria, for example in cases where there are no results from other methods for
comparison. However, the objective will be to create a logically equivalent set of

criteria.

A simple linear scale has been chosen to rate the case studies against the criteria,
which is similar in concept to Benner (1985). The spectrum runs from failure to
success, where success is deemed as all criteria are met while failure is all criteria
are missed, with other values depicting partial success. A higher level of success
is judged to be achieved when expectations are surpassed. The levels are

tabulated as follows:

Table 3 Level category of criterion achievement

Surpassed The measure was met in full and exceeded by achieving a

expectations higher level than required. This is classed as a success of
the criterion.

Successful The measure was met in full and is classed as a success
of the criterion.

Partial success The measure was met in part with some deficiencies. This
is classed as a qualified success of the criterion.

Failure The measure was not met at all and is classed as a failure
of the criterion.
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1.11 Summary
This chapter has described how the research contained in this thesis could lead to

an improved safety risk assessment process for the railway. A research question
and supporting subsidiary questions have been created to judge the success of

the research.

The roles of the chapters and appendices have been described and shown in
Figure 1. A strategy for carrying out the research has been created and shown in
Figure 2, it has divided the research into three phases gathering information,
creating a new method and providing assurance that the new method is a valid

safety risk analysis method.

A falsification approach has been taken to the assurance validation of a new
method, where a failure of a test would show that the method is not valid. An
assurance method using test cases has been put forward together with a set of
success criteria involving three categories that provide a balanced view of

SucCcCess.

1.12 Principal points
The following are the principal points from this chapter:

i.  The reasons for undertaking the research have been described with the
objective of improving the safety risk analysis within the railway

environment

ii.  The research question and two subsidiary questions have been formulated

and provide a reference to test the success of the research
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The structure of the thesis has been laid out and divided into data

gathering, new method creation and assurance

The research method using test cases has been justified

Success criteria have been created for the test cases covering safety,

economic and applicability categories
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2 Literature review

The purpose of the literature review is to establish the present state of the art in
the field of system safety and identify gaps in current knowledge. Accordingly, it
will provide a reference to show that the outcomes of the research are new. There
is a great deal of material on the engineering of railways. However, it has become
clear that there are few specific railway safety method publications; this may be
due to system safety being a generally applicable engineering concept. However,
by including material from associated fields, reasonable coverage has been

obtained.

The review has been conducted by obtaining papers and documents mainly from
online searches. The primary source was the University of Birmingham library
catalogue via the library ‘find-it’ search engine. Additional searches were
conducted online using the ‘google scholar’ search engine. The Author used past
extensive experience in the field to select search criteria, which were names of
known authors and methods in the subject area together with keywords from
within the domain, such as ‘acceptance’, ‘risk’, ‘ALARP’, ‘complexity’, and
‘consequence’. Papers were also obtained from INCOSE, IRSE periodicals, RSSB
website, the government legislation website, and the government treasury
website. The bibliography from reviewed papers was used to identify further
salient papers to expand the coverage of the subject matter. This material was
then filtered by the Author to provide a salient review. An indication of the number

of papers reviewed can be obtained from the bibliography.
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2.1 Review of current safety methods
There are in effect three distinct themes to risk analysis methods, Technical,

Human Factors and Organisational, with the latest theme created as a combined
analysis of the other themes, termed Sociotechnical, as cited by Leveson (2011),
Aven (2008) and Hollnagel (2012) among others. The sociotechnical analysis is
heavily weighted towards human and organisational effects. The approach
deviates from the traditional approach by looking for deviations rather than errors,
that said, deviations are still analogous to errors of some description. Some of the
traditional techniques date back to the 1950s, although in that respect, there is
nothing wrong with age if the fundamentals are valid. These traditional techniques

focus on the technical aspects of risk analysis.

The Author has chosen to categorise the techniques as ‘traditional’,
‘sociotechnical’ and ‘others’ for reference in later chapters. Traditional techniques
are defined as technical focused; they have been used for decades.
Sociotechnical techniques are defined as those that focus on managerial and
organisational aspects of risk. The others category captures those that do not fit
into the traditional and sociotechnical categories, new technically focused

techniques for example.

Representative risk analysis methods selected for review in this chapter are

shown in Table 4.
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Table 4 List of risk analysis methods reviewed

Category
L @] = gJ @)
= Q =t
@ 3 S 2|12 |3
O > =2 — -
3 > o | S |8 Reference
=3 o 2 D | T
Q o o - | 2
- o > O
» o L
Accima (Svedung and
P v v v
Rasmussen, 2002)
Bayesian (Marsh and
v v
Networks .
Bearfield, 2008)
Formal Method 4 v | (Boulanger, 2014)
‘Bl
Failure Modes (Anleitner, 2010)
v v
and Effects
Analysis
Fault Trees v v (Aven, 2008)
Functional % % % (Hollnagel, 2012)
Resonance
Analysis Method
Safety Risk (Rail Safety and
Model
v v" | Standards Board,
2014b)
Swiss Cheese (Reason, 1997)
model v v v
(Reason, 2016)
Systematic (Leveson, 2011)
Theoretic v v v
Accident Model
and Process

A discussion led by the supporters of sociotechnical analysis methods has centred

on the continued validity of the traditional techniques and approach; it is outlined

in the following paragraphs.
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Leveson (2011) has asserted that current methods have an implicit assumption
that controls have a sequential relationship and that this is not how modern
equipment operates. Furthermore, Leveson (2011) asserts that these methods do
not analyse the analysis subject as a whole system; Section 2.5 addresses this
aspect. The Swiss Cheese Model (SCM) was one of those criticised for being
sequential. Nevertheless, contrary opinions had previously been expressed by
Reason, Hollnagel and Paries (2006) in a EUROCODE report. The report made
two important assertions that the SCM is not sequential, and the intent was never
to have a detailed model. Further, it states that the suitability of SCM depends on
what the model is used for and lists communication device, analysis tool, and

measurement system as suitable uses.

Other models were also criticised as not fit for purpose such as the Failure Modes
and Effects Analysis (FMEA) method, where again it can quite clearly be seen
from Anleitner (2010) for example, that it is also not sequential in concept. Other
models, documented by Aven (2008) and Rail Safety and Standards Board
(2007), fall into the same camp such as Fault Trees (FTA) and event trees fit into
a similar mould but differ in that they create graphical logical relationships between
risks, causes and consequences. The Author has concluded that Leveson (2011)
is expressing frustration that some of the methods do not appear to cope well with

scale, complication and complexity.

FMEA is an example of an adapted method that could be considered cumbersome
to scale. Initially, it was developed as a failure identification method as part of a
quality toolset to improve product performance. For complete system analysis,

many individual FMEAs may have to be performed, one for each main component,
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as noted by Anleitner (2010). This exercise may be considered cumbersome.
Aven (2008), notes its use in safety analysis as a well-understood technique.
Anleitner (2010) highlights that failures are considered individually; consequently,
there is no notion of chaining as asserted by Leveson (2011). Lepmets (2017)
describes how to convert failure occurrence to a rate consistent with safety events.
Mohr (2002) provides an example given to Madison-Wisconsin University IceCube
Neutrino Observatory project. Consequently, there is ample evidence that FMEA
is still a suitable technique for safety analysis, but may take effort and resource to
apply correctly. This analysis supports the Authors assertion that scalability is the

underlying issue.

A clear example of a non-sequential system is a modern computer system where
the code may have latent errors that only require trigger conditions to be present
for the fault to arise, a property that has also been attributed to other environments
by Rasmussen (1997). For software-based systems, the HSE, (Bishop, Bloomfield
and Froome, 2001) for example, shows the expected level of latent error. It goes
on to indicate that errors in code will emerge over time as different functions get
exercised, and only as a result of use will errors be discovered and eliminated.
The notion identified by this earlier work can be combined with Leveson’s concept
of control to map out a technological world where risk cannot be totally controlled.
Rasmussen (1997) arrives at similar conclusions and proposes a concept of
operating limits that when crossed lead to an unsafe condition. Leveson (2011)
goes on to suggest that the only practical way to examine systems is by using
systems theory concepts and proposes a generic method called System Theoretic
Accident Model and Processes (STAMP). This generic method has been refined

into usable methods such as System Theoretic Process Analysis (STPA) as

Page 29



described in Leveson and Thomas (2018b) and is proposed for use in a railway
setting by Dunsford and Chatzimichailidou (2020). However, this model appears to
concentrate on the managerial and rule-setting parts of risk rather than the ‘sharp-
end’ as Reason (1997) refers to the operational systems. A further feature of
STAMP is an examination of the hierarchical nature of the management control as
exemplified by the diagram (Leveson, 2011, p.82). Reason (1997) and (2016)
SCM also gives a great deal of weight to the latent errors in the managerial layers
rather than operational modelling. The Functional Resonance Analysis Method
(FRAM) as proposed by Hollnagel (2012) again concentrates on the managerial
aspects and almost treats the technical system as passive. In practice, in the
railway, these newer models, FRAM and STAMP will be constrained at the
industry level by the fixed organisational requirements of industry-specific
legislation such as (ROGS, 2006) and a characteristic of the railway identified by
Rail Safety and Standards Board (2014c). Moreover, Dunsford and
Chatzimichailidou (2020) assert that STAMP does not meet the requirements of
CSM-RA as required by law. It is noted from Leveson and Thomas (2018b) that
STAMP’S STPA variant does not explicitly identify causes which is a hindrance in

an analysis.

It appears that the traditional models such as FMEA, FTA and event trees have
much more focus on the ‘sharp end’. It may well be that the ‘newer’ models are
well suited to procedurally controlled environments where there is a very high
reliance on human accuracy. However, projects employ engineering solutions, as
cited by Institute of Railway Signalling Engineers (2005) for example, to prevent

incorrect decisions and guide the humans to the correct action; consequently, the
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correct operation of the technical equipment is essential and therefore technical

analysis is still essential.

Underwood and Waterson (2013b) have set out to compare the various methods
as applied to investigations, taking the example of the Grayrigg rail accident. They
conclude that provided the limitation that SCM does not go into the detail is
acknowledged, then it is a suitable systems approach, especially as it offers a
relatively simple concept. This simplicity is a big plus in a complex environment.
The paper supports this view by stating that STAMP, developed by Leveson
(2011), is thorough but is complicated without the ability to summarise a system
on a page and while suitable for researchers is not really practicable for those in
the field. In the paper by Underwood and Waterson (2013b), the method used by
the Australian Transport Safety Bureau is tested. It is a development of the original
SCM and fills in some gaps by incorporating a layered approach to safety. There
is a diagram, (Underwood and Waterson, 2013b), that seems to suggest that the
SCM is sequential. It is easy to draw this conclusion from the words of Reason
(1997), where there is a clear reference to layers and defence-in-depth, followed
by a sequential organisational descriptive model. The model appears to have
been influenced by Heinrich’'s (1920’s) dominos, that links organisational factors to
workplace factors, which in turn link to unsafe acts. There is clearly a need for
some interpretation to conclude that it is a system’s, non-sequential theory. A
comparison of Reason (1997) and (2016) model architecture with (Leveson,
2011) STAMP model and its STPA derivative (Leveson and Thomas, 2018b),
shows that the method’s organisational influence analysis suffers from precisely

the same issue of a hierarchical, hence sequential, organisational influence.
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Reason, Hollnagel and Paries (2006) describe how the Swiss Cheese model was
developed. It describes how accidents could be equated to pathogens in a body in
that ‘latent conditions’ exist that can combine with a trigger to cause accidents in
the same way as a cake will rise if baked with yeast but yeast on its own is not
enough to do anything. This analogy appears to fit well with both errors in
engineering standards, procedural type of errors as well as software. For example,
errors in procedures will not be activated if the particular action is not called upon,

as was the case in the three-mile island accident (Whittingham, 2004).

Leveson (2011) makes several claims for system safety supported by examples:

1. “High reliability is neither sufficient or necessary for safety.

2. Accidents are complex processes involving the entire sociotechnical
system. Traditional event chain models cannot describe this process
adequately.

3. Risk and safety may best be understood and communicated in ways
other than probabilistic risk analysis.

4. Operator error is a product of the environment in which it occurs. To
reduce operator error, we must change the environment in which the
operator works.

5. Highly reliable software is not necessarily safe. Increasing software
reliability will only have minimal impact on safety.

6. Systems will tend to migrate toward states of higher risk. Such
migration can be predicted and prevented by the appropriate design
or detected during operations using leading indicators of increasing

risk.
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7. Blame is the enemy of safety. Focus should be on understanding
how system behaviour as a whole contributes to loss and not on who

or what was to blame for it.”

Claim 1 appears to be intuitively correct with the Mars lander and Herald of Free
Enterprise examples used are compelling. This claim could be extended to include
cybersecurity. Claim 1 is further enhanced with the assertion that safety is a
system property and not restricted to components. Claim 2 is in two parts; the first
part does appear to be farfetched when considering accidents in the round.
Causes will vary across the board statistically. The second part does have support
from others, such as Reason (1997), who proposes a parallel approach. Claim 3
appears to be presumptuous and more of a view than anything else. The first part
of claim 5 has support from Bishop, Bloomfield and Froome (2001); however, the
assumptions in the second part are not necessarily supported. Claim 6 was
originally proposed by Rasmussen (1997), who suggested that operating systems
near safety boundaries controlled risks better. It appears that Rasmussen (1997)
is taking the opposite view, that risk arises from an unconscious drift to the safety
boundaries. Claim 4 has been supported by other writers such as Whittingham
(2004) who clearly articulates that deficiencies in system design increase the
likelihood of human error. In effect, the maxim is to design machine interfaces to fit
humans and not the other way around even though often humans are seen as a
cheap point of flexibility in a system. Extending this further leads to a conclusion
that there are limits to human understanding which includes processes, mentioned
by Whittingham (2004) who among others considers that humans are part of a

total system.
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2.2 Weighing the outcomes
The need to evaluate comes from legal requirements that are set in statute by the

Health and Safety at Work Act (HSAW Act, 1974) which requires risks in many
cases* to be reduced So Far As Is Reasonably Practicable (SFAIRP) which is
otherwise formulated as As Low As Reasonably Practicable (ALARP) for
engineering purposes. It is important to understand that this term originates from
case law as a judgement by Lord Asquith in the case of Edwards v The Coal
Board 1949, as reported in many sources, (SWARB, 2016) for example cite the
ratio deciendi as:
“Reasonably practicable’ . . seems to me to imply that a computation must
be made by the owner, in which the quantum of risk is placed on one scale
and the sacrifice involved in the measures necessary for averting the risk
(whether in money, time or trouble) is placed in the other; and that if it be
shown that there is a gross disproportion between them — the risk being

insignificant in relation to the sacrifice — the defendants discharge the onus
on them.” “

This implies that risk is not always eliminated and could materialise; consequently,
society should not be outraged and surprised when, on rare occasions, accidents
happen. The question should be; were suitable assessments made with what
could be reasonably foreseen at the time? Foreseeability is another key concept
that is written into law (HSAW Act, 1974), section 6, for example. The judgement
gives rise to the need to evaluate safety benefit against cost. The big problem with
this judgement has always been ‘grossly disproportional’ was never defined;
therefore, there is no absolute ratio that provides a cut-off. There has been a

subsequent questioning of the judgement Jones-Lee, et al. (2006) because of the

4 There are exceptions where different duties are imposed either through regulation via sections 15
and 33 of the Act or in the Act itself; for example, section 5(1) requires the use of ‘best practical
means’ to prevent harmful emissions.
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age, the uncertainty of ‘gross’ and what appears to be non-conformance to normal
financial justification rules. The concept of disapplication on the grounds of age
has recently been effectively challenged in a court case in the Supreme Court over
BREXIT; the court has firmly refuted the notation that the age of legislation or
judgement is a reason for the disapplication. In this case, (Miller, 2017), reference
was made to old legislation and cases dating back to the 1600s. All the law was
found to be just as relevant today as when it was first muted. Consequently,
irrespective of the popularity or otherwise of the Edwards judgement it appears the
only way to alter the judgement on reasonable practicability and by inference the
uncertainty surrounding the definition of ‘gross’ is to appeal to the Supreme Court
or pass legislation. The court could, for example, redefine the test of reasonable
practicability in a new judgement or legislation could be brought to replace the

term with something else.

The evaluation of the output to determine balance within the legal framework that
mitigation is required is normally done via a cost-benefit analysis, which is a
general business analysis tool. The application of this method is described by Ed.
Laylard and Glaister (1994) in a social environment such as a transport system
with a safety implication. Ed. Laylard and Glaister (1994) make it clear that a
whole life view must be taken of a project where costs and risks from future years
should be included and related to the present values using Net Present Value. A
paper from Jones-Lee, chapter 9, is included that describes a set of six

considerations for assessing safety:

¢ Ignore the cost and make safety number one at any price;
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e Use informal methods, otherwise known as gut feel or personal
preference;

e Use safety standards or targets; these must be pre-prescribed;

e Cost-effectiveness to measure the benefit within a fixed budget;

¢ Estimate the benefits using a cost-benefit approach;

e Decision analysis using, for example, Multi-Attribute Utility Theory

(MAUT).

Jones-Lee chapter 9 in (Ed. Laylard and Glaister, 1994) makes a case for the use
of CBA through several stages. First Jones-Lee disposes of the first two
considerations as un-scientific and not practical. Jones-Lee goes on to question
the basis of the third, standards, by asking if the basis of the validity of the criteria
used to develop the standard in the first place is sound. The line of questioning is
based on the notion that a standard is simply a level to be met and therefore,
could be wasting money by imposing high-cost solutions. It may not deliver the
best safety benefit. This finding has implications for the Common Safety Method
code of practice process specified in EU regulations (CSM-REA, 2013), which
uses a standards approach. The concern is because the finding implies that the
application of a code of practice may not result in the best solution in terms of an

acceptable safety benefit at minimum cost.

Jones-Lee takes a similar line in (Ed. Laylard and Glaister, 1994) to the
cost-effectiveness approach where there is a distinction drawn between spend
and safety benefit. With this method, the emphasis is all on the actual expenditure.
The implication is that spend is not necessarily an indicator of a wise spend from a

safety perspective. For a railway industry that is resource-limited, again this has
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implications. It implies that spending money does not necessarily result in a better

outcome.

Jones-Lee, chapter 9, in (Ed. Laylard and Glaister, 1994) dismisses the MAUT
approach stating in effect ‘that it provides the decision-maker with the tools and
framework to come to the preferred outcome’. An alternate view is proposed by
French, Bedford and Atherton (2005) from the nuclear industry who propose the
MAUT as a viable method of defining an ALARP solution. The paper argues that
value is a combination of the science (risks, for example), and values which is a
personal preference element. The advantage put forward for this method is each
stakeholders’ views can be considered, and those views can be weighted
depending on the importance of the stakeholder instead of the single view of the
CBA approach. In addition, that value has meaning from the individual rather than
the CBA collective. For some risks, this has merit, especially where there is a

large group of different powerful stakeholders, as is found in the rail industry.

Jones-Lee, in (Ed. Laylard and Glaister, 1994), goes on to discuss the value of
human life. There is a discussion of many aspects, including the tax regimes and
wealth, but in the end, comes to state that the almost universal approach adopted
by governments is a ‘gross output’ based valuation. The value per life concept has
been translated in the UK by the government to a statistical value of a life model
as discussed in Jones-Lee, et al. (2006) undertaken on behalf of RSSB, drawing
on the official published government risk assessment advice, known as the Green
Book (HM Treasury, 2011). This risk value is composed of a gross output element
and cost of recovery, as detailed in (Jones-Lee, et al., 2006). In the UK, the

government publishes a value which for the rail industry is published by RSSB
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(Rail Safety and Standards Board, 2019) at £2.017M, which is not out of line with
values from surveys put forward by Jones-Lee that range from £250k to £2M.
RSSB produced a guide (2014a) on CBA and how to convert the value of a life
into a CBA benefit. It states that this should be done by multiplying the benefit in
terms of Fatality Weighted Injuries by the Value of Preventing a Fatality (VPF), in
this case, that would be £2.017M as published by RSSB (Rail Safety and

Standards Board, 2019).

Jones-Lee, et al. (2006) points out that in reality, the VPF is miss-named and
stands for a value that society as a whole is willing to pay to prevent a statistical
fatality. It is made clear that it is a small improvement in safety that could result in
zero or more preventions of a fatality. Therefore, the concept is merely a reference
that moves up and down following a societal framework benchmark. Moreover, it
should be treated as such. The fact that it is accepted through the CBA
mechanism, Jones-Lee, et al. (2006), as a measure by the courts is what gives it

importance and is implicit in the Edwards judgement (SWARB, 2016).

The method is in common use within the rail industry. The guide takes a narrower
view of CBA benefits than is implied in Ed. Laylard and Glaister (1994). As cited
in Taking Safe Decisions (Rail Safety and Standards Board, 2014c, p.20), which
points to (Rail Safety and Standards Board, 2014a) CBA guide which suggests
that only the safety benefits should be taken into account and weighed against the
capital and maintenance costs. While this simplifies the analysis, it does omit any
commercial or societal benefit that may also be gained. Instead, it asserts that
commercial decisions are distinct from safety decisions. At the micro-component

level, the approach appears to be sensible by increasing the likelihood that the
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option offering the greatest economic safety benefit is adopted and meets the

letter of UK law.

For programmes such as the electrification schemes (Network Rail, 2016), of
which the Great Western Mainline electrification is a part, it raises the issue of how
the creation of a new railway subsystem is justified because it introduces an
electrocution risk that was not present before. It seems obvious that the social
benefits described by Ed. Laylard and Glaister (1994) have to be part of the
calculation at the macro level otherwise on strict safety grounds the CBA would
always produce a case for sticking with the existing diesel trains. Ed. Laylard and
Glaister (1994), state this calculation should be performed by taking the existing
benefit and adding an average fare of those willing to pay and then for those to
whom the benefit is marginal add half the extra benefit again to obtain the total
benefit. By subtracting the risk values, a CBA figure is obtained. Through this
process, it is possible to conclude that benefit to society is gained by increasing
the safety risks taken. The CBA guide, (Rail Safety and Standards Board, 2014a),
in appendix B, suggests that this kind of benefit should be considered for inclusion
which appears to step away from the position in the main text. On balance, from
this analysis of the reviewed CBA literature, at the macro level, it does appear that
societal benefit is a legitimate subject for inclusion.

2.3 Risk, people and opportunity

A theory of homeostasis® has developed around road safety (Wilde, 1998). There

has been an adoption of changes to road safety legislation based on this theory.

5 Homeostasis is the phenomenon of people taking additional risks to compensate for safety
improvements. For example, driving a car more aggressively because it has an antilock brake
system than if it had not.
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More to the point, a critical mass of support was achieved that made change
possible, as cited in Adams (1994), although the participants may not have been
that well informed. The acceptance of the theory has not exactly been universal
with some stating in strident terms that it is flawed (O'Neill and Williams, 1998).
However, even these detractors admit that there is something in it that describes a
human predisposition to take advantage of advances. Reason (1997), argues
much the same when he refers to safety advances being turned into production
advances which tend to cancel the original safety benefit. Rasmussen (1997)
asserts that operations drift toward the safety limits as a natural mechanism
because there is pressure to operate close to the limit to extract commercial
advantage. It appears perhaps that there is a three-part answer: first, there is an
imperative to operate at the edge of acceptability to remain competitive. Second,
therefore, as additional facilities become available operations and users move to a
‘riskier’ position because they can and finally, perhaps this is a more realistic
explanation of homeostasis. What it does imply is that mistakes can be made, as

Rasmussen (1997) notes.

Further, Rasmussen (1997) notes that accidents are often through normal work
set in train far in advance, with little inconsequential errors adding up to an unsafe
condition with an accident just waiting for a trigger, which is often a human. This
idea was later developed into the Accimap method by Svedung and Rasmussen

(2002) which specifically to looks at the role of small latent errors in accidents.

Dekker (2005, chapter 2), refers to a similar drift, citing Rasmussen and Svedung
(2000) in an analysis of what is termed the ‘New View’ of human factors analysis.

The ‘New View’ philosophy asserts that human error is a symptom of other
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problems and that blame appears to be directed toward the hierarchy of the
organisation or the physical systems. Furthermore, Dekker (2006) asserts that it is
the role of Human Factors specialists to defend individuals, consequently there
may be an element of bias. More concerning is Le Coze (2022) paints an
unflattering picture of Dekker as someone who has driven the New View but is
unjustifiably confrontational with Reason’s ideas and an anarchist. In his historical
critique, he states that most of Dekker’s ideas are Woods ideas that are
repackaged and “weaponised”. He further refers to the notion of the New View as
better referenced as the school of Cognitive System Engineering and Resilience
Engineering, which takes in the works of Hollnagel (with FRAM), Woods (2018)
(with Graceful Extensibility theory) and Dekker as a collective due to the spread of
ideas and philosophy from the authors. There are further concerning essays such
as Cooper (2022) in “The Emperor has no clothes: A critique of Safety II” who
roundly criticises the New View collective as being without proper foundation and
“circular”. Moreover, the criticism goes on to deride a characterisation of Dekker’'s
view that human errors do not exist. In effect, Cooper articulates a point-by-point
demolition of the New View. Cooper concludes that because of the antagonism it
is unlikely that the Old View and New View schools will combine into a unified
position. In the light of these comments caution is called for before accepting the
ideas of the New View and casting anything off from the Old View championed by
Reason. Le Coze (2022) clearly states there is a great deal of merit in Reason’s
ideas of human error, with slips, trips and mistakes. Equally there is merit in
Woods (2018) idea of adaptability and brittleness when adaptability cannot cope.
In summary there are effects of human activity, there may be various ideas of how

these effects are triggered, but nevertheless it has to be recognised that these
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effects sometimes have a detrimental effect on the system which has to be

analysed.

Dekker (2005) and (2006) asserts that these errors often appear to be the right
thing to do at the time under the prevailing local conditions and primarily it is this
that differs from the ‘Old View’ of human factors. This notion makes detection
difficult at a later point in time. Furthermore, Dekker (2006) asserts that these
‘errors’ are symptomatic of deeper issues with the system as a whole, including at
the organisational level which points to the need to understand the whole system.
The requirement for a system review is supported by Salmon, Walker and Stanton
(2015). However, they take a different approach to the concept of loss of
situational awareness which they assert is a systems level attribute and not a
component level or an individual attribute. In addition, they assert that there are

many contributors to incidents including individuals.

Dekker (2006) articulating the New View, asserts that there is a variance between
procedures written at the corporate level and what is actually carried out on the
shop floor. This phenomenon is supported by Reason (1997). Furthermore, the
local drift is a series of small deltas from the official position to suit local
conditions, eventually amounting to a chasm that introduces significant risk. Yet, at
the same time, operators and engineers use these local methods to comply with

all requirements. Consequently, the drift could be unnoticed.

Considering all these ‘New View’ ideas does not explain why track workers, for
example, are killed on the railway. For example RAIB in their investigation report
(Branch, 2017) concluded that distraction played a role, but it could be argued this

does not cover all root causes. Overall, there appears to be some substance to
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New View, that some “human errors” are caused by systematic or organisational
failings, but by no means all. On balance it is clear that Reason’s “Old View”, or
“‘mainstream” view as Cooper (2022) refers to it, should continue to be used, but
supplemented at the edges with New View concepts such as an understanding of

what operators may have been thinking at the time, brittleness and drift.

Therefore, operating at the limit may be useful but operating beyond it is not, and
it is critical to prevent this excursion and detect it. In that light; it appears that there
is at the limit a need for robust technical safety controls. Furthermore, it implies
that there are many causes for accidents that combine to initiate the event. It also
implies that seemingly small risks may at the system level eventually prove

disastrous.

There are also limits to human understanding to the extent that Whittingham
(2004) cites Rasmussen’s Skills Rules and Knowledge (SRK) model as a way in
which humans cope with complexity. Whittingham (2004) notes that most tasks
are either delegated to a skill or rule where the sequence is predetermined, and
only a single task can be undertaken that requires a new sequence to be deduced
because of the cognitive load. Reason (1997) cites this type of approach as
humans attempt to simplify problems and points out that errors can be introduced,
such as selecting a bad rule, known as ‘mispliance’, which results in an unsafe
outcome. The Common Safety Method (CSM-REA Amended, 2015) uses a rules-
based approach, called ‘Code of Practice’ as one of the risk evaluation principles if
a code exists and is relevant. This approach presupposes that a code of practice
remains ‘good’ which may not be the case when technology changes or

connections that did not previously exist between systems are put into place.

Page 43



Users are often not in a position to challenge the codes without the underlying
knowledge of how the Code of Practice was created, potentially leaving them
exposed. There is a further danger that a Code of Practice is seen as an easy
option leading to a checkbox mentality without understanding the true risks which
is a factor cited in the Nimrod air disaster report (Haddon-Cave, 2009) as a key

failing. Therefore, Codes of Practice should be used with caution.

Modern systems inevitably become more complex, and complicated to understand
and analyse as different parts are connected. There are limits to understanding as
is exemplified by chess problems with many pieces on the board. The sequence of
moves to win is not understood because there are too many variations. Good
players and chess masters apply rules of thumb to win based on analysis of
previous games, which is an example of an SRK approach. However, when there
are few pieces, the game becomes readily analysable by humans. Manson (2001)
refers to the problems of complexity for humans influencing a point at which they
cannot be understood due to three types of complexity: algorithmic, deterministic
and aggregate. Algorithmic complexity is a reference to the difficulty of
constructing equations to understand the system. Deterministic complexity is
associated with being able to determine an exact answer in an environment where
small changes could have a big influence on the output. Aggregate complexity
refers to emerging behaviours of systems and the interrelationships of coupling
strengths. Chess falls into the algorithmic and deterministic problems while
modern connected systems fall into a mix of algorithmic and aggregate areas. To

be understood, it would appear that the level of complexity has to be controlled
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and systems engineering attempts to control this through encapsulation® and
division of the whole into parts. Furthermore, it is likely that where there is
complexity the propensity for error is increased, especially where the human is left
unassisted by rules and processes. Whittingham (2004) cites THERP and SRK
figures which show an order of magnitude improvement in errors where a process
is applied for complex tasks. This indicates that defined analysis processes are
another mechanism to assist the analyst in controlling complexity.

2.4 Modelling

An alternate approach is to create models of the systems under analysis.
Modelling is currently an expensive exercise that demands resource, data and
time. RSSB on behalf of the industry has created a Safety Risk Model (SRM) (Rail
Safety and Standards Board, 2014b) that provides a generalised model of risk for
the current rail network. This model has been in existence for many years. As
currently constructed, the retrospective model has been critiqued by Turner, et al.
(2002), it is based on a rolling window’ of past performance data and therefore
cannot really predict future performance if the network is changed even with the
integrated fault and event trees because the whole model is based on the existing
status quo. It is, however, a good predictor of risk in the static network, but not

good for network reconfiguration or novel installations.

Bayesian networks are an alternative event tree modelling method. Marsh and
Bearfield (2008) have proposed using Bayesian networks to model large networks

from a safety perspective. This technique is complicated because of the need to

6 Encapsulation is taken to mean enclosing an item in a container and exposing only the critical
features that interface to the outside world which describe the external effect of the inner workings.
7 A rolling window is a span of time, say 3 years for example that moves along the timeline. Say
this window was initiated at the year 2000 it would span 2000 to 2002 inclusive. When the year
moved to 2001 the window would now pan 2001 to 2003 inclusive.
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create joint probability distribution tables (JPTs)8, as described by Bayesia S.A.S
(2020), for each vertex®. JPTs are a collection of conditional probability tables
(CPTs) for each state of the variables feeding into a vertex. This technique leads
to a large-scale matrix puzzle that is beyond human understanding and requires
computerisation. For an analyst in the field, it would prove to be a challenge to
analyse a practical problem and understand the implications of the result. Even if
powerful computers are available to analysts in the field, specialist software would
be needed to carry out the complicated matrix computations. It does, however,
have the advantage of combining probabilistic causal links with a logical
combination element which does not feature in many of the other methods.

2.5 Systems approach

Systems engineering has dealt with complexity through scope by imposing a
boundary to limit the extent of a system. This approach has been documented in
the Systems Engineering Handbook (INCOSE, 2015) in detail. The framework has
been published to a wider audience through the systems engineering lifecycle
standard 1IS0O15288 (International Standardization Organization, 2015). It is clear
from these publications that as subsystems are connected, behaviours emerge
that were not analysable within the subsystem. This notion can be extended to risk
analysis, so risks that were not apparent at lower levels which emerge at higher-
levels can be identified. The notion is supported by Leveson (2011) and (2016)
who asserts that the nature of accidents is changing. Leveson (2011), further
asserts that only simple systems are understandable and complex systems can

only be understood superficially. It appears that in this conundrum, the details that

8 A joint probability distribution table is the probability of all events that could happen due to the
inputs to that vertex.
9 A vertex is a node (or joining point) in a network linked by arcs to other vertices in the network.
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cause the emergent unsafe behaviour, and consequent hazard, could be missed
and knowledge of the detail is essential to be able to recognise a potential hazard.
Again there are linkages with Rasmussen (1997), as previously discussed, who
describes the small errors summating to a hazard that later emerges. The Author
deduces from the previous comments that it is critical to accurately select from a
myriad of data only those outputs from one subsystem that affect another in a key

way to avoid the complexity problem.

Systems transmit or receive effects through either physical means, energy transfer
or information transfer. The first two means are visible and measurable while the
latter is often unseen except in the effect on the receiving system if it causes an
action or reaction to take place. In that respect, causes can pass unnoticed when
driven by unseen software. Software is often complex and is sometimes critical to
the operation of the overall system; for instance, the Typhoon Eurofighter, (Posey,
2012) would be unstable without software, or the ETCS system. Bishop,
Bloomfield and Froome (2001) have indicated that software is in commercial
operation with latent errors present, which are reduced through corrections which
can introduce yet more errors. It is reasonable from the evidence described to
conclude that software will always have a population of errors unless testing can
exercise every conceivable combination of input variable. Current methods, as
described by EN50128 (CENELEC, 2011), rely on process controls to limit the
population rather than specific error elimination. This reliance is because the
software is currently not fully analysable. Efforts have been made to eliminate

these errors, and by inference, the associated hazards, through formal methods
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such as ‘B’19. However, it has been acknowledged that formal methods only prove
the requirements development of the Abstract Machine and that it is perfectly
possible to produce unsafe output even though the ‘B’ process states that it is

correct, as reported by Boulanger (2014).

It is concluded by the Author from the previous paragraphs, that there are two
types of complexity, internal algorithmic and collective aggregate, which is aligned
to Manson (2001). The level of complexity will affect the number of unknowns and
misunderstood features of a system. In turn, this will affect risk. This
understanding-complexity-risk relationship is depicted as an adaption of the

Boston Consulting Matrix

Risk
Complexity —_—

Known Unknown
> 2 Specification General industry
2| 5 Known
X | c knowledge
L | ©
2| o
o |3 Design/operation Unknown
O | 2 | Unknown
11> outcomes unknowns

Figure 3 Risk and understanding matrix, adapted from Boston Consulting matrix
reformulated from (Bowman, 1990)

Therefore, to limit risk and complexity, it would appear that understanding should
increase and complexity reduced, which is an objective of the systems
engineering decomposition into smaller units.

2.6 Assessment of risk

Some of the ‘newer’ methods (Leveson, 2011), (Hollnagel, 2012) do not directly
consider risk in the traditional way. For example, there appears to be an emphasis

on performance variation. In this light, it is reasonable to question what risk

10 B is a formal language used to describe requirements and logical associations.

Page 48



actually is and the validity of its expression. In practical terms, risk is described as
a consequence multiplied by a frequency, and it is traditionally linked to a
probability. Edwards (1992) states to be mathematically correct that probability

must obey three rules:

e equate to a value of 1 for certainty and 0 for an impossibility,
e use a consistent evaluation model, and

e each instance to represent a unique event.

In a risk identification processes such as HAZOPs (International Electrotechnical
Commission, 2001) the objective is to draw in as many items as possible from
participants in a workshop. It is used as a mechanism to ensure completeness.
Consequently, it is unlikely that the uniqueness requirement is met, it is also
unlikely that if all outcomes were considered, the total would sum to 1.
Furthermore, the data is influenced by previous experiences and bias of the
participants, rather than a demonstrable frequency of occurrence. It is more
appropriate to refer to likelihood instead of probability as this meets the rules of
likelihood as expressed by Edwards (1992) and Pawitan (2001). It would appear
that, if accepted, this undermines Bayesian networks and other probabilistic
methods of analysis because likelihood does not obey probabilistic mathematical
principles, as shown in detail by Pawitan (2001). Kahneman (2011) models the
human mind as two conceptual systems and notes that it is ‘inept’ when
considering probabilities which raise further questions about the reliability of
probabilistic assessment. Instead, Kahneman (2011) asserts that humans answer
simpler substitute questions using heuristics and associations together with

feelings about the subject of the question. However, Shafer (1976) resolves the
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problems by asserting that when assessing an unknown where there is a
possibility of incomplete information, for example, it is a person’s belief in an
outcome that is being expressed rather than a strict probabilistic value, Kahneman

(2011) use of feelings is similar to belief.

Shafer (1976) is of further help in stating that the judgement can only be assessed
on what is known at the time and that the data set is restricted by practicalities.
This assertion is supported by Kahneman (2011) who coins the phrase ‘what you
see is all there is’ when making judgements, which translates into assessments
can only be made on what is known. Finally, Shafer (1976) adds the concept of
plausibility to be the lack of evidence against an event which produces the highest
probability value. This plausibility concept is possibly a better way of considering
and evaluating causes in a risk analysis because the most pessimistic view will be
considered, which aligns with what the law requires, where the ORR requires
consideration of the worst-case credible outcome as cited in the handbook (Office
of Rail and Road, 2018). The work by Shafer (1976) building on Dempster’s theory
is developed to allow the use of probabilistic relationships between elements. This
development neatly provides an explanation for the use of
likelihood/belief/probabilistic forms and relationships. There has been criticism of
Shafer’s work by Pearl (1990) among others, that it does not adequately address
the areas of incomplete data, extended data and pooling of knowledge. Pearl
(1990) points out that in some cases, it produces non-sensical results. These
criticisms are levelled from an artificial intelligence learning perspective which
appears to be a more generalised field than the constrained problem of risk

identification and analysis.
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Nevertheless, the belief theory continues to be popular, being widely cited, and in
the context of risk assessment overcomes several apparent difficulties. In
conclusion, it would appear that the use of quantitative and qualitative values is
appropriate even in the absence of comprehensive data. Furthermore, given that
in essence beliefs are being used that variances from an arbitrary norm cited in
the ‘newer’ techniques, such as FRAM, is an equally valid method of expressing
risk as it too, in essence, is an expression of belief.

2.7 Possible ways forward

Design Structured Matrix methodology, as described by Eppinger and Browning
(2012), offers an intuitive method of mapping relationships between entities. It is a
development of an established systems engineering interface mapping called N2,
defined in the handbook (INCOSE, 2015). It is a system engineering technique for
understanding how parts of a system interact with each other. There are two
fundamental types of map described by Eppinger and Browning (2012), a Design
Structured Matrix (DSM) and a Domain Mapping Matrix (DMM) which are
combined in various combinations into an overall Multidomain Matrix (MDM).
However, the schema has a limitation that a DSM can only map relationships in a
single system domain while a DMM can be used to map between domains. In the
context of multiple systems, as addressed by this thesis, it is of more significance
to consider how to link systems together using a DMM. This schema provides the
opportunity to document both static and dynamic information. Bonzo, McLain and
Avent (2016) develop the concept slightly by asserting that by squaring a DMM it
is a special case of a DSM and a bi-directional relationship can be mapped. The
DSM provides the static element for both a product component relationship and

organisational teams relationships. DSMs can also be used to depict temporal-
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dynamic relationships, as described by Bonzo, McLain and Avent (2016).
Eppinger and Browning (2012), highlights throughout that the binary information of
a relationship can be augmented with additional meanings. It occurs to the Author
that a safety relationship or influence relationship could be simply documented in
this way. As an example of the potential Bonzo, McLain and Avent (2016)
describes an adapted application for a hospital operating theatre. However,
although this is based on system engineering and the efficiency case, it is easy to
envisage an adaption for safety information of complex systems. Another feature
of this method is that it is not necessary to understand all the details of the
components before undertaking an analysis; the only requirement is to understand
how the relationship is formed. Eppinger and Browning (2012, p.49-53), provide
many examples of a top-down approach, such as the development of a new drone

by NASA for Mars contractors.

The DSM approach has been proposed for assessing the viability of new
businesses by De Lessio, et al. (2015), who use the approach to create a multi-
layered process. This proposal has its attractions because the first layer is used to
simplify the problem at hand. Secondly, the paper introduces the concept of
change propagation where links between parts of the system are identified as
multipliers, carriers and absorbers. Although the paper is approached from the
perspective of creating a model of multipliers for financial analysis, the concepts

can be extracted and applied to a safety environment.

A similar idea from the perspective of reliability has been proposed by Parmar and
Lees (1987). It uses the concept of links between systems to model the

propagation of faults. This idea has again taken the concept of links having
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properties that can be modelled through equations, although in this case, some of
those relationships may well be complex. By using the ideas of De Lessio, et al.
(2015) to simplify the equations to multipliers, carriers and absorbers the
complication of a model developed along these lines can be contained.

2.8 Summary

The information gleaned from the literature review is used throughout the thesis

and forms an essential basis for the development of a new method in Chapter 6.

Section 2.1 has highlighted those new techniques, such as STAMP, tend to focus
on the management and organisational risks, rather than those at the operational
level. Much of this hierarchical focus is redundant in a railway setting because the
framework is predetermined through railway specific legislation as described in
Section 2.1 and indicated by Rail Safety and Standards Board (2014c). There is,
however, an advance with the newer techniques, through the recognition that in a
modern setting, systems are composed of other significant parts beyond just the

physical system of interest.

There is a single method of weighing safety benefit and risk, which is set in
legislation, as described in Section 2.2. Therefore, it is futile to propose other
methods to evaluate benefit because the courts will not accept it unless it is
aligned with the legal principles of SFAIRP or the legislation is changed. It is
interesting to note that far from a social perception that risks should not be
realised; realisation of risk is a distinct possibility and is recognised in law, through

the concept of reasonableness.

There are three identified acceptable ways of evaluating a risk assessment set out

in the law, compliance with Codes of Practice or risk estimation combined with
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CBA,; the third method is simply a comparison with an existing installation showing
parity of function and by inference risk as a method acceptance. It has been noted
that societal benefits should be taken into account when carrying out a CBA. A
Code of Practice, on the other hand, only requires compliance, but these codes
have been shown to have an associated risk of ‘mispliance’ or encouraging tick-
box checking. Therefore, if there is doubt in a situation, the risk analysis followed

by a CBA will most likely produce the best results.

The criticisms from Leveson (2011) that existing established analysis systems are
sequential is not necessarily grounded. The literature review in Section 2.1 has
demonstrated that highlighted techniques do not exhibit a sequencing of any kind
and shown that the authors have shown the contrary as in Reason, Hollnagel and
Paries (2006) for example. The criticism is more likely frustration that some of the
techniques do not scale well to new types of system in their current form.
Therefore, far from being obsolete older techniques appear to be equally
applicable, although they have a technical rather than human or organisational

focus.

In a modern system, information flow is often a key ingredient, as in ERTMS, but
modern risk analysis systems do not appear to address this directly. To a lesser
extent, the same is concluded for the human interaction role within the systems. It
appears from the literature review; the interaction between subsystems during risk
analysis is ignored unless an overview analysis is undertaken, which risks missing
key details because it takes a high-level view of the total system. This risk has
been asserted by Leveson (2011), for example, to be the case with the traditional

methods of analysis which do not take a whole system approach. It is evident that
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If there is a concentration on the subsystem level, then behaviours of the system
may not even be present to evaluate any attendant risk, a property of systems
highlighted by INCOSE (2015) and discussed in Section 2.5. Consequently, the

Author concludes that both subsystem and system-level analysis is required.

There have been some writers that have identified complexity as a problem. In
particular limits on human understanding have been identified which limit the
capacity for effective risk analysis. This limitation is likely to be the case for
interconnected systems. A remedy appears to be to split systems into
understandable elements and selectively recombine the links between them to
gain an overview, which follows a system engineering philosophy. It was shown in
Section 2.3 that understandability is a critical part of the analysis, and that
simplicity helps that process. The section also indicates that the analysis is further

improved when it is carried out using a defined process.

Moreover, in Section 2.5, it was shown that decomposition aides
understandability. Furthermore, Section 2.7 shows through the work of Eppinger
and Browning (2012) that the parts can be brought together to create a whole
system view. This potential solution will be tested through the research carried out

in this thesis.

There has been a move away from the traditional risk measurement in the newer
techniques towards assuming that the normal state is safe and deviations are
where risk is present, for example, in FRAM. As described in Section 2.6, the
argument over risk measurement in terms of probability has been ongoing. It has
been concluded by the Author in alignment with Shafer (1976), that in reality, the

method adopted is nothing more than a belief set to some scale and what really
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matters is the quantum of belief relative to the other beliefs in a particular area. In
effect, a qualitative or quantitative analysis will be equally effective as long as the
risks are identified with the correct quantum. Consequently, it is asserted by the
Author, after consideration of the literature, that it is equally acceptable to use any

method as long as it is consistent for the system under consideration.

There has been a discussion in sections 2.4 and 2.7 of ways to combine
subsystem analysis into a full system overview. Bayesian networks have been
proposed, but suffer from a high mathematical and computational requirement to
process the JPTs for each vertex which leads to complication. It has been
concluded from the literature review that DSM and DMM offer a realistic way to
selectively recombine small subsystems into a whole. This method potentially
provides a way of eliminating non-essential links to increase the level of

understandability for the analyst.

From the literature review sections 2.1, 2.5 and 2.7 it is clear that an overarching
risk assessment could be carried out, however, as stated it may well suffer from a
lack of detail that is buried at the subsystem level, which could lead to missed
hazards or complexity putting the analysis beyond understandability. It has been
shown in Section 2.3 that simplicity in the analysis is critical for understanding and
that analysis at both the subsystem and full system level is essential for hazard
coverage. These themes will be tested through the research in this thesis.

2.8.1 Principal points
The following are the principal points from this chapter:
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Vi.

Vil.

viii.

Sociotechnical techniques, such as STAMP and FRAM concentrate on
management and organisational risks. These risks are not relevant

because the railway is regulated

Legislation is clear the risk acceptance is required to match SFAIRP

Codes of Practice should be used with caution in case they become

outdated

Societal benefits should be taken into account when undertaking a CBA

Criticisms of traditional methods for sequencing is not well founded

Information flow is a key ingredient in modern systems, but modern risks

analysis does not account for it

Subsystem and system-level risk analysis is required to account for risks in

a system

Complexity is an issue for human understanding of the risk assessment

process and therefore affects the quality of the analysis
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3 Industry Information gathering research methods

development
The strategy, outlined in Chapter 1, is to gather information, decide if a new

method is warranted, develop a new method, and assure the method. This
chapter focuses on developing research methods to obtain additional information
from the industry to supplement the literature review and set the findings in the

context of railway safety risk assessment as currently practiced.

The railway industry has a series of standards and processes that companies
apply to comply with the legal, business and moral requirements for managing
risk. The Health and Safety at Work Act (HSAW Act, 1974) encapsulates legal
requirements as an obligation to control risks to an acceptable level. The
processes and standards in the railway industry specify techniques that are
judged suitable to meet the legal requirements. An example is a requirement in
legal regulations of HSAW, (ROGS, 2006), is to write and operate a Safety
Management System known as an SMS to control how safety is assured.
Furthermore, the legislation requires that incidents meeting set criteria are
reported to and in some specified cases investigated by the Rail Accident
Investigation Branch (RAIB) and that the reports are published. Reports published

by RAIB provide evidence to use in the research.

A four-point approach is taken to analyse the railway assessment environment:

e Establish what techniques current practice indicates should be used;

e Establish if the techniques that should be in use, are in use;

¢ Review the features, strengths and weaknesses of current techniques;
and,

e Review the trends from incident data.
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A justification of how they address the research question set out in Chapter 1 is
given in section 3.5 after the development of the research strategy.

3.1 Identifying the current methods

The railway is operated through a series of companies that receive authorisations
and certificates from the safety regulator (in this case the ORR) as their authority
to operate. Operators receive these authorisations in response to a submission of
a SMS document that sets out, at a high level, how safety is managed, including
change management. It is reasonable to expect that operators will abide by the
contents of the SMS. Network Rail in a departure from the norm has a particularly
detailed SMS (Network Rail, 2018) which identifies several risk assessment and
identification techniques and is used as the starting point for the identification of

risk assessment techniques.

Some SMS techniques are bespoke tools used within the company to assess
specific risks, such as the All Level Crossing Risk Model (ALCRM) or the Signal
Overrun Assessment (SORA) Risk Model, they do not address general risks with
projects and operation. These tools are designed to provide a specific simplified
answer to projects implementing changes to level crossing types or addressing
issues with signalling layouts. They avoid the need to undertake a detailed safety
risk assessment. Therefore, ALCRM and SORA are not considered further in this

research which is concerned with general risk analysis techniques.

Most projects are multidisciplinary and rely on specialist analysts to provide a
safety assessment of the acceptability of the project outcomes. Table 5 lists the
general techniques available in SMS. A paragraph explains each technique listed

in the Network Rail Safety Management System within the document, which
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indicates the expected use. Table 5 summarises the expected use in the

description column:

Table 5 List of techniques extracted from the NR SMS (Network Rail, 2018)

Technique Description

Historical data analysis Use of data to predict future outcomes
Visual data mapping Mapping where risk areas are, using
visual techniques such as coloured
charts and maps

Hazard identification prompt lists List of standard topics to be used in
risk identification
Risk control prompts List of standard controls

Structured What If Technique (SWIFT) | The Structured What If Technique is
described as a team activity for the
identification of hazards.

Hazard Log A store for hazard information

Task Based Risk Assessments A simplified technique that allows on-
site operatives to undertake a rapid
risk assessment before undertaking a

task.

Interviews A method of obtaining information
about risks, normally from domain
experts.

Hierarchical Task Analysis A human factors analysis technique to

break down tasks into stages and
examine each element to assess risk.
HazOP A formal risk identification technique
for identifying hazards through a
structured workshop process. It uses a
set of keywords to guide the
identification process. It is formally
described in British standards.

Fault Tree Analysis (FTA) This risk analysis technique provides a
method of logically analysing the
causes of a top-level safety event.
Potentially, it can be used in a
qualitative or quantitative mode.
However, normally quantitative
analysis is undertaken. It provides a
method of carrying out a causal
analysis. It is interesting to note that
the SMS lists it primarily as a
technique to identify root causes,
which is not the case.

Event Tree Analysis (ETA) This risk analysis technique is used to
provide a logical analysis of the post
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Technique Description

event consequences. Again, a
qualitative or quantitative process can
take place.

Cause consequence analysis The SMS lists this as a combination of
FTA and ETA, which is valid. However,
this is a replica of the definition of the
Bowtie method. It would have been
more productive to describe it as a
method that documents both the
causes and the consequences of
potential hazards. Normally, each
hazard is listed in a table and the level
of risk associated with each hazard is
identified. Nominally this technique can
be used to generate the basic
information in a hazard record.
Common consequence tool A bespoke risk analysis method of
identifying locations where there is the
potential for serious consequences in
terms of train accidents. Locations are
given a nominal score with a maximum

value of 20.
Failure Modes and Effects Analysis A risk analysis method of documenting
(FMEA) the potential failure points of

equipment leading to a failed intended
operation and consequences.
Bow Tie Analysis The risk analysis method is described
as pivoted around a critical event. It is
referred to as a structured method for
cause consequence analysis.

The SMS defines 16 techniques in total; some are more applicable to system
analysis than others. The list consists of a mixture of techniques for various

stages, prompts, recording techniques, analysis techniques and bespoke tools.

All the technigques are assigned a category to indicate where they fit in the risk
analysis process flow by the Author. The (CSM-REA, 2013) incorporates a
description of the process stages. These are summarised as identification,
analysis, evaluation, and recording of the risks. Implicitly, there is a requirement to

treat the hazard if the level of risk is not acceptable. In addition, there is a
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requirement to define the system under analysis before the process begins;
however, for this categorisation, this can be considered an integral part of the
identification process. A similar set of process stages are identified in the (Rail
Safety and Standards Board, 2007). Therefore, it would appear that these are a

sound basis for categorisation.

Some of the techniques listed are more tuned to a full engineering analysis than
others. Another important category of risk assessments is the safe systems of
work or Safe Methods Of Work (SMOW) which can be traced back to Section 2 of
(HSAW Act, 1974) and is defined through case law by Speed v Swift & Co 1943
(SWARB, 2018). This is defined as a series of risk assessed steps written as a
step-by-step process to carry out a task safely. It is created through a mini risk
assessment process that goes through all the normal stages in a focused way.

This research is not concerned with SMOW.

Table 6 shows the list of Network Rail techniques in a categorised form. These
techniques form a substantial part of the reference list used in the industry survey
of Chapter 4. The categorisation results influence the consideration of a new
analysis technique by indicating the limitations of the current set of methods and
whether the technique is an analysis method or not. For example, the Common
consequence tool is bespoke to the Network Rail and therefore not generally
accessible or applicable. In addition, the list of those identified as analysis
methods is assessed for suitability for incorporation as part of the new technique

in Chapter 6.
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Table 6 Network Rail SMS risk techniques categorisation

] Applicability Process stage
Technique > Bespoke | Specialist | General | SMOW | = Comments
o m pY) -
=2 to © > < ) =
= 2. > Q o ®D
i company = | &) | ¢ o
) 81 %2 2| 3
=4 o ® S| @ =
=} >
Historical data analysis Yes Yes This technique is concerned
with data mining from a large
data set.
Visual data mapping Yes Yes
Hazard identification Yes Yes
prompt lists
Risk control prompts Yes Yes
Structured What if SWIFT Yes Yes
Technigue
Hazard Log Yes Yes
Task Based Risk Yes Yes Designed as a simple form to
Assessments be filled in on-site to give an
indication of the current risk.
Interviews Yes Yes
Hierarchical Task HF Yes Normally used by specialist
Analysis human factors analysts.
HazOP Yes Yes
Fault Tree Analysis FTA Yes Yes
Event Tree Analysis ETA Yes Yes
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] Applicability Process stage
Technique > Bespoke | Specialist | General | SMOW | = Comments

& to S|z s%n E ;_'5

0] company %’., 2 3 § )

2 51222 3

S S| 2| 5|&| 2
Cause consequence Yes Yes | Yes | Yes | Yes
analysis
Common consequence Yes Yes Used for modelling train
tool derailments by assigning a

risk number to locations

Failure Modes and FMEA Yes Yes
Effects Analysis
Bow Tie Analysis Yes Yes Yes
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3.2 Establish technique use
Currently, the precise methods used in practice by the industry for system risk

analysis is unknown. It has been the Author’s experience that very few of the
available techniques have been used, although it is acknowledged that this may
not be representative of the entire industry use. The methods that should be used
are documented by various companies in their SMS and by RSSB. Therefore, it is
desirable to survey practitioners with a list of recommended techniques to

establish their usage.

Given that the railway is a geographically distributed undertaking with a large
workforce and supplier base, an online survey is considered to be the most
appropriate means of surveying a reasonable sample of practitioners. Kasunic
(2005), pinpoints the importance of identifying the audience, and tailoring the
survey to meet the expectations of the audience. In particular, the level of
guestions, language used and assumptions made. In this case, the target
audience is professionals within the rail industry associated with conducting risk
assessment work within companies carrying out change. The targets for the

survey do not include regulatory personnel.

The industry is a large employer with Network Rail directly employing around
35,000, and the House of Commons committee for Exiting the EU (House of
Commons, 2017) estimates that if all the suppliers and operators are considered it
could easily reach a figure of the order of 225,000. A large number employed will
be directly delivering customer service, ticket collectors, cleaners, drivers, for

example, the estimated size of the potential target population for the survey
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contracts from a potential of around 225,000 to something of the order of 5-
10,000. Of this segment, a considerably smaller segment will be concerned with
the execution of safety assurance as a specialist activity. Therefore, a non-
parametric approach will be taken with the statistical analysis as advised by
Krzanowkski (1998) and Leven and Rubin (1998) where the sample size is

potentially small and the distribution uncertain.

3.3 Appraisal of existing techniques
The list of techniques identified in Chapter 2 combined with those listed in the

Network Rail SMS (Network Rail, 2018) provides a reasonably comprehensive list

of existing techniques.

Trends in the literature have changed with risk analysis methods, as various
interests come to the fore. Early analysis methods were mainly technological then
interest grew in the effect of humans and the variability of their performance, while
latterly there has been interest in the role of organisations. An analysis is
undertaken by the Author to consider these points and their effect on risk analysis

in a complex environment.

Methods have been categorised as either reflective or predictive in literature. A
reflective method uses data from incidents and accidents to inform an expectation
in a future system. An example is RSSB’s Safety Risk Model; however, such a
model cannot be applied to novel instances without modification. The term
predictive appears to be superfluous in the context of an analysis. Grant, et al.
(2018) reviewed what was termed five selected predictive risk assessment

methods. The objective was to characterise them with ‘tenets’, to propose a
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unified method in future. Other authors such as Underwood and Waterson (2013b)
have carried out a comparison, in this case, from the perspective of usability. This
analysis will draw on these tenets and usability criteria to comment and classify

the methods.

As part of the analysis, the Author will provide a sense of the standing of the
techniques qualitatively, by taking account of how well the methods satisfy the
criteria. Consequently, this will enable the main and subsidiary research questions
to be answered.

3.4 Review trends

Gathering data for test cases relies on documentation provided as a result of
major accidents, because of public interest, these tend to be well documented and
provide good well-reviewed material for analysis. There has been a period without
serious accidents on the GB mainline railway that limits the amount of publicly
available material to draw on for accident data from bodies such as RAIB.
However, the investigation reports that have been produced by RAIB over this
period show themes that are at a lower level of Heinrich’s (1932) risk pyramid as
cited by Marshall, Hirmas and Singer (2018), where fatalities have been avoided.
Nevertheless, these can still be subject to an analysis to reveal risk trends like
whether systems have failed in isolation or a combined system has failed to
function as expected.

3.5 Information gathering phase satisfaction of research questions
The main research question set out Chapter 1 will be addressed through a four-
point approach described in at the beginning of this chapter as part of the
information-gathering phase will address selected subsidiary research questions
as shown
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3.5.1 Technique use
The first approach has been developed into a survey. This survey will support the

main research question and subsidiary question 2 in respect of:

e What methods are used today, and what are their particular features?

e Are current analysis methods in use suitable for the modern railway
environment?

e What are the limitations of the current methods of risk assessment when

applied to engineering projects?

Consequently, a view from the findings can be taken on the current state of risk
assessment and therefore provide indicators about the required properties of

possible new method. By considering

e How can the current risk analysis methodologies be amended to create
a generically applicable method in a usable way without the requirement

for expert knowledge?

through opinion-based survey questions an answer to supporting question 1 could
be forthcoming. As part of understanding how to combine and express risk as

required by subsidiary question 1 a consideration of

e How should the variables that affect risk be weighed?

can also be investigated through further opinion-based survey questions. These
particular questions will provide an opportunity to assess how the industry
complies with the legal requirements as well as which set of legal requirements
form the primary basis for risk acceptance, those with roots in Europe or those

with roots in (HSAW Act, 1974).
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3.5.2 Appraise existing techniques
The second approach is a desktop review using available material. The appraisal

will support the satisfaction of the main research question by indicating:

e |If current analysis methods suitable for the modern railway environment

e The limitations of the current methods of risk assessment when applied
to engineering projects

e The advantages and disadvantages of quantitative and qualitative risk

assessments

Commentary with the support of the categorisation of the methods will support the
provision of the required information and thereby contribute to the satisfaction of
subsidiary question 1 by indicating the strengths and weaknesses of the
guantitative and qualitative techniques.

3.5.3 Review of trends

The third approach has been developed into a desktop review of the RAIB
dataset. This will address the main research question and subsidiary research

question 2 by identifying:

e \What are the characteristics of the recorded incidents

¢ |If current incidents involve multiple subsystems or parts

Implicitly the answers will provide inputs to subsidiary question 2 and enable an
answer to be produced about the detection requirements. The data provided
through the review will indicate areas where incidents have occurred and whether
a failure is of a complex system composed of multiple parts rather than isolated
equipment. A cluster of incidents of a particular type will indicate a possible

weakness, while a statement of the opposite effect will not be possible. The data
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will indicate the attributes required from a new method and contribute to answering
the main research question.

3.6 Summary

This chapter has developed the four-point approach of chapter 1 into an online
survey to gauge the use of current analysis techniques. Moreover, an appraisal of
current techniques is to be undertaken to identify the features and limitations for
risk assessment. Furthermore, trends of incidents are to be investigated by
reviewing RAIB data to reveal if incidents are single or multisystem events. The
research methods described are used in Chapter 4 and Chapter 5 to obtain data
to use to weigh the need for a new method. Furthermore, the data will guide the

features a new method requires.

3.7 Principal points
The principal points from this chapter are as follows:

I. A four-point approach is used to investigate risk assessment in the railway

environment.

ii. Compliance with the SMS is a legal requirement.

iii.  Expecting the risk assessment techniques listed in the SMS’s to be used by

the industry is a valid expectation.

iv.  The Network Rail SMS is used starting point to identify techniques that

should be in use in the rail industry
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Vi.

Vil.

viii.

The risk assessment techniques are aligned to the CSM risk assessment

stages

The industry survey applies to a small sample because risk analysis is a

specialist activity

The current methods are to be examined by the Author using

predetermined categories from the literature review

Using RAIB data is valid even though there have been few public fatalities

and characterisations of incidents are representative.

The main research question and the two subsidiary research questions are

addressed by the developed research methods.
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4 Current methods appraisal, survey and results
Chapter 3 developed an approach and justified the research methods to be used,

this chapter uses the methods to gather information. It reports on the
implementation of a railway industry survey and a desktop appraisal of the current

methods features, strengths and weaknesses.

4.1 Survey
As described in Chapter 3, Section 3.2, an online survey has been developed with

a target audience of safety professionals and those associated with safety
decision making. Roles specifically identified forming part of the target audience
were:

e Safety engineers

e Project managers

e Designers
e Assessor contractors

4.1.1 Development
The survey was developed and reported (Barnatt, 2019a) using techniques

described by Dunleavy (2003), McCormack and Hill (1997) and Kasunic (2005)

and summarised in the following paragraphs.

After reviewing the research questions, an objective was set to satisfy the

research questions by supporting the following:

1 What methods are used today, and what particular methods are used for any

specified project type?

2 Are current analysis methods in use suitable for the complex modern railway

environment?
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3 What are the limitations of the current methods of risk assessment when applied

to engineering projects?

Figure 4 depicts the ten sectors identified from the audience analysis.

Industry sectors

Engineering
contractor

Equipment
supplier

Assessor
Contractor

Design
contractor

Figure 4 initial survey sectors (Barnatt, 2019a)

The potential audience size was estimated as described in Chapter 3. The
university ethics process approved the proposal for the survey. An examination of
the questions was carried out during the development to consider the expected
range of answers and make certain that the objectives for the survey would be

met.

The survey was piloted, and an unpublished report was produced (Barnatt,
2019b). The feedback anticipated an 85% completion rate. It also contained three
specific comments on the length of two questions and wording. The eventual

survey distributed to the industry contained the changes from the feedback.
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4.1.2 Conduct and interpretation
The anonymous survey was conducted through the online SurveyMonkey tool

between 4 July and 4 August 2019 via an invitation shown in Appendix A. One
hundred twenty-six invitations were sent out to a pseudo random?? selection of the
target audience, and 30 valid responses were received, a response rate of 24%.
Unfortunately, a further nine invalid responses were also received and discarded,
with a significant number of unanswered questions that were put down to internet

connection problems.

The number of responses will affect the confidence level and precision of the
survey. Kasunic (2005) provides a formula to estimate these parameters. The
confidence level has been set at 90% to assure that the sample is valid and will
remain within the calculated precision for the survey nine times out of ten.
However, with 30 valid responses, the precision has dropped to 79%, indicating
that the survey will not represent the population a fifth of the time. Therefore, it is
reasonable to conclude that while the survey is not definitive, it provides indicators

of industry trends.

As Kasunic (2005) recommended, in the case of questions intended to identify a
sector, non-responses will be allotted to an ‘undefined’ category to avoid bias
through an arbitrary assignment. Furthermore, where multiple answer questions
were partially answered, these have been designated as valid, and the respondent
population was reduced for that element. It has been assumed in this case, the

respondent is either unsure or has no opinion.

11 Invitations were sent to the members of the RSSB subject committees with requests to forward
them to relevant engineers within their constituency/companies. This was supplemented by further
requests where a few committee members were uncontactable. The initial selection ensured
industry representation and the forwarding created a level of randomisation.
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Questions 4 and 5 that probed the respondent’s understanding of the methods
including less well-known ones such as FRAM; consequently, occasional non-

responses where not unexpected and does not undermine the results.

The questions are reproduced in Appendix A. Questions 1 and 2 were intended to
indicate the respondent’s sector and type of work. The objective is to use this as a
selection parameter to identify differing practices in various parts of the industry.
Questions 3 and 4 were designed to indicate the understanding of various
techniques and their use; while question 5 is used as a cross-check of technique

understanding.

The survey was designed to indicate whether there is a knowledge gap
concerning the techniques available. If there is a high correlation between the use

and understanding questions, it would indicate no knowledge gap.

The list of methods contained in the questions was extracted from those contained
in this thesis, the Network Rail SMS (Network Rail, 2018) chapter on risk
assessment, supplemented with additional methods identified from the literature
review in Chapter 2. The list has been converted into risk assessment stages
aligned to those outlined in the CSM process (CSM-REA, 2013) and Rail Safety

and Standards Board (2007).

Table 7 Risk assessment stage definition

Stage Description

Identification Identification of the hazards

Analysis Assessment of the level of risk, causes and
consequences

Evaluation Comparison of the risk level with norms for
acceptability

Recording Recording of the risk data in a formal record
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Treatment Further risk mitigation treatment to reduce the level
of risk

The technique risk assessment stage assignment established from Chapter 3 is

given in Table 8

Table 8 Risk assessment stage assignment

Risk assessment stage

_ Comments
o m| »| o
@ > < ) =
2| S

| & | = | 2
s||s8|&|3
>

Historical data analysis Yes

Visual data mapping Yes

Hazard identification prompt lists | Yes

Risk control prompts Yes

Structured What If Technique Yes

(SWIFT)

Hazard Log Yes

Task Based Risk Assessments | Yes | Yes | Yes | Yes | Yes | Designed as a simple
form to be filled in on-

site to give an
indication of the current
risk and contains all
stages as a mini total

process
Interviews Yes
Hierarchical Task Analysis Yes
Hazard and Operability (HazOP) | Yes
Fault Tree Analysis (FTA) Yes
Event Tree Analysis (ETA) Yes
Cause consequence analysis Yes | Yes Yes
Common consequence tool Yes Used for modelling train
derailments by
assigning a risk number
to locations
Failure Modes and Effects Yes
Analysis (FMEA)
Failure Modes Effects and Yes

Criticality Analysis (FMECA)

Page 76



Risk assessment stage
_ Comments
g m| »o| o
@ > < D =
= 3|2/ 8|2
S| S| 8| 2| 3
Q %) = = =
5| 2 S|a| =2
=
Bow Tie Analysis Yes
Swiss Cheese Model Yes
Functional Resonance Analysis Yes
Method (FRAM)
STAMP Yes
Code of practice compliance Yes Yes
Reference system comparison Yes
Formal methods Yes

Following on from the discussion on questions 1 to 5 above; questions 6, 7,8 and
9 were designed to indicate whether assessments are currently undertaken in
isolation or whether there is a more holistic systems approach. Finally, question 10
was designed to elicit a social attitudes response to how risk is assessed and
which versions of legislation respondents considered important.

4.1.3 Results

This section reports the results of the survey. It provides an analysis describing

the results in the context of the thesis and where appropriate drawing inferences.

The surveys were sent to the target audience sectors, as shown.
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Survey sector distribution

W H52

m Mainline Infrastructure
Manager

B TOC
ROSCO

M Equipment supplier

M Risk assessment consultancy

m service/design consultancy

W Mot listed

Figure 5 surveyed sector distribution

As can be seen, the survey was sent to a large number of infrastructure managers
and TOC:s, reflecting their dominance of the industry in terms of employees. The

sector-by-sector response was as shown:
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Sector response

m H32

m Mainline Infrastructure
manager

m TOC
ROSCO

= Equipment supplier

m Risk assessment consultancy

m Service/design consukancy

m Mot listed

Figure 6 survey sector response

As can be seen from Figure 6, respondents are mainly from infrastructure
managers or consultancies, with others from the train operating community. A
review of industry websites indicates that the consultancy industry is geared up to
support the industry need and exemplified by Aegis Engineering (2019) and
Ricardo Rail (2019) where assurance and vehicle services feature heavily. Also,
when trains are supplied, they are required to comply with European legislation
(RIR, 2011) regulation 4, therefore manufacturers are likely to be obliged to
undertake the assessment work before supply, either doing it themselves or
engaging consultancies. In contrast, the higher response from infrastructure
managers may be explained by the constant requirement to provide a safety
assessment. Furthermore, these sectors represent large companies which are
well resourced and therefore can sustain an in-house capability which may not be

the case for train operators. Therefore, the Author concludes that the data set is
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reasonably representative of both the infrastructure assessments and vehicle
assessments.

4.1.3.1 Method understanding

Question 3 probed the understanding of the current methods. There were six
classifications where Not Aware, Aware, and Basic are considered as indications
that the technique is not used in practice by the respondent. The question was

stated as:

“Please indicate your level of understanding of the following risk

assessment techniques”

The methods listed in the question included those newer methods, which are

classed as:

e Functional Resonance Analysis Method (FRAM)

e STAMP

It was found that 69% of respondents were not aware of FRAM, and 55% were not
aware of STAMP, while 14% and 31% were only aware of the techniques. This
finding supports the assertion of Salmon, Cornelissen and Trotter (2012) that

STAMP is not popular.

Formal Methods were found to have a low level of understanding, with 48% of
respondents either unaware or aware of the method and a further 30% of
respondents having a basic understanding. This response indicates that this

technique is not in mainstream use.
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Table 9 Potential competent method use

Level of understanding ‘ Technique

Widespread Historical data analysis

Hazard identification prompt lists

Risk control prompts

Hazard log

Hazard and operability study (HazOP)
Fault tree analysis (FTA)

Failure modes and effect analysis
(FMEA)

Failure modes and effect and criticality
analysis (FMECA)

Code of practice compliance
Reference system comparison

Substantial Task based risk assessments
Interviews

Event tree analysis (ETA)
Cause consequence analysis
Bow tie analysis

Swiss cheese model

Specialist Visual data mapping

Structured what if technique (SWIFT)
Hierarchical task analysis (HTA)
Formal methods

Little Common consequence tool
STAMP

Functional resonance analysis method
(FRAM)

From an inspection of Figure 7, it appears that there four groupings of the
potential use of methods, defined as methods where the respondent indicated at

least a proficient level of understanding, implicitly indicating some level of
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experience. Table 9 tabulates these for clarity. Figure 7 shows the first group of
techniques that have a wide level of understanding where 60% or more of
respondents are rated as at least proficient. Second, a group of methods between
40% and 59%, indicating a substantial level of understanding. The third group of
methods between 20% and 39% that include more specialist techniques such as
HTA and formal methods where it can be expected that there is a smaller level of
use by a specialist community. Finally, the fourth group below 20%, indicating little
understanding and consequently the potential for use. As expected, these include

FRAM, STAMP and the Network Rail specific common cause tool.

A surprising finding from Figure 7 is that the SWIFT method has a low rating given
that it is a simple technique and is a more flexible version of the HazOP method
which is understood by 76% of respondents. This finding may indicate that it is not
enough to provide a simple method; it must also achieve a level of following to be

taken notice of.

Figure 7 clearly shows a finding that FMEA and its variant FMECA are the most
understood analysis techniques followed by FTA and ETA. All of these are
traditional techniques that have been criticised by writers advancing their ‘modern’
techniques such as Leveson (2011). It appears from these findings that the
industry is content with these traditional techniques and that the authors of the

‘modern’ techniques have failed to carry the industry with them.
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Segmented potential competent method use

120%
100%
80%
60%
40%

20%

0%

STAMP

Hazard Log i ———————

I WS ——

Bow Tie Analvsls ——

Formal methods

Risk control prompls e —————

Visual data mapping ——
Structured What If Technigue [SWIFT)] S—

Historical data analvsls E———
Swiss Cheese Model

Fault Tree Analysis (FTA)
Event Tree Analysis (ETA)
Common consequence tool mm

Code of Practice compliance e ————

Cause consequence analysis e —

Task Based Risk Assessments s
Fallure Modes and Effects and..

Hierarchical Task Analysis (HTA) =

Hazard identification prom pt lists ——
Hazard and Operability Study (HazOP)

Failure Modes and Effacts Analys s .. e

Reference system comparison
Functional Resonance Analysis Method.. B

W Infrastructure Managers  m Others
Figure 8 Potential Method use by infrastructure and other segments
The values shown in Figure 8, were subjected to a standard paired Wilcoxon
signed-rank test, which is a non-parametric test to detect the difference in means
between two samples. The method uses a Tvalue to denote a critical point which
is compared with a calculated value, values above this indicate that there is no
statistical significance. In this case, the statistical method is to test if there is any
difference in the understanding between the two groups (infrastructure managers

and others). The hypothesis is:
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e Ho There is no overall difference in the level of understanding of
assessment methods between the Infrastructure Managers and others.
e Ha There is a difference in the level of understanding of assessment

methods between the Infrastructure Managers and others.

The critical value selected from tables, (University of Calgary, unknown), for an
alpha level of 0.05 two-tailed test is 73. The calculated Tvalue is 113, and
therefore, Ho is accepted, and it is concluded there is no substantive difference in

understanding between the groups.

Method use comparison

120%
100%
80%
60%
40%

20%
W Actual use

0% B Potential competent use

STAMP

Swiss Cheese Model

Hazard Gy

Interviews
Hierarchical Task Analysis (HTA) —————

Hazard and Operability Study [HazOP)
Formal methods E—

Bow Tie Analysis

Failure Modes and Effects and Criticality

Risk control Elgelylsiday—Hw—— 1

Visual data mapping
Structured What If Technique [SWIFT) —

Historical data analysis
Fault Tree Analysis [FTA)

Event Tree Analysis (ETA)
CalsSE CONSE U NCE ANa S

Common consequence tool

Failure Modes and Effects Analysis (FMEA)

Code of Practice com pliant e

Task Based Risk Assessments e —

Reference system comparison

Hazard identification prompt [y
Functional Resonance Analysis Method .ol

Figure 9 Method use comparison

Figure 9, indicates the responses from questions 3 and 4, which were stated as:
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“3. Please indicate your level of understanding of the following risk

assessment techniques”

“4. Please select and rank the risk analysis techniques used by you or know
to be used by your team in order of preference of use (1 being the most

preferred technique)”

Question 4 invites respondents to rank the methods they use and indicate those
that were not used through a checkbox. Logically, the techniques where the
checkbox was selected should be those that align with the techniques where the
respondent was not assessed as competent. If this were the case, it would imply
that respondents only use the methods when they are competent. The blue bars
denote the responses where respondents have indicated they use the technique
in practice. Since the blue (use) bars are higher than the orange (competence)
bars in Figure 9, it would suggest the there is some use of some techniques by
those who are not proficient which may lead to a varying quality of assessment.
An alternative explanation is they are used by colleagues who are specialists.
Applying the Wilcoxon signed-rank test non-parametric test, explained above, to

detect if the two sets of data are statistically different. The hypothesis is:

e Ho There is no overall difference between the techniques in use and
those that are understood.
e Ha There is a difference between the techniques in use and those that

are understood.

The critical value selected from tables, (University of Calgary, unknown), for an

alpha level of 0.05 two tailed-test is 66. The calculated Tvalue is 1, and therefore
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Ha is accepted, indicating there is a substantive difference, and the suggestion is

statistically significant.

The findings from question 5 indicate that there is some uncertainty about which
stage of the process a particular technique should be used. The percentage of

respondents indicates this uncertainty.

Process part identification response rate
120%
100%
20%
60%
40%
20%

0%

HazOp I
FIMIEA

SWIFT I

FWECA I

STAMP
Swiss Cheese Mode| I —

Hazard Log ' —
Task Based Risk Assessments I

[nterviews M
Bow Tie Analvsig L]

Formal methods m—
Code of Practice compliance I

Hazard identification ..
Reference syste m.. e  ———

Visual data mapping S —————
Risk control prompts I

Functional Resonance,.

Historical data analysis
Fault Tree Analysis (FTA)

Event Tree Analysis (ETA)
Cause consequence analysis I —

Hierarchical Task Analysis... nE ————
Common consequence tool —

Figure 10 Percentage of respondent allocating a method to an assessment stage

Figure 10 indicates a similar picture to the previous responses.

The findings suggest that there is a widespread reasonable understanding of the
‘traditional’ methods, while there are some methods where there is a smaller
specialist group and the newer methods are not understood. It has been found

that the FMEA based methods are the most popular form of analysis, while HazOp

Page 87



and prompt list are the most recognised identification method, and the hazard log

Is the most recognised recording method.

The presentation of data from question 5 in Figure 11 is as a series of histograms.
The expected technique type assignments are denoted by green bars, which are
taken from Table 8. Respondents were permitted to assign a technique in any
number of stages. Therefore, a respondent who felt that a technique played a part
in all the stages of the risk assessment process could select all the stages.
Conversely, if a respondent felt it did not apply to any stages could equally select

none of the stages.

The percentages in the charts represent the percentage of respondents who
selected the technique, selecting that stage. For example, taking the
‘|dentification’ stage, the HazOp method was selected for this stage 93% of the
time by respondents who selected the HazOp method. As can be seen, there is a
variance with the assignment set out in Table 8, which is derived from Chapter 3.
For every stage, except for ‘Evaluation’, at least one of the expected methods was
more popular than unexpected methods. The graphs suggest there are some
alternative views of the function of some techniques, with significant proportions of
the population assigned to alternative stages. This result confirms there is some
confusion over the actual use of the various methods with respect to the expected
use. From a positive perspective, the findings show that techniques selected for
the identification, analysis and recording stages attracted some 80% and over for
the expected assignment. Notably, HazOPs are almost universally recognised as

an identification tool and hazard logs as a recording device.
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Figure 11 method assignment to process stage
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The evaluation stage does not appear to have been understood. Respondents
have selected analysis techniques, such as FMEA, or identification methods, such
as risk prompts, rather than those that meet the evaluation requirement specified
(CSM-REA, 2013). Alternatively, it may indicate that respondents took a much
broader definition of evaluation and interpreted it as the act of analysing risks or
identifying risks. Nevertheless, it is significant that this is the only stage where an
alignment with at least one of the predefined methods does not occur. It is also
interesting to note that the two European methods of reference systems and
codes of practice are strongly identified as risk treatment and evaluation even
though the reference systems do not provide treatment. Overall, the results
indicate a measure of understanding of the process's identification, analysis and

recording stages, but there is less understanding of the evaluation and risk

freatment stages.

A comparison of the results with the derived assignments is shown in Table 8 is
given in Table 10. As can be seen, the percentage of respondents allocating the

technique to the same stage as the derived assignments is shown in the stage

cells.

Table 10 Percentage of respondents assigning the technique to the assigned risk
assessment stage

Risk assessment stage
) m| o | o
S 2| 5|83
= 2| c| ¢ | &
5 2|5|2|3
| 2| S| a| 2
>

Historical data analysis 70

Visual data mapping 30

Hazard identification prompt lists 87
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Risk assessment stage
| »| 2| 3| S
ARAR-AERR-
=}

Risk control prompts 23

Structured What If Technique (SWIFT) 27

Hazard Log 97

Task Based Risk Assessments 50 | 50 | 47 | 27 | 33

Interviews 60

Hierarchical Task Analysis 47

Hazard and Operability (HazOP) 90

Fault Tree Analysis (FTA) 77

Event Tree Analysis (ETA) 67

Cause consequence analysis 63 | 50 10

Common consequence tool 23

Failure Modes and Effects Analysis (FMEA) 87

Failure Modes Effects and Criticality Analysis 87

(FMECA)

Bow Tie Analysis 63

Swiss Cheese Model 17

Functional Resonance Analysis Method (FRAM) 23

STAMP 20

Code of practice compliance 53 60

Reference system comparison 57

Formal methods 30

Table 10 bears out the findings from Figure 11 that there is less alignment with the
derived stage assignment for the evaluation and treatment stages. It is worth
noting that the Swiss Cheese model is not seen as an analysis tool by over two-
thirds of respondents, despite Reason’s texts Reason (1997) and (2016). This
result may be reflective of the SCM being a high-level tool at first glance, but as
Underwood and Waterson (2013b) has shown it is used successfully in air

accident investigation. Furthermore, it reinforces the view the established analysis
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techniques such as FMEA are well understood, while the new methods, STAMP

and FRAM, are not well understood or widely used.

4.1.3.2 Systems approach
Questions 6 to 9 are designed to find insights into the approach to systems and

whether assessments are undertaken in isolation.

Assessment relative to integration into the
railway

120.00%
100.00%
80.00%
60.00%
40.00%

20.00%

0.00% -

None Rarely Sometimes Often Always

B Pre-integration risk assessment M Integration risk assessment

Post integration risk assessment

Figure 12 Assessment approach concerning integration

Figure 12 suggests that the dominant approach is to perform the assessment
before integration, which indicates that a substantial amount of assessment is still
carried out in isolation. Likewise, there is a significant segment of assessment at
the time of integration. Conversely, post-integration assessment is far less
popular. Respondents were also requested to indicate to what extent they
considered the external environment when carrying out an assessment when
answering question 7, and the average value was 72%. Question 8 requested that
respondents indicate if they carried out assessments for specific targeted systems

or on a more generic level, and it was found that 89% assessed for specific
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targets. Overall, this would suggest that methods need to incorporate an isolated
assessment approach with the capability of being able to summarise the overall

system-level effect, including the effect on the environment.

Question 9 did not provide any substantive indications of trends about whether
assessments were carried out in parts and combined or the system is considered
as a whole. As a result, this is not considered a key parameter in the approach to

assessments.

4.1.3.3 Attitude to risk assessment
Question 10 tests the attitudes toward risk assessment, where respondents were

requested to indicate the level of alignment with their strategy and methods.
Figure 13 shows, unsurprisingly, there is a strong indication of alignment, 76% of
respondents, with the concept of As Low As Reasonably Practicable because it

aligns with HSAW.

Attitudes to risk acceptance

A level of risk that is As Low As Practicable _ -
Meets prescribed tagetlovel of sk | N
Alevelotrthar s s towas feasonady
Practicable
cquivalent to the current evel of sk [
Better than current levelof sk | N

0.0% 20.0% 40.0% 60.0% 80.0%  100.0%

B Strongly aligns W Partially aligns  ® Unsure Little alignment  ® Mot at all

Figure 13 Bar table of attitudes to risk acceptance
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What is more surprising is that the “equivalent level of risk” category does not
have a similar score given it is equivalent to the CSM reference system evaluation
method, which was indicated as being widely understood earlier. This category
scores 21% indicating strong alignment, while 54% indicate partial alignment.
Similar comments are attributed to the “meets prescribed target level of risk”
category; however, there appears to be a slightly higher recognition of alignment
with 30% of respondents indicating a strong alignment. The near 40% strong
alignment indication for the As Low As Practicable category, indicates a lack of
understanding of the legal position because effectively that means doing

everything possible, without limit; something no business is able to commit to.

It is notable that with the advent of CSM and Interoperability that there is such a
strong indication of alignment, 38% with the “better than current level of risk”.
Although this is laudable as an objective, there is no legal requirement to do so.
The sentiment may be more due to commercial pressures driven by a need to be

seen as improving.

Overall, this appears to indicate there is some misunderstanding of the risk
acceptance criteria required by law.

4.1.4 Finding conclusions

In summary, the evidence demonstrates a much better familiarity with traditional
risk assessment practices, as described in section 4.1.3.1. There is a dominance
of risk assessment prior to integration, described in section 4.1.3.2, followed by an
assessment at the time of integration. These findings imply that any successful
method must be able to integrate both approaches. Likewise, there is more

alignment of risk acceptance criteria with the traditional As Low As Reasonably
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Practicable than the newer requirements from the CSM regulations. There
appears to be a reasonable understanding of what the identification, analysis and
recording stages of a risk assessment require, but much less of an understanding
of the evaluation and mitigation (treatment) stages. It would appear that it would
be an advantage to integrate these stages into the process and mask them from
the user, which effectively is done through the cause-consequence tables aligning
with the legal requirements, as described in Chapter 2. Therefore, it would be
beneficial for a process to be compatible with the cause-consequence method.
4.2 Current methods appraisal

The section describes an assessment undertaken by the Author to gauge
attributes, strengths and weaknesses of risk analysis methods which will provide

indications of where a new method could advance the state of the art.

The term “Current methods” refers to current risk analysis methods. It is often not
clear what is meant by a risk analysis method within the literature and in practice,
as has been shown in Chapter 3, Section 3.1. In this section, it means a process
or collection of processes taken together that can express safety risk, where risk is
an expression of likelihood and consequence. In addition, the methods should be

able to express the level of risk in some form.

Methods have been categorised as either reflective or predictive in literature, as
described in Chapter 3 Section 3.3. Categories have been extracted from Grant, et
al. (2018) which were described as ‘tenets’, to propose a unified method in future.
Other authors such as Underwood and Waterson (2013b) have also carried out a
comparison in this case from the perspective of usability and found that newer

methods such as STAMP from Leveson (2011) have low uptake and in effect are
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not practical. The Author has developed a set of classifications using these
insights, to highlight what are considered key themes for risk analysis methods as

described in Table 11.

Table 11 Definition of classifications

Category A method referring to a technique as of a particular
class.

Focus The aspect that a method will emphasise. For example,
the method could consider human factors.

App Application of the technique to either an accident
analysis or design.

Model This attribute indicates the type of model that is used

within the method. It is intended to indicate the level of
realism required by the method.

Division This attribute indicates the basis used to decompose the
various parts in the analysis. Some methods do not
explicitly include a decomposition method. It is then left
to the user to use experience and knowledge to perform
the task; this is the case with the older, more established
models.

Scale These are a measure of how the risks are scaled. These
could be word, value-based or numerical. Dependent on
the application, there are advantages and drawbacks to
each. For example, a numerical approach might indicate
improvements which are not realisable due to the
uncertainties in measurement.

Start The point at which the analysis is expected to begin.
Documented The medium that is used to document the analysis which
could be words or pictorial. These approaches are suited
to different types of analysis. For example, a pictorial
approach is a good medium to show an overall sense of
an analysis. While, it could be the case that this is done
at the expense of detail, where a word-based technique
would come to the fore.

Identification of key attributes is crucial to assessing the benefits and limitations of
risk assessment methods, and these are set out in Table 12. As noted by Grant, et
al. (2018), this is not easy because of the different terminology and points of
reference taken by authors. Where appropriate, attributes have been grouped

together into classifications, these represent different aspects of a theme that
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facilitate a clearer analysis. Classification of the ‘focus’ is based on that used by

Hollnagel (2012) for the analysis framework. It is regarded as a primary

discriminator for the analysis. Table 13 below has been constructed using

attributes to identify the features of the various techniques. These have been

assessed qualitatively by weighing benefits and limitations to provide a measure of

qualities as part of this research, taking account of personal experience and

comments from the various literature cited in Chapter 2.

Table 12 Definition of attributes (reformulated from sources cited in Chapter 2)

Attribute

Classification

Description

Traditional

Category

An established technique that has been in use
over several decades. Typically has a technical
focus

Sociotechnical

Category

A newer technique the integrates technical,
human factors and organisational aspects.
Typically has a focus on human factors and
organisational aspects. In addition, it will provide
a detail of the hierarchy of control

Other

Category

Those techniques that do not fit into the other two
categories. Typically, these include new
technically focused methods and modelling
methods.

Technical

Focus

Technical aspects are taken into account and
drive the analysis. Typically, equipment is
analysed for function.

Human
factors

Focus

Operations performed by people, groups of
people, drive the analysis. Within this group is the
consideration of human error and user interfaces.
In addition, procedures are taken into account
where reliance is placed on operators.

Organisational

Focus

The effects of the structure of the organisation
and how it interacts with its environment drive the
analysis.

Retrospective

App

Aimed at analysing accidents. There is normally
an event and causes are then deduced.

Predictive

App

Aimed at the prediction of the behaviour of a
system. The technique could also be used to
analyse accidents by the application of deduction.

Specialist
application

None

The method is aimed at a particular aspect of risk
analysis.
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Attribute

Classification

Description

Historic data

None

The analysis method relies on the use of data
gathered from previous events to predict future
outcomes.

Conceptual

Model

The analysis method provides a model where a
general concept can be applied to obtain an
overall understanding. An example of this
approach is the Swiss Cheese Model.

Abstract

Model

The instance being modelled is framed around an
abstract concept, such as a hierarchy linked to an
operational system, as is the case with STAMP.

Instance-
based

Model

The model is specifically created for the instance
under analysis. Therefore, each application will
have to be modelled from scratch.

Hierarchical
analysis

Division

The method is tuned for analysis of hierarchy and
its impact on risk under particular circumstances.

Systems
orientated

Division

The method uses the principles of systems
engineering such as decomposition and
encapsulation.

Quantitative

Scale

The method uses numerical means to express
risk. Typically, methods meeting this criterion
tend to be based on probability.

Qualitative

Scale

The method uses classifications as a means to
express risk against some predefined scale.

Causal

Event

The method models the causes of an event to
assess risk.

Consequence

Event

The method models the consequences of an
event to assess risk.

Detailed

None

The method involves a detailed understanding of
the system under analysis. Methods of this type
will inevitably require a significant amount of data
on the system and effort to construct.

Top down

Start

An analysis using a method with this
characteristic will begin the analysis of the
system from a top event through a series of
relationships eventually uncovering the
underlying elements that drive an event.

Bottom-up

Start

An analysis using a method with this
characteristic will begin with the identification of
low-level events which are linked to high-level
events eventually culminating in the top-level
event of interest.

Anywhere

Start

The analysis may start at any point.

Diagram
based

Documented

The method uses a diagram as the principal
means to convey relationships between the
various components. A typical example is Fault
tree analysis.

Descriptive

Documented

The method primarily uses a description of the
system as a basis of the analysis
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Mixed Documented | The method uses a mixture of descriptive
analysis and diagrams.
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Table 13 Risk analysis methods - attributes and qualities

Category Focus App Model Division | Scale Event Start Documented
=4 | » — o ) S Tl w -4 |
2 |31%123 |2 |Q|R|3B8 2|9 5 2BZ2¢lel2/2/2|8/8(5|R|9|2|¢8
s |2|2 |23 |S|323|8|3|2RB8|5|3|% | sEcB2l28 |25 |a|2|8|s|8|8|ae|a
S |9 |%|3|2|8|g|5pF2lS8|83|5|582E2|2|5(%|8%|09]S8 = |2 |3 |
s |88 S|z |22 |e|B|83pcRz|E|E|®|2|g|2|2|8)2|8
Q o QD 9] = N = - =. — = [ = =
= B 2| |®IE|Z|E|PE* B8 |g|grTZ|5] |g|5|S|°| |F|¢g
o o > < QD 7] - @ o n
o @ o | @ @ ® @
o o
Method
i v
Swiss Cheese SCM | v P s .
Model
Australian ATSB- v
Transport SCM
Safety Board - vViiv|v v v V| v v
Swiss Cheese
Model
Failure Modes | FMEA | ¥
and Effects v v v v v v
Analysis
System STAMP v
Theoretic
Accident v | v v v I vi|iv]|v v v v
Model and
Processes
v
Event Tree ETA v v v v sy P P
Analysis
v
Fault Tree FTA v v P P L, L, L, L,
Analysis
i i v
Hierarchical . HTA v v , ., L,
Task Analysis
Bow Tie N/a ViV v v v v
Functional FRAM v
Resonance sl v v v v v v v
Analysis
Method
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Documented

Mixed

Diagram based

Descriptive

Detailed

Start

Anywhere

Bottom Up

Top Down

Event

Consequence

Causal

Scale

Qualitative

Quantitative

Division

Systems
orientated

Hierarchical
analysis

Model

Instance based

Abstract

Conceptual

Historic data

Specialist
Application

App

Predictive

Retrospective

Focus

Organisational

Human factors

Technical

Category

Other

Sociotechnical

Traditional

Acronym

SRM

N/a

N/a
RBD

N/a

Method
Safety Risk
Model (with
FTA)

Bayesian

Networks
AcciMap

Block Diagram

Reliability
Cause-

consequence

table
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Table 14 has been included to provide the Author’s qualitative assessment of each technique to supplement the detailed
assessment of Table 13. It lists the techniques perceived advantages and limitations together with other relevant comments. In
addition, the assessment includes categorising whether the technique is widely known in the risk assessment community, used
predominantly in academic circles, and has a long history. Finally, it identifies the reference material used for each technique.

Table 14 Risk assessment methods - qualities

Use Quialities Comments ol
> clsle Advantages Limitations
2 -] [} 8
S |S)2]|¢%
S %) = 3.
= 1§32
< % g
Method
Swiss SCM Concept is easily It is not detailed The measure of risk | (Reason, 1997)
Cheese understood Technical focus is the layers of (Reason, 2016)
Model Focus on latent lacking defence and the
errors and layers number of latent
vV of defence errors
Defence in depth It could arguably be
applied to either an
accident or a design
justification
Australian ATSB- Classification of e Itis not detailed The model was (Underwood and
Transport SCM risk and mitigation | e developed primarily | Waterson, 2013b)
Safety Board is separated into 5 to investigate
- Swiss levels from accidents
Cheese technical to
Model organisational
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Source

Use Qualities Comments
> 5ls|2 Advantages Limitations
=1 > o QD
S 2|28
= %) = 3.
5 15133
< g %
Method
Failure FMEA e Thorough analysis | ¢ Single systems Adding severity, (Anleitner, 2010)
Modes and of cause and /components/ occurrence and (Aven, 2008)
Effects effects subsystems are detection along with | (Lepmets, 2017)
Analysis e Each failure is analysed RPN changes it to
considered in turn separately. FMECA although
which leads to an e Each failure some writers do not
in-depth analysis analysed differentiate and
separately and continue to call it an
there is no FMEA.
consideration of The method is
multiple centred around
component creating a priority
failures. index to address
sl e Eachlevel to be risks in priority
analysed order.

separately and
joined through
tables

e Pseudo
quantitative risk

Does not deal with
combinations of
failure as item that is
deemed to have
failed. The failed
item is considered
with all others
working perfectly.

It is fundamentally a
failure analysis
method and requires
some manipulation
to describe risk
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Source

Use Qualities Comments
5 § EEL ;?j? Advantages Limitations
S 2|28
S o Py 3
3 3|13 |75
R 2|3
S @
Method
System STAMP e  Multi-system e Assumes control is The method does (Leveson, 2011)
Theoretic analysis imposed from not predict risk as (Fleming and Leveson,
Accident e The analysis above in the such, rather the 2016)
Model and provides several hierarchy. safety constraints
Processes views (hierarchy, e Documentation in that are required to
process) several parts maintain safety.
e Near absence of Hierarchy is used as
v technical analysis a method of
e Relies on safety decomposition.
limits There is still an
element of likelihood
reduction in the
processing of
hazards, but this is
in the background
Event Tree ETA e Logical Probability based The method is (Aven, 2008)
Analysis associations Focused on a documented as able | (Rail Safety and
e Maps multiple single high-level to be used Standards Board, 2007)
Vv consequence event qualitatively by
outcomes (Aven, 2008), but

this is not the

normal mode of use.
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Source

Use Qualities Comments
> 5ls|2 Advantages Limitations
= > Q o1}
S 2|28
S %) = 3.
3 8|3 |°
< g §
Method
Fault Tree FTA e Logical e Probability based The method is (Aven, 2008)
Analysis associations e Focusedona documented as able | (Rail Safety and
single high-level to be used Standards Board, 2007)
v event qualitatively by
(Aven, 2008), but
this is not the
normal mode of use.
Hierarchical HTA e Breaks downtasks | ¢ Not particularly Aimed purely at (Whittingham, 2004)
Task vl ¢ Recognises suited to technical documenting human | (British Standards
Analysis human ability for systems analysis factors processes. Institute, 2010)
correction
Bow Tie N/a e Logical e Probability based There are effectively | (Aven, 2008)
associations e Focused on a two versions of this
single event method a
e Often used without description tool,
v any quantitative which is a
analysis managerial picture
of risk and an
analysis effectively
combining an FTA
and ETA
Functional FRAM e Looks how the e Does not express (Hollnagel, 2012)
Resonance system normally risk in a traditional
Analysis v works way
Method e Variance is

measured as a
surrogate for risk
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Source

Use Qualities Comments
> 5ls|2 Advantages Limitations
=1 > o QD
S |28
= o = 3.
> 1513|¢2
< g %
Method
Safety Risk SRM e Wide range of e Uses prior risk The problem is (Rail Safety and
Model (with standard risk figures — can only tailoring the generic | Standards Board,
FTA) figures analyse what is figures from the 2014b)
known model to particular
e The modelis situations. Using
v based on a unconditioned
rotating window of figures will result in
capturing very low- an analysis that
frequency events. does not reflect the
Therefore, a single particular situation
event could skew
the figures.
Bayesian N/a e Theoretically e Quickly becomes Computer modelling | (Marsh and Bearfield,
Networks possible to very complicated is the only realistic 2008)
v analyse very large method of analysis
networks of in a network of any
systems. size.
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Source

Use Qualities Comments
5 § g_ ;?j? Advantages Limitations
S 2|28
= @ | = | 3
3 5|35
R 2|3
S @
Method
AcciMap N/a e Provides aneasily | ¢ Can become Developed from (Svedung and
understandable complicated Rasmussen’s Risk Rasmussen, 2002)
diagram of the Management
relationships Framework
throughout a Although described
hierarchy by some as a
v retrospective
method, it is clear it
can be used for
predictive scenarios
The method does
not directly calculate
risk levels.
Reliability RBD e A complementary e Probability focused By applying this (Aven, 2008)
Block diagram to an FTA on a single event method, an (Rail Safety and
Diagram approach. equivalent of the Standards Board, 2007)
Generally, things FTA can be created
are expressed in for an application.
Y terms of positive

functionality

e Tools are readily
available for
analysis, e.qg.
RAPTOR
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Source

Use Qualities Comments
> 5ls|2 Advantages Limitations
= > Q o1}
S 2|28
S (2|52
g |2 1|°9°
2N 2|5
5|8
Method
Cause- N/a Simple e ltis a simple table The method is (Rail Safety and
consequence presentation with which does not widely known and Standards Board, 2007)
table both the cause lend itself to aligns neatly with (CENELEC, 1999)
and consequence complex entries. In the legislative
vV effects in only this case, has to requirements

place

be backed up by a
specific study
using other
techniques

As a by-product, it
provides for parallel
path analysis
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4.2.1 Assessment conclusions
There are advantages and limitations of using each of the identified techniques.

Therefore, it would be advantageous to allow as many as possible to be used
together in a large system analysis. Furthermore, this leads to the conclusion that
there must be a process to combine and aggregate the effects into a singular

answer for the system as a whole.

The sociotechnical methods appear to have abandoned the traditional approach of
using direct measures for risk. Instead, they focus on deviations from the norm
and the imposition of limits. While this is understandable when dealing with
human-focused processes, it neglects the role that technology plays in preventing
and controlling risk. Indeed, the very presence of technology is sometimes as a
result of the inability of humans to control risk as has been documented by
Institute of Railway Signalling Engineers (2005) for example, when describing the
reason for the development of route interlockings as assisting the signaller to
avoid setting conflicting routes.

4.3 Summary

The results reported in this chapter are taken forward and used in Chapter 6 to

justify and develop a new risk assessment method.

The industry survey, Section 4.1, has revealed that FMEA and FMECA are the
most understood and used risk analysis techniques. The newer sociotechnical
technigues such as STAMP and FRAM are unpopular. There is no overall best
technigue as was shown in Section 4.2, instead each technique has a selection of
advantages and disadvantages. Moreover, the type of technique can slant the

focus of the risk assessment toward aspects such as human factors or hierarchy.
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Therefore, the ability to choose a selection of techniques is important to provide a

broad analysis.

4.4 Principal points
The principal points from this chapter are as follows:

Vi.

Vil.

viii.

An anonymous survey has been carried out with 30 valid respondents

Survey results indicate FMEA and FMECA are the most understood risk
analysis techniques followed by FTA and ETA

Survey results indicate that STAMP and FRAM are not used

The understanding of risk assessment techniques and the process is
similar across the industry

Parts of the CSM process are not well understood but are used

Each risk assessment method has different advantages and any new
method needs allow for as many as possible.

Most traditional risk assessment techniques cannot be considered to take a
system view of risk assessment.

Sociotechnical risk assessment techniques take a systems orientated view
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5 Review of incident data
This chapter forms part of Chapter 3’s developed four-point approach to research

evidence gathering. Furthermore, Chapter 3, Section 3.4 described the rationale
for the various activities undertaken in this chapter. This chapter contains the
evidence from the incident data review from which insights can be drawn. The
data also forms a convenient source of material for the cases described in Chapter

7 and Chapter 8.

The RAIB formally gathers data for major incidents on the GB mainline. The
resulting analysis is published as a set of publicly available reports. As was
described in Chapter 1, over a decade!? has passed since the last large scale
accident, which resulted in a loss of life (Rail Safety and Standards Board, 2017).
However, there have still been fatal incidents involving workers. Consequently,
despite the headlines, the operation of the railway has not been loss-free over this
period as is shown in the data below.

5.1 Incident data

RAIB provides a series of publicly available reports into accidents, entitled
‘Accident Report’ on their website. The dataset covers both the mainline railway
and non-mainline operators. The primary interest of this research is the mainline
railway. Given the span of reports, it is important to categorise them into types

whereby salient reports can be selected for examination.

12 Since the time of writing a fatal accident has occurred in Scotland August 2020, due to a
landslip.
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These reports are of interest as they provide objective evidence about the nature
of accidents and incidents that either supports the need for a multisystem risk
analysis method or indicates that this is not necessary.

5.1.1 Method

First, the reports were screened to eliminate those that did not refer to the GB
mainline railway. Next classifications were drawn from the reports by reviewing the
summary of the incident. These were used to identify the part of the railway
involved, whether staff or the public were involved and the type of activity being
undertaken. Further classification was undertaken to identify those incidents that
involved several systems or have a direct environmental factor contributing to the
cause as indicators of a possible complex hazardous environment. The analysis
treats the environment as a significant additional subsystem. Table 15 explains the

classifications:

Table 15 Classification definition

Classification Description

Train The incident cause emanated from the train part
of the rail system.

Infrastructure The incident cause emanated from the

infrastructure part of the rail system.

Track worker involvement | Track workers were involved in the incident.
Usually, this indicates a track worker has been
struck by a train, or there has been a near-miss.
Often track workers rely on a human lookout for

protection

Member of the public A member of the public was involved in the

injured incident. It usually indicates that a person has
been struck by a train or there has been a near-
Mmiss.

Operational The incident occurred as a result of an activity that
is part of the normal operation of the railway

Maintenance The incident occurred as a result of maintenance
activities

Construction The incident occurred as a result of a

construction/renewal activity.
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Human error The incident was a designated as human error
that led to the wrong side failure. For example,
crossing the line when it was not clear. These
instances could in some cases be due to deeper
system problems, as articulated in the New View
philosophy of human factors.

Component failure The incident was due to a component failure

Subsystem failure The incident was directly due to the failure of a
subsystem to function as intended

Multisystem event Several systems were directly involved in the
incident. These could be either technical or
human.

Environmental effect Environmental factors such as a vacuum were a

direct cause of the incident

An example entry from the analysis table is illustrated below in Table 17. Appendix
B shows the full analysis undertaken by the Author. The headings have been

created to group the classifications. These are described in Table 16.

Table 16 Heading definition

Heading Mutually | Description

exclusive
Cause based on Yes This indicates the cause of the incident
People affected No This indicates the groups of people that

were affected by the incident. More than
one group could be affected

Source of incident Yes This indicates the operational state when
the incident occurred.
Type of incident No This indicates the type characteristics of the

incident. An incident could exhibit more
than one characteristic.
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Table 17 Sample RAIB GB heavy rail accident report extracts reformulated RAIB data

Overspeed
incident at
Queen’s Park

Report 19/2016:

not slow the train for the emergency speed
restriction as he had misunderstood details of the

restriction given in an email.

The assessing driver manager’s knowledge of the
emergency speed restriction was insufficient to
notice the driver’s error.

Cause People Source of Type of incident
based on affected incident
Report title Extracted summary = = E = |z % -Q 5 Q T a 9 T |2 § o m
) = o 2, = = S | o
S| g|e2|23| 8| 2| a| 2I53|58|122 |85
< o - n |—*3
S |as |20 2 o 3 S5 |1%0 |®F < S
& = |9 S 8 @) o @ o) o 3
a = =3 D > = —
@ L
The driver manager who was being assessed did | Yes | No No No | Yes | No No |Yes |[No |No |No No
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5.1.2 Assessment conclusions
The figures in this section have been drawn up from the RAIB data analysis

conducted by the Author in Appendix B and summarised in Figure 14. As can be
seen from Figure 15, that the majority (60%) of the 35 incidents investigated by
RAIB between 2016 and 2019 are operational indicating that the highest risk is
generally when an asset is in use. Furthermore, the operational phase of an asset
represents the majority of the lifecycle; it also accounts for the maintenance of the
asset. Consequently, if a risk analysis can effectively predict and address
operational and maintenance risks, there is scope to affect 86% of the total
incidents positively. Predicting operational risk is an aim of safety risk analysis,

and improvement is, therefore, worth pursuing.

It is also worth noting from Figure 16 that there have been 16 incidents that have
involved either a multisystem or environmental cause, which indicates that there is
a need for an analysis method that provides a whole system assessment of the
risk. Furthermore, there are ten indications of a subsystem failure where the
components have not failed, but the subsystem has failed to carry out the
intended function. Again, this indicates that there is a need to review risk from an

overall system risk perspective.
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Figure 14 RAIB incident reports -raw category totals

RAIB report incident source analysis

Construction, 5,
14%

Maintenance, 9,

26% Operational, 21,

60%

m Operational = Maintenance = Construction

Figure 15 RAIB reports - incident source analysis
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Type of incident

20

12 9
7
5 '

]
EeN el s an]

=
OB O

Figure 16 RAIB reports — the type of incident analysis

As indicated by Figure 16, there are 20 human error incidents, further inspection of
the analysis in Appendix B indicates that the majority (70%) of these occur when
the human is not supported by a physical safety system highlighting the key role
technology plays in the prevention of accidents. Therefore, it is also relevant that
the risk analysis system provides support for the technological system as well as a
method of indicating the risks posed by unsupported humans. In addition, there
are a significant number of component failures (14%) at the root of these
incidents, which points to the need to maintain a focus on the technological
integrity of the risk analysis contrary to the current vogue, as indicated by
Hollnagel (2012) for example, to assume that components are totally reliable.
Consequently, any proposed system must still address the technical risk as well
as others caused by the integration of systems and humans into socio-
technological systems.

5.2 Summary

The RAIB data has been subject to an analysis described in this chapter which

illustrates the complex nature of railway incidents. It has shown that a significant
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number of incidents have been multisystem in nature and technological failure is

still occurring. This data is taken forward and used in Chapter 6 as evidence in the

justification for a new method.

5.3 Principal points
The principal points from this chapter are as follows:

i.  70% of human error incidents occur when not supported by a physical

safety system
ii. 45% were multi system incidents

iii. A significant number of failures (15%) had component failures at the root of

the incident
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6 Composite Assessment Method (CAM) —new model and
method
The purpose of the new method, the Composite Assessment Method (CAM), is

to fully analyse complex or multi part systems for safety risks and their criticality.
This analysis will enable legal requirements to be fully satisfied in addition to the

moral and commercial imperative of reducing risks.

CAM is a causation type of safety risk assessment method; it can be used to
understand safety risks for the whole system or at nominated points in a system. A
holistic or partial analysis can be undertaken to assess safety risk, but for a partial
analysis the result will only reflect the risks of the components included in the

analysis.

The objective of this chapter is to define and describe CAM. First, a rationale for
CAM is provided, followed a short description of candidate current techniques and
then by a description of the CAM method. Finally, a demonstration application is

included.

As described in Chapter 1 Section 1.9, chapters 2 to 5 have been used to gather
information about risk assessment methods and the nature of safety incidents on
the railway. This information is used in this chapter to create and justify CAM.
6.1 Rationale

Chapter 2 appraised the current methods, primarily dividing techniques between
new methods of the sociotechnical type, such as STAMP, and those ‘traditional’
methods that have been in existence for decades, such as FMEA and FTA. The

industry survey (Chapter 4) reported that traditional methods, like FMEA are
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familiar to practitioners. Inclusion of these methods as part of CAM reduces the
training requirement for its use. STAMP, on-the-other-hand, was shown in Chapter
4 to be unpopular and reported by Underwood and Waterson (2013b) to be
complicated. Chapter 4 indicates similar findings for other sociotechnical methods
such as FRAM. Therefore, by using traditional analysis methods in the CAM

process, some of the barriers to use will be overcome.

A review of RAIB incident data was undertaken in Chapter 5. It found that 45% of
incidents involved multiple systems, and 14% of the incidents included component
failures as a cause, moreover, 70% cited human error as a contributory factor.
Therefore, CAM should cater for all these features, including the analysis of

multiple systems.

Chapter 4 survey results indicate that some risk analysis is performed during
integration of the system, it also shows that the sociotechnical methods are
unpopular. This implies that ‘traditional’ risk analysis methods are used during the
integration risk analysis. Some of the ‘traditional’ methods could be adapted to
provide an ‘overview’. However, this risks a superficial analysis, analogous to
reducing the magnification on a microscope. Consequently, critical hazards could
be missed allowing systems with latent risks to be given a ‘clean bill of health’.
While the reverse is also true for a complex system, (INCOSE, 2015) and
(Leveson, 2011) among others point out that hazards that emerge at the systems
level are not visible at the subsystem level and hence could be missed if not

accounted for at the system level.

Chapter 2, described that authors such as Leveson (2011) argue that the

‘traditional' methods were developed before isolated systems were interconnected
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and they were optimised for an isolated system environment. They argue that they
are not suitable for an interconnected environment. The advantages of systems
analysis techniques for the analysis of complex systems were also reviewed, and
it is evident that the systems approach is an advantage in a complex or multi part

system scenario.

The review in Chapter 2 indicated that models such as Bayesian Networks quickly
go beyond human understanding due to the matrix of Joint Probability Tables at
each vertex. Marsh and Bearfield (2008) acknowledge this complexity. It is an
example of Manson’s (2001) algorithm complexity. Consequently, it leaves the
analyst without a good understanding of why the analysis has produced the result.
It may well be possible to create computerised tools to hide the complexity.
Sanford and Moosa (2012) acknowledged the difficulty of creating such a tool and
declared Bayesian Networks analysis as a Non-deterministic Polynomial-time

Hard (NP-Hard) computing problem.

The Author is of the opinion that understanding the analysis is an essential
component of producing a good analysis. Expert opinion plays a large part in
predicting future risk when undertaking a risk analysis. This opinion is influenced
by belief (Shafer, 1976), where the actual numbers do not necessarily strictly
follow the laws of probability. Purely probabilistic models such as Bayesian

Networks may suffer as a result of this effect.

The review of the current risk analysis methods undertaken in Chapter 4, Section
4.2, concluded while there is no overall best risk assessment technique each
method has positive and negative features that can slant an analysis towards a

particular type of risk identification. For example, STAMP (Leveson, 2011) focuses

Page 121



on the fallibilities of management and process systems. Therefore, it is important
that as wide a selection of techniques be available as possible in the subsystem

analysis part of CAM to provide the analyst with flexibility.

Sociotechnical methods focus on the fallibilities of management and process
systems, for example FRAM (Hollnagel, 2012) and STAMP (Leveson, 2011), claim
to take a system engineering approach. The physical system is almost forgotten in
the creation of safety limits with these later methods. This paradigm is contrary to
the physical world, where the physical item is becoming ever more critical and

complex, for example the Eurofighter (Posey, 2012).

CAM is a potential improvement over current techniques because it combines the
advantages of a systems approach to safety analysis with the use of ‘traditional’

methods in parts of the process.

Through a combination of systems and traditional techniques, CAM makes it
possible to carry out a full system in-depth analysis and avoid many of the
complications associated with newer methods like STAMP by allowing the
analysis of each subsystem in isolation. Furthermore, the isolated subsystem
analyses, reduces the complexity of the whole analysis and keeping it to an
understandable level for the analyst; this aligns with the complexity concepts of
Manson (2001). Finally, these parts are brought together again using system
engineering methods in a rule based way to provide the results for the full

analysis.

It is concluded that the current methods leave a gap to be filled by CAM.
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6.2 Candidates for CAM
Several candidate techniques were considered for repurposing as CAM:

e Bayesian networks,

¢ Functional Resonance Analysis Method (FRAM),

e Swiss Cheese Model (SCM),

Bayesian networks (Marsh and Bearfield, 2008), have been shown in Chapter 2 to
suffer from computational difficulty, which does not meet the objective of simplicity
and understandability. FRAM (Hollnagel, 2012), incorporates the concept of links
that may or may not be present. However, it does not use risk as such, and
fundamentally it detects variation. Furthermore, FRAM does not allow for other
models to be incorporated into the method. Consequently, it fails the test of
allowing the use of familiar techniques such as FMEA. SCM, originally described
by Reason (1997) and updated (Reason, 2016), provides a simple conceptual
model. A practical version, as used by the Australian Transport Safety Board, is
described by Underwood and Waterson (2013b). This model appears to suffer
from concentrating on the hierarchy of risk rather than the actual risk and is, as
Reason reiterated (Reason, Hollnagel and Paries, 2006), a much better
conceptual framework than a detailed risk analysis tool. Parts of the model have
been criticised as not being tightly specified, for example the “holes”. In many
ways this is a strength because it is a visual concept, but it is also a weakness
because interpretations can differ. The Australian Transport Safety Board version
of the model has some more detail but essentially relies on setting out a question
framework to be answered by the analyst against conceptual levels that are

designated as “safety factors” and “safety issues”; the remainder of the process is
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left to the analyst to resolve, as described by Underwood and Waterson (2013b).
This is probably adequate for the application of a specific accident investigation

but leaves many questions unanswered for general applicability.

All of these options were rejected in favour of the method explained below.
6.3 Method

Firstly, CAM is explained as an abstract concept, followed by an architectural

description, and finally the details are explained. Initially, some terms are

mentioned without a full explanation, these follow later.

The term system is a label for an overall object that performs a set of functions.
The term subsystem is a part of a system that can be regarded as a system in its
own right. The term component is used to refer a part of a subsystem or system.
This thesis attempts to follow this convention. Occasionally, the labels systems
and subsystems are used interchangeably because their use depends on the
viewpoint of the observer with respect to other objects. CAM can accommodate
combinations of systems or subsystems that are connected together. Therefore,
from a CAM analysis perspective, it does not materially matter what label the
objects have; they are simply a group of objects to be assessed within an overall
scheme.

6.3.1 Success for CAM

CAM is to be useable by practitioners in the field. Usability is a key finding from a
survey Underwood and Waterson (2013a) where 54% of respondents identified
ease of use as a determinate of the usefulness of a technique. Therefore, for the
most part, complicated mathematical formulae are avoided; instead, concepts and

simple associations guide the construction of the method. Furthermore, there is an
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emphasis on borrowing parts from existing techniques and recombining them in

novel ways to produce a scheme with links to understood techniques.

CAM should be generally applicable and should sit separately from any particular
context. The analysis sets out to address systems defined by EN15288
(International Standardization Organization, 2015, p. 9) as a “combination of
interacting elements organized to achieve one or more stated purposes”. This
definition includes physical equipment, people and processes. Data is considered
an attribute of a system, used to influence system behaviour and to be passed

between systems.

The output of CAM should be compliant with the current legal requirements for risk
assessments. It is an essential requirement, as was discussed in Chapter 2, and is
a noted fault of STAMP (Dunsford and Chatzimichailidou, 2020).

6.3.2 Concept for CAM

At an abstract level, in concept, a CAM analysis is analogous to a Lego model
construction where the objective is to build a model; for example, an aeroplane, by
building the wings and body separately then bringing them together to create the
full model. In this process, first the appropriate bricks are identified for the model
construction. Next, individual subparts are constructed using the bricks, and then
subparts are (combined) stuck together using the interfacing bricks to create the

overall model.

Similarly, for the CAM risk analysis, the subsystems are identified through
diagrams first. Next, subsystem risk assessments are carried out. These are
brought together by integrating the analyses into a single view through a CAM

specific combinatorial method. This single view contains all the detected safety
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risks within the system. The result can be simplified to remove risks that do not
affect the overall system. However, from systems theory (INCOSE, 2015), further
risks could emerge due to the integration of the parts. Therefore, iterate to re-
examine the overall system to check for additional safety risks emerging due to
the integration, by reviewing the previous steps and incorporating any changes.
Finally, the results are summarised and focused on critical safety risks. Figure 17

illustrates these main conceptual components of CAM.
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Figure 17 Simple conceptual diagram of CAM
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6.3.3 Architecture of CAM
CAM uses the systems engineering concept (INCOSE, 2015) and the systems

standard EN15288 (International Standardization Organization, 2015) that
systems have internal (compartmentalised) workings, but externally only those
things at the interface can be seen and are essential for an analysis. These
interfaces are both internal between subsystems and external to the world
beyond. The interfaces contain the safety risks that are of interest in a CAM

analysis®3. Figure 18 depicts this concept.

System A System B
Interface Interface
5 5 CAM =) 5
g $ Combinator ‘(-Dr C 6,.
= 3, Export/Import Export/Import = =}, =1
2 Core -Jlulian ol i ore 3

Interface Interface

Subsystem analysis
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Safety DSM
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FMECA B o
FTA 0-0.9 resistor
ETA ) carrier
1.1-10 lifi
Hazard Record or emuﬁ?rgtleler
Grid + weight -10  terminator

1 resistor
2 carrier
3 amplifier

Cause-consequence

Figure 18 CAM system conceptual overview

When systems or subsystems are interconnected via the interfaces, their effect on
each other will be one of four things. It could amplify the risk, carry it over to the

next system unaltered, reduce it in the next system, or prevent it from going

13 Complete subsystem failures can be represented in this model by risks at the interface.
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further. The CAM Combinator (CAM-C) example, shown in Figure 18, is used to
signify there is a link between two systems and the type of effect the link
represents. The type of link will be one of the four effects. In a practical system,

there are many links between the various subsystems.

By using the building blocks, referred to earlier, of individual subsystem analysis
and the CAM-C, in the same way as the Lego analogy, a risk model can be
constructed for the whole system. These building blocks can be put together in a

variety of combinations to model any overall system.

However, in practice the analysis for a large system could be carried out by a
number of parties who may use different scaling of risk variables or different
techniques. Simply joining two sets of analyses together is likely to result in a
distorted overall analysis. Scaling and translation will enable a uniform set of data

to percolate between systems, as shown in Figure 19.
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Figure 19 Detailed conceptual diagram of method CAM-C

This scaling and translation subprocess enables a CAM analysis to be

successfully carried out for the whole system, even if the subsystem analyses

have been performed by different organisations.

6.3.4 Process description of CAM
Further details of the concepts and architecture are given in this section. Stages of

the process are listed followed by a detailed explanation in the subsequent

paragraphs.

The list below recasts the conceptual five blocks, shown in Figure 17, into process

stages with technical labels:
1. System definition

2. Subsystem analysis
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3. Integrate the analyses

4. Rationalisation

5. Summarise the output

Stages one to four are iterated until no further risks emerge due to integration, as

described in Section 6.3.4.5.

The following paragraphs summarise each of the five CAM process stages.
6.3.4.1 Stage 1 - system definition

As indicated earlier in this chapter, CAM analysis incorporates a system
engineering approach. As pointed out by Underwood and Waterson (2013b),
systems engineering requires limits to be placed on the analysis, together with an

understanding of what the system consists of and its boundaries. This is also a

legal requirement of CSM-REA (2013).

The first stage is to create a pictorial diagram of the subsystems that comprise the
overall system. The method uses a tool called the CAM Entity Relationship
Diagram (CAM-ERD). This diagram is adapted from similar diagrams by
Rasmussen (1997); Figure 20 shows a simple example. In the case of CAM-ERD,
directed graphs indicate the flow, principally hazard/risk'#, between subsystems. It
also includes a triangle to signify the point or points of harm to help focus the

subsequent analysis.

14 Risk is used but other notes