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Abstract
Objectives: We evaluated the presence and frequency of spin practices and poor reporting standards in studies that developed and/or
validated clinical prediction models using supervised machine learning techniques.

Study Design and Setting: We systematically searched PubMed from 01/2018 to 12/2019 to identify diagnostic and prognostic pre-
diction model studies using supervised machine learning. No restrictions were placed on data source, outcome, or clinical specialty.

Results: We included 152 studies: 38% reported diagnostic models and 62% prognostic models. When reported, discrimination was
described without precision estimates in 53/71 abstracts (74.6% [95% CI 63.4e83.3]) and 53/81 main texts (65.4% [95% CI
54.6e74.9]). Of the 21 abstracts that recommended the model to be used in daily practice, 20 (95.2% [95% CI 77.3e99.8]) lacked any
external validation of the developed models. Likewise, 74/133 (55.6% [95% CI 47.2e63.8]) studies made recommendations for clinical
use in their main text without any external validation. Reporting guidelines were cited in 13/152 (8.6% [95% CI 5.1e14.1]) studies.

Conclusion: Spin practices and poor reporting standards are also present in studies on prediction models using machine learning tech-
niques. A tailored framework for the identification of spin will enhance the sound reporting of prediction model studies. � 2023 The Au-
thor(s). Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Keywords: Diagnosis; Prognosis; Development; Validation; Misinterpretation; Overinterpretation; Overextrapolation; Spin
Systematic review registration: PROSPERO, CRD42019161764.
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1. Introduction

Prediction models in health care generally use individual
data to estimate the probability of the presence of an exist-
ing disorder (i.e., a diagnostic model) or of the occurrence
of a future outcome (i.e., a prognostic models) [1]. Well-
known examples are colonflag to identify colorectal cancer
and the Framingham risk score to predict the risk of heart
disease within the next 10 years [2,3]. To benefit patients
and healthcare providers in clinical practice, studies on
clinical prediction models should be conducted following
the best available methodological evidence and reported
in a transparent and complete manner. However, studies
on prediction models are often developed using inappro-
priate methods and are incompletely reported [4e6]. Inac-
curate reporting and misinterpretation of study findings
might have consequences for research dissemination and
public trust in scientific findings.

To facilitate transparent and complete reporting of study
methodology and findings, reporting guidelines are avail-
able to authors of biomedical research. However, there is
still room for authors to frame or emphasize a particular
interpretation of study findings [7,8]. The misuse of lan-
guage, intentionally or unintentionally, affects the interpre-
tation of study findings and has been described as ‘spin’
[9e14]. ‘Spin’ has also been referred to as the discordance
between study results and methods, conclusion, or overex-
trapolation [15]. ‘Spin’ is prevalent in biomedical literature,
and evidence shows that it can have an impact on reader’s
interpretation and decision-making [15,16].

In recent years, supervised machine learning has gained
considerable attention as a flexible suite of data analytic
methods for predictions in health care [17]. Machine
learning is often described as a set of algorithms that enable
computers to learn from data without hard-coded rules, thus
coping with the requirements of big data [18]. Neural net-
works, random forest, and support vector machines are
some examples [19]. Nonetheless, studies using machine
learning techniques are often questioned about their true
effectiveness within the clinical workflow [20,21]. The
pressure to publish and the intense commercialization
agenda may contribute to the exaggeration of the real
benefit of machine learning-based prediction models while
underplaying the costs, risks, and limitations. Whether a
study applied regression or machine learning techniques,
the use of spin and poor reporting practices to describe
model development and validation could provide a false
impression of the real performance of the model, thus
hampering its further independent validation and transpor-
tation to daily healthcare settings.

‘Spin’ or overinterpreted scientific findings are a well-
established phenomenon in randomized therapeutic inter-
vention trials, observational studies, biomarker studies,
diagnostic test accuracy studies, prognostic factor studies,
and systematic reviews, however, its form and frequency
in prediction model studies are unknown [10,11,22e24].
We conducted a systematic review to estimate the fre-
quency of spin practices and poor reporting standards that
might play a role in how the findings of a study are inter-
preted in studies on prediction models developed using su-
pervised machine learning across clinical domains.
2. Methods

For the reporting of this study, we adhered to the
Preferred Reporting Items for Systematic Reviews and
Meta-Analyses (PRISMA) 2020 statement [25].

2.1. Literature search

We aimed to identify primary studies describing the
development or validation of prediction models using su-
pervised machine learning techniques across all medical
fields published between January 1, 2018 and December
31, 2019. Hence, we searched in PubMed on December
19, 2019 using a comprehensive search strategy that is pro-
vided as Supplemental File 1.

2.2. Eligibility criteria

We included studies if they met any of the following
criteria: 1) described the development or validation of
one or more multivariable prediction models using any su-
pervised machine learning technique aiming for individual-
ized predictions; or 2) reported on the incremental value or
model extension aiming to develop a prediction model. A
multivariable prediction model was defined as a model aim-
ing to predict a health outcome by using two or more pre-
dictor variables. For this study, we considered a study to be
an instance of supervised machine learning when it re-
ported any statistical learning technique, except when re-
porting only models that were strictly regression-based,
regardless of whether authors referred to them as machine
learning.

We excluded studies if they; 1) investigated a single pre-
dictor, test, or biomarker or its causality with an outcome;
2) used machine learning to enhance the reading of images
or signals; 3) used as predictors only for genetic traits or
molecular markers; and 4) reported on systematic reviews,
conference abstracts, or tutorials. The search was restricted
to human subjects, English-language articles, and articles
available via our institution. Further details about eligibility
criteria have been described in the study protocol [26].

2.3. Literature selection

Two independent reviewers screened all titles and ab-
stracts in parallel. One reviewer (CLAN) screened all
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What is new?

Key findings
� Spin practices and poor reporting standards are

also present in studies on prediction models using
machine learning techniques.

What this adds to what was known?
� We systematically reviewed spin practices and

poor reporting standards in 152 studies on predic-
tion models, which have not previously been
characterized.

� Spin presentation varies per study design, therefore
involving specific challenges to its identification
and evaluation in studies on prediction models,
regardless of modelling approach.

What is the implication, and what should change
now?
� Frequent misinterpretation and overinterpretation

may lead to an unjustified optimism about the per-
formance of prediction models.

� Establishing a framework for a rigorous identifica-
tion of spin practices in studies on prediction
models will enhance adequate, transparent and
sound reporting of prediction model studies.
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studies, while the second reviewer came from a group of six
(TT, SWJN, PD, JM, RB, and JAAD). Full-text reading of
selected articles was performed by one reviewer (CLAN) in
combination with one of the other six reviewers (TT,
SWJN, PD, JM, RB, and JAAD). In case of disagreement,
a third author (JAAD) was involved.

2.4. Data extraction

We defined ‘spin practice’ as any issue that could make
the clinical usefulness of the developed or validated predic-
tion model look more favorable than the study design and
results can underpin [10]. We provided examples in Box
1. A previous article about spin in prognostic factor studies
already identified several practices, which we modified for
our data extraction [22]. We also added spin practices iden-
tified in other study designs as well as practices to reduce
research waste (e.g., presence of/reference to a study proto-
col, references to previous evidence), which we grouped
under ‘poor reporting standards’ [11,12,15,31,32]. Report-
ing practices such as a protocol may aid readers in further
check whether the use of certain terms or statements appro-
priately describes methods, results, and conclusions. For
detailed description of extracted items, see Supplemental
File 2.
Data extraction was performed in duplicate; one inde-
pendent reviewer (CLAN) extracted all articles, and the
second extraction was carried out by randomly allocating
articles to each of the other six reviewers (TT, SWJN,
PD, JM, RB, and JAAD). We examined spin practices in
abstract and main text separately and across sections (title,
introduction, results, and discussion). Discrepancies were
discussed between reviewers until agreement was reached.

Our extraction form also included the general character-
istics of each study: the aim of the study, type of publica-
tion (diagnosis vs. prognosis), year of publication (2018
vs. 2019), journal name, clinical specialty, funding source,
disclosure of authors’ conflicts of interest (COIs), and
mention of the transparent reporting of a multivariable pre-
diction model for individual prognosis or diagnosis
(TRIPOD) statement [7,8]. The extraction form was pilot-
tested in five articles and implemented using Research Data
Capture (REDCap) [33].

2.5. Synthesis of results

We estimated the frequency of the extracted items with
95% confidence intervals (CIs). We present results sepa-
rately for abstract, main text, and across sections of the
manuscript. Furthermore, we followed the scheme pre-
sented in previous articles, wherein spin practices are clas-
sified within these three strategies: misleading reporting
(i.e., incomplete and selective reporting), misleading inter-
pretation (i.e., unreliable statistical analysis, linguistic
spin), and misleading extrapolation (i.e., ignoring uncer-
tainty and claiming irrelevant clinical applicability)
[22,31]. We summarized results using descriptive statistics
alongside a narrative summary and visual plot. Analyses
were carried out using R version 4.0.3 (R Core Team,
2020).

2.5.1. Ethical approval
This study was performed on published studies, thus

ethical approval is not required.
3. Results

After our search, we retrieved 24,814 articles. Given
time and resource constraints, we randomly sampled
2,482 (10%) studies for screening. After screening, 312
studies were reviewed in full text. A total of 152 studies
were found eligible and included in the final analysis. A
flowchart of the screening process is provided in Figure 1.

3.1. General characteristics of included studies

Of the 152 articles, 94 (61.8% [95% CI 53.9e69.2])
focused on prognostic models and 58 (38.2% [95% CI
30.8e46.1]) on diagnostic models. Most studies reported
the development of prediction models, including internal
validation (n 5 133/152, 87.5% [95% CI 81.3e91.8]),



Box 1 Examples of spin practices

Examples Reason Spin criteria

‘‘The predictive models performed
excellent in predicting epithelial
ovarian cancer recurrence.’’ [27]

Although reported area unde the curve
(AUC) is high, the study has several
methodological limitations, so it is
likely that the reported AUC is
optimistic.

Using overly optimistic or positive
words to describe the model or the
model’s performance. Examples:
outperformed, improved, superior,
better, novel, unique, etc.

‘‘Classic methods of dealing with
missing data such as complete case
analysis, .and multiple imputation
can potentially bias the estimates of
effect of each variable.(ref) .To
avoid losing predictive power, the
missing data were imputed using
the missForest package.’’ [28]

The cited references to support the
statement recommend the use of
multiple imputations and provide no
evidence on missForest imputation.

Using strong affirmative statements to
support selected study design and
methods

‘‘Although sensitivity was 100% with
and without the new biomarker,
within the first case, specificity and
accuracy were remarkably greater.’’
dThis is a fictious example.

The study reports changes on
specificity and accuracy but the
increase is low

Using strong affirmative statements to
describe the model or the model’s
performance. Examples: clearly
shows, strongly recommend,
definitely suggest, very important,
remarkably greater etc.

‘‘Our finding suggests that random
forest model would be best option to
implement a system for predicting
fatty liver disease patients
appropriately and effectively’’ [29]

Development-only study Stating a prediction model can be
used in routine medical practices
without the need for (further)
validation and/or clinical impact
studies.

‘‘This can be extended to predict other
type of ailments which arise from
metabolic syndrome’’ [30]

Development-only study Stating the use of prediction model in
a different outcome, setting or
population without stating the need
to perform proper evaluation
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and 19 (12.5% [95% CI 8.2e18.7]) performed external
validation. The clinical specialties with the most publica-
tions were oncology (n 5 21/152, 14% [95% CI
9.2e20.2]), surgery (n 5 20/152, 14% [95% CI
8.7e19.5]), and neurology (n 5 20/152, 14% [95% CI
8.7e19.5]). Table 1 shows the characteristics of the
included articles. For details on the included articles, see
Table S1 (see Supplemental File 3).

Most articles originated in North America (n 5 59/152,
38.8% [95% CI 31.4e46.7]) and the first author was often
affiliated with a clinical department (n 5 85/152, 55.9%
[95% CI 48e63.6]). Source of funding was often reported
(n 5 107/152, 70.4% [95% CI 62.7e77.1]), of which 92/
107 (86% [95% CI 78.2e91.3]) were supported by
nonprofit organizations. Moreover, 122/152 (80.3% [95%
CI 73.2e85.8]) studies were published in journals contain-
ing a section for COI, but only 20/122 (16.4% [95% CI
10.9e24]) studies reported at least 1 COI. Reporting guide-
lines were cited in 13/152 (8.6% [95% CI 5.1e14.1])
studies. Of these 13 studies, 8 (61.5% [95% CI
35.5e82.3]) mentioned TRIPOD [7,8], 3 (23.1% [95% CI
8.2e50.3]) strengthening the reporting of observational
studies in epidemiology (STROBE) [34], 2 (15.4% [95%
CI 4.3e42.2]) the standards for reporting of diagnostic ac-
curacy studies [35], and 2 (15.4% [95% CI 4.3e42.2]) the
Guidelines for Developing and Reporting Machine
Learning Predictive Models in Biomedical Research. [36].

In total, we evaluated 19 spin and poor reporting stan-
dards in the abstract (including the title) and 26 in the main
text (Table 2). The most frequent poor reporting standards
was the absence of a study protocol (n 5 150/152, 98.7%
[95% CI 95.3e99.6]). Likewise, the most frequent spin
practice was the inappropriate comparison to previously
developed/validated models. Some examples are provided
in Box 1. We found a median of 8 (interquartile range
[IQR] 7 to 9) practices in the abstract, as well as in the main
text (IQR 7 to 10) (Fig. 2). In Table S2, we provided results
stratified by diagnosis vs. prognosis model studies (see
Supplemental File 4).
3.2. Misleading reporting

We classified 13 practices as misleading reporting, of
which five were assessed in the abstract and eight in the
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External validation only (n=0)

Prognosis (n=94, 61.8%)

Fig. 1. Flowchart of included articles.
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main text (Table 2). Most included studies had four to five
misleading reporting practices (n 5 118/152, 77.6% [95%
CI 70.4e83.5]) in the abstract. In 43/152 (28.3% [95%
CI 21.7e35.9]) abstracts, the term ‘machine learning’
was used rather than the specific term for the algorithm
(i.e., support vector machine, k-nearest neighbor). While
81/152 (53.3% [95% CI 21.7e35.9]) abstracts did not
report discrimination, 150/152 (98.7% [95% CI
21.7e35.9]) abstracts reported no calibration measure. In
146/152 (96.1% [95% CI 21.7e35.9]) abstracts, no study
limitation was mentioned. Likewise, 138/152 (90.8%
[95% CI 21.7e35.9]) abstracts did not mention the avail-
ability of previous prediction models.

Similarly, most studies had at least four misleading re-
porting practices (n 5 64/152, 42.1% [95% CI
34.5e50.1) in the main text. We identified 7/152 (4.6%
[95% CI 2.2e9.2]) studies that reported different perfor-
mance measures in methods compared to results. In 68/
152 (44.7% [95% CI 37.1e52.7]) studies, authors did not
provide rationale to support the use of machine learning
to address the research question. Similarly, 29/152
(19.1% [95% CI 13.6e26.1]) studies ignored models devel-
oped previously. Almost all studies did not provide or refer-
ence to a study protocol (n 5 150/152, 98.7% [95% CI
95.3e99.6]). Further details can be found in Table 2.
3.3. Misleading interpretation

We classified 21 practices as misleading interpretation,
of which eight were identified in the abstract and 13 in
the main text (Table 2). Of the 152 studies, 48/152
(31.6% [95% CI 24.7e39.3]) had two misleading



Table 1. General characteristics of included articles (n 5 152)

General characteristics n (%) [95% CI]

Study type

Diagnosis 58 (38.2) [30.8e46.1]

Prognosis 94 (61.8) [53.9e69.2]

Study aim

Development only 133 (87.5) [81.3e91.8]

Development with external validation 19 (12.5) [8.2e18.7]

Clinical specialty

Oncology 21 (14) [9.2e20.2]

Surgery 20 (14) [8.7e19.5]

Neurology 20 (14) [8.7e19.5]

Origina

Europe 37 (24.3) [18.2e31.7]

North America 59 (38.8) [31.4e46.7]

Asia 46 (30.3) [23.5e38]

Other (Oceania, Latin America) 5 (3.3) [1.4e7.5]

Unclear/Not reported 8 (5.3) [2.7e10]

Affiliation with clinical departmentb

Yes 85 (55.9) [48e63.6]

No 67 (44.1) [36.4e52]

Conflict of interest

Yes 20 (13.2) [8.7e19.5]

No 102 (67.1) [59.3e74.1]

Not reported 30 (19.7) [14.2e26.8]

Funding source

Profit 3 (2) [0.7e5.6]

Nonprofit 92 (60.5) [52.6e67.9]

Both 4 (2.6) [1e6.6]

Unclear 8 (5.3) [2.7e10]

Not reported 45 (29.6) [22.9e37.3]

Reference to reporting guidelines

Yes 13 (8.6) [5.1e14.1]

No 139 (91.4) [85.9e94.9]

Abbreviations: CI, confidence interval.
a Three studies originated in more than one continent.
b Reported affiliation of first author.

104 C.L. Andaur Navarro et al. / Journal of Clinical Epidemiology 158 (2023) 99e110
interpretation practices in the abstract. Out of the 71 ab-
stracts that reported discrimination measures, 53 (74.6%
[95% CI 63.4e83.3]) described them without precision es-
timates. Strong statements to describe model performance
were found in 62/152 (40.8% [95% CI 33.3e48.7]) ab-
stracts and 40 (26.3% [95% CI 20e33.8]) used at least
one leading word. In 38/152 (25% [95% CI 18.8e32.4]) ab-
stracts, authors emphasize model relevance, while results
were not predictive.

Most studies had three to four misleading interpretation
practices across sections in the main text (50/152, 32.9%).
When reported, discrimination was presented without pre-
cision estimates in 53/101 (52.5% [95% CI 42.8e61.9])
studies. Likewise, calibration lacked precision estimates
in 7/18 (38.9%) studies. In 59/152 (38.9% [95% CI
20.3e61.4]) studies, we identified strong statements to
describe model performance. Further details can be found
in Table 2.

3.4. Misleading extrapolation

We classified 11 practices as misleading extrapolation,
of which six were assessed in Abstract and five in main
text (Table 2). Across abstracts, recommendation to use
the model in clinical practice was provided in 21 studies;
however, 20 (95.2% [95% CI 77.3e99.8]) of them
lacked any form of external validation despite their small
sample size. Likewise, recommendations to use the
model in different settings of population were given in
nine studies, all of which lacked external validation in
the same study.

In the main text, 86/152 (56.6% [95% CI 48.6e64.2])
studies made recommendations to use the model in clinical
practice, however, 74/86 (86% [95% CI 77.2e91.8]) lacked
external validation in the same article. Out of the 13/152
(8.6% [95% CI 5.1e14.1]) studies that recommended the
use of the model in a different setting or population, 11/
13 (84.6% [95% CI 57.8e95.7]) studies lacked external
validation. Finally, qualifiers (such as ‘‘very’’and ‘‘may’’)
were used frequently to describe findings in the main text
(n 5 64/152, 42.1% [95% CI 34.5e50.1]). Further details
can be found in Table 2.

3.5. Extent of spin practices across sections

Most articles contained no spin practice in title
(n5 132/152, 86.8% [95% CI 80.5e91.3]), three spin prac-
tices in results (n 5 61/152, 40.1% [95% CI 32.7e48.1]),
and three in discussion (n 5 61/152, 40.1% [95% CI
32.7e48.1]). Regarding the main text, articles contained
two spin practices in results (n 5 48/152, 31.6% [95% CI
24.7e39.3]), four in the discussion (n 5 36/152, 23.7%
[95% CI 17.6e31]), and one in another section (n 5 69/
152, 45.4% [95% CI 37.7e53.3]). We showed the extent
of occurrence of spin per sections in Figure 3.
4. Discussion

We systematically assessed how often spin practices and
poor reporting standards occurred in 152 prediction model
studies using supervised machine learning. Our study re-
vealed that both were widely present in studies on predic-
tion models developed using supervised machine learning.

4.1. Principal findings

The most frequent poor reporting standard was the
absence of a predefined protocol or registration. Moreover,
the use of reporting guidelines was scarce. Although infre-
quent, we also observed a few discrepancies between
methods and results in the main text, as well as



Table 2. Frequency of ‘spin’ practices and poor reporting standards in title, abstract, and main text

Spin practices and poor reporting standards

No. (%) [95% CI of percentage]

Abstract (n [ 152) Main text (n [ 152)

Misleading reporting

Results section

Machine learning techniques used
are unreported

Poor reporting standard 43 (28.3) [21.7e35.9] NE

Differences between performance
measures prespecified in methods
and reported in results section

Spin NA 7 (4.6) [2.2e9.2]

Discrimination is not reported Poor reporting standard 81 (53.3) [45.4e61] 51 (33.6) [26.5e41.4]

Calibration is not reported Poor reporting standard 150 (98.7) [95.3e99.6] 134 (88.2) [82.1e92.4]

Discussion and conclusion section

Limitations are not reported Poor reporting standards 146 (96.1) [91.7e98.2] 28 (18.4) [13.1e25.3]

Other sections

Rationale to use machine learning
techniques to address the
objective in introduction is
unavailable

Poor reporting standard NA 68 (44.7) [37.1e52.7]

No references to existing models Poor reporting standard 138 (90.8) [85.1e94.4] 29 (19.1) [13.6e26.1]

Main results are reported as
supplemental file

Poor reporting standard NA 14 (9.2) [5.6e14.9]

The study protocol is unavailable Poor reporting standard NA 150 (98.7) [95.3e99.6]

Misleading interpretation

Title

Title is inconsistent with the study
results

Spin 6 (3.9) [1.8e8.3] NA

Use of leading words Spin 18 (11.8) [7.6e17.9] NA

Novel 3 (2) [0.7e5.6]

Excellent 0

Accurate 1 (0.7) [0e3.6]

Optimal 0

Perfect 0

Significant 0

Improved 7 (4.6) [2.2e9.2]

Otherb 7 (4.6) [2.2e9.2]

Results section

Discrimination is reported without
precision estimates

Poor reporting standards 53 (74.6) [63.4e83.3]a 53 (52.5) [42.8e61.9]a

Calibration is reported without
precision estimates

Poor reporting standards 2 (100) [34.2e100]a 7 (38.9) [20.3e61.4]a

Use of strong statements to describe
the model and/or model
performance/accuracy/
effectiveness

Spin 62 (40.8) [33.3e48.7] 59 (38.8) [31.4e46.7]

Use of leading words Spin 40 (26.3) [20e33.8] 59 (38.8) [31.4e46.7]

Novel 4 (2.6) [1e6.6] 0

Excellent 1 (0.7) [0e3.6] 5 (3.3) [1.4e7.5]

Accurate 13 (8.6) [5.1e14.1] 7 (4.6) [2.2e9.2]

Optimal 3 (2) [0.7e5.6] 0

Perfect 0 1 (0.7) [0e3.6]

Significant 10 (6.6) [3.6e11.7] 30 (19.7) [14.2e26.8]

Promising 6 (3.9) [1.8e8.3] 0

Improved 4 (2.6) [1e6.6] 4 (2.6) [1e6.6]

Outperform 4 (2.6) [1e6.6] 12 (7.9) [4.6e13.3]

Otherc 26 (17.1) [11.9e23.9] 14 (9.2) [5.6e14.9]

Spin in tables or figures NA 10 (6.6) [3.6e11.7]

(Continued )
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Table 2. Continued

Spin practices and poor reporting standards

No. (%) [95% CI of percentage]

Abstract (n [ 152) Main text (n [ 152)

Discussion and conclusion section

Use of strong statements to describe
model and/or model performance/
accuracy/effectiveness

Spin NA 64 (42.1) [34.5e50.1]

Use of leading words Spin NA 64 (42.1) [34.5e50.1]

Novel 3 (2) [0.7e5.6]

Excellent 8 (5.3) [2.7e10]

Accurate 10 (6.6) [3.6e11.7]

Optimal 2 (1.3) [0.4e4.7]

Perfect 1 (0.7) [0e3.6]

Significant 15 (9.9) [6.1e15.6]

Superior 7 (4.6) [2.2e9.2]

Outperform 4 (2.6) [1e6.6]

Otherd 26 (17.1)[11.9e23.9]

Invalid comparison of results to
previous development and/or
validation studies is given

Spin NA 99 (65.1) [57.3e72.2]

The comparison in favour of
similar prediction models

52 (52.5) [42.8e62.1]a

Some outcomes in favour and not
in favour for other

22 (22.2) [15.2e31.4]a

Unclear 11 (11.1) [6.3e18.8]a

Nonrelevant models are not
discussed

Spin NA 28 (23) [16.4e31.2]a

Authors make use of leading words to
reject those nonrelevant models

Spin 10 (38.5) [22.4e57.5]a

Emphasis on model relevance while
results are not predictive

Spin 38 (25) [18.8e32.4] NE

Discrepancy between full text and
abstract explanation of the study
findings

Spin 7 (4.6) [2.2e9.2] NA

Misleading extrapolation

Discussion and conclusion section

Recommendation to use the model in
clinical practice without external
validation in same study

Spin 20 (95.2) [77.3e99.8]a 74 (86) [77.2e91.8]a

Recommendation to use the model in
different setting or population
without external validation in same
study

Spin 9 (100) [70.1e100]a 11 (84.6) [57.8e95.7]a

No recommendation for further
studies

Poor reporting standard 15 (9.9) [6.1e15.6] 38 (25) [18.8e32.4]

Qualifiers are used Spin 50 (32.9) [25.9e40.7] 64 (42.1) [34.5e50.1]

Other benefits not prespecified in
Methods are addressed

Spin NA 10 (6.6) [3.6e11.7]

Conclusions are inconsistent with the
reported study results

Spin 23 (16.4) [11.2e23.4]a NE

Conclusion focuses solely on
significant results

Spin 85 (55.9) [48e63.6] NE

Abbreviations: CI, confidence interval; NA, not applicable; NE, not extracted.
a Valid percentage: with respect to the articles which reported the information.
b Predictive, well-calibrated, promote, intelligent, outperform, improved.
c Best, efficient, superior, satisfactory, greater, substantial, well, effective.
d Remarkable, substantial, better, robust, satisfied, superior, huge.
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discrepancies between the abstract and main text conclu-
sions. However, a protocol and the use of reporting guide-
lines could reduce selective and incomplete reporting.
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We found that the occurrence of spin practices was
similar between the abstract and main text. We found that
studies often made inappropriate recommendations to use
the prediction model in daily clinical practice, ignored lim-
itations, and reported performance measures without preci-
sion estimates in the abstract. Previous research on
nonrandomized studies has identified that abstracts are the
most frequent section with spin [31]. As a primary source
of dissemination, the content of an abstract must be accu-
rate and useful, not only for evidence users but also for
the general audience. Furthermore, research shows that
the main factor associated with spin in a press release
was the presence of spin in the abstract [14]. Spin in ab-
stracts could partially be explained by the limited word
count and the need to attract potential readers; however,
any recommendation in concluding statements in an ab-
stract should be consistent with the study design, findings,
and limitations to avoid misleading the readers, especially
those who can only access this information.

We further noticed that a considerable number of studies
neither report their limitations nor their findings within the
context of previously developed models. Given the high
number of developed models already available in the
biomedical literature, researchers should focus on carrying
out systematic reviews and validating the most promising
models to avoid further research waste [4,32].
4.2. Strengths and limitations

To our knowledge, there has been no systematic review
about spin practices and poor reporting standards in predic-
tion model studies and, particularly not in studies on ma-
chine learning based prediction models. We appraised a
sample of articles covering a wide range of outcomes and
clinical domains. In addition, we evaluated spin in the title,
abstract, and across several sections of the abstract and
main text.

However, several limitations are worth highlighting. In
our study, we modified the pre-existing tool used in prog-
nostic factor studies as such, but faced certain challenges
during data extraction. Although this tool enabled us to
capture several practices, it failed to identify aspects partic-
ularly related to prediction model studies (i.e., selection of
predictors, categorization of continuous predictors,
threshold definition). Furthermore, we focused on the use
of leading words (i.e., linguistic spin) rather than allowing
certain degree of rhetoric and evaluating it within its spe-
cific context. Similarly, we could not determine if the use
of qualifiers was detrimental because we only counted the
occurrence rather than to evaluate its use to show uncer-
tainty. The appraisal of spin practices relied mostly on
the subjective judgement of reviewers; thus, it is possible
that others will interpret the authors’ statements differently
as we did, especially the linguistic spin. Although we
reduced interpretation bias by resolving any discrepancies
through discussion, reviewers were not blinded to authors,
funding source, or journal. Likewise, this appraisal de-
pended on what was reported in articles thus, some of our
findings might be the consequence of poor reporting quality
rather than misleading practices.

As we did not cover the full range of potential spin prac-
tices, our findings should be interpreted bearing this in
mind. Furthermore, our review does not provide a compar-
ison group and as such, we avoided drawing inferences, as-
sociations, or causality between studies characteristic and
spin practices and poor reporting standards. Our aim was
to bring attention to practices indicative of spin in predic-
tion model studies based on a descriptive analysis. Despite
these limitations, we still provided exploratory evidence
about the presence of spin and poor reporting standards
in prediction model studies.
4.3. Comparison with other studies

A systematic review including 35 publications assessing
misleading practices showed that spin evaluation varies per
study design [15]. Unfortunately, no study assessing spin
practices in prediction model studies was found in this re-
view. Within prognostic research, studies on prognostic fac-
tors in oncology frequently overinterpret their findings,
hampering clinical applicability [22].
4.4. Unanswered questions, recommendations, and
future research

There are several obstacles to ensuring accurate interpre-
tation and dissemination of research. The reward system
within academia and the increasing amount of published
research make spin in research, to some extent, necessary
and therefore more frequent. As authors, we naturally want
our studies to be published and will consciously and sub-
consciously use language to increase credibility and read-
ability of our findings. For example, authors reporting
exploratory analysis, such as studies describing model
development only and not any form of evaluation, might
allow themselves to overinterpret and extrapolate their re-
sults, as it might not be expected to become available in
daily clinical practice. But a growing concern is that spin
in primary studies is linked to inappropriate reporting of
press releases and news media [14,38]. The reach of spin
in biomedical research therefore also extends to general au-
diences, potentially biasing behaviour and jeopardizing
public trust. Authors should make every effort to avoid
distortion and hype and should focus on overall quality,
transparency, and further research.

Spin is prevalent in all biomedical literature, and there-
fore, further evaluation of spin practices and poor reporting
standards will benefit those who rely upon biomedical
research findings and evidence. However, to some extent,
it requires subjective judgement. There is a need to develop
an instrument or classification scheme with clear definitions
tailored to identify and evaluate spin practices in studies on
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prediction models based on the consensus between experts.
Likewise, further guidance and interventions on how to
write study findings and reduce spin could also be helpful
[39]. This can guide junior researchers, peer-reviewers,
and journal editors to be cautious on how study findings
are written, while achieving transparency, accuracy, and
conciseness. Similarly, readers should be aware of practices
that can mislead their interpretation of findings before de-
ploying models into daily health care settings. We theorized
that spin practices in prediction model studies might have a
larger impact on clinical guidelines and research funds,
especially given the rise of machine learning and artificial
intelligence in health care applications [16,40e42]. The ef-
fects on reader’s interpretation, role of peer-reviewers,
number of citations, and assignments of research funds still
needs to be assessed within studies on prediction models
[11,13,14,23].

Spin practices and its association with methodological
quality and risks of bias still needs to be systematically as-
sessed to provide evidence of its effect on overall quality of
biomedical evidence. A severity scale for spin in prediction
models still need to be developed.
5. Conclusion

Authors have several opportunities to frame the impres-
sion their findings will produce in readers. We provide a
description of the existence of spin practices and poor re-
porting standards in studies on prediction models and indi-
cate the need for strategies to improve how study results are
portrayed to increase prediction model validations and up-
take in daily clinical practice.
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