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Abstract Observations indicate that symmetric instability is active in the East Greenland Current during
strong northerly wind events. Theoretical considerations suggest that mesoscale baroclinic instability may also
be enhanced during these events. An ensemble of idealized numerical ocean models forced with northerly winds
shows that the short time‐scale response (from 10 days to 3 weeks) to the increased baroclinicity of the flow is
the excitation of symmetric instability, which sets the potential vorticity of the flow to zero. The high latitude of
the current means that the zero potential vorticity state has low stratification, and symmetric instability
destratifies the water column. On longer time scales (greater than 4 weeks), baroclinic instability is excited and
the associated slumping of isopycnals restratifies the water column. Eddy‐resolving models that fail to resolve
the submesoscale should consider using submesoscale parameterizations to prevent the formation of overly
stratified frontal systems following down‐front wind events. The mixed layer in the current deepens at a rate
proportional to the square root of the time‐integrated wind stress. Peak water mass transformation rates vary
linearly with the time‐integrated wind stress. Mixing rates saturate at high wind stresses during wind events of a
fixed duration which means increasing the peak wind stress in an event leads to no extra mixing. Using ERA5
reanalysis data we estimate that between 0.9 Sv and 1.0 Sv of East Greenland Coastal Current Waters are
produced by mixing with lighter surface waters during wintertime due to down‐front wind events. Similar
amounts of East Greenland‐Irminger Current water are produced.

Plain Language Summary Symmetric instability is a process that leads to the mixing of waters
with different densities. Observations show that in winter, when winds blow from the north, along the coast
of Greenland, symmetric instability occurs; however, observations are limited which makes it difficult to
understand the effect of the instability on the ocean currents in the region. We test the hypothesis that
symmetric instability leads to the production of dense waters which are known to form in the region and
contribute to the Atlantic Meridional Overturning Circulation (or “ocean conveyor” (Broecker, 1991, https://
doi.org/10.5670/oceanog.1991.07)). We find that symmetric instability makes waters at the ocean surface
denser, so that subsequent cooling can make them dense enough to sink to the deep ocean. A second type of
instability, called baroclinic instability leads to the development of a fresh water “lid” which sits on top of
the newly formed water masses, isolating them from the atmosphere. State of the art climate models don't
resolve symmetric instability which means they may not get the density structure in the sub‐polar North
Atlantic correct, which could lead to errors in ocean heat transports which are important in determining the
Earth's climate.

1. Introduction
The Irminger Sea is the region of the North Atlantic that sits between the East Coast of Greenland, the West Coast
of Iceland and the Reykjanes Ridge. It has recently been revealed by OSNAP observations to be an important
region in the formation of dense North Atlantic DeepWaters which make up the lower limb of the AMOC (Lozier
et al., 2019). This finding came as a surprise to many, with many ocean and coupled climate models suggesting
deep water formation primarily occurs in the adjacent Labrador Sea (Hirschi et al., 2020). As such, there has been
a renewed interest in processes that may enhance deep water formation in the Eastern Sub‐polar North Atlantic
Ocean (de Jong & de Steur, 2016; Gutjahr et al., 2022; Josey et al., 2019; Le Bras et al., 2022). One such process is
symmetric instability which produces submesoscale shear capable of triggering diapycnal mixing (Taylor &
Ferrari, 2009). Observations indicate that it is excited in the East Greenland Current system during strong
northerly wind events (Le Bras et al., 2022).
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The East Greenland Current system consists of two surface intensified western boundary currents within the
Irminger Sea (see Figure 1). They flow southwards along the east coast of Greenland, with the East Greenland
Coastal Current on the landward side, and the East Greenland‐Irminger Current sitting on the seaward side. The
combined volume transport is around 18 Sv with peak speeds of around 20 cm s− 1 found in the Irminger Current
(Daniault et al., 2011; Le Bras et al., 2018; Talley et al., 2011a, 2011b). When a strong northerly wind blows over
the current, outcropping isopycnals experience an Ekman transport toward the coast making them steeper
(Figure 2). If they become sufficiently steep there may be an imbalance between the inertia, Coriolis and
buoyancy forces acting on the flow (Thomas & Lee, 2005): we can show that in the Northern Hemisphere this is
identical to the potential vorticity of the flow becoming negative (Ertel, 1942; Hoskins, 1974; Stone, 1966). Note
that in this work we will use the classical definition of symmetric instability (Hoskins, 1974) rather than the
energetic definition of Thomas and Lee (2005) – for further information see chapter two of F. W. Goldsworth
(2022). For a current in thermal wind balance, potential vorticity, Q, is given by

Q = (f +
∂V
∂x

)
∂b
∂z
−
1
f
(
∂b
∂x
)

2

, (1)

where f is planetary vorticity, V is velocity, b is buoyancy, and x is the across stream and z the vertical coordinate
of the flow. Note how in the Northern Hemisphere the final term of the equation is always negative, meaning
increasing baroclinicity always leads to reduced symmetric stability (Haine & Marshall, 1998).
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Figure 1. (a) The bathymetry of the Sub‐Polar North Atlantic (GEBCO Compilation Group, 2020). Red line indicates the
OSNAP section which the initial conditions and wind forcing used in our models are based on. (b) The density and velocity
structure used to initialize the idealized models. (c) The different wind stresses used to force the models.
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The effect of symmetric instability is to produce slantwise convection, where overturning cells develop in a region
of negative potential vorticity oriented almost parallel to isopycnals (Emanuel, 1994). The along‐isopycnal scale
of the cells is typically set by the width of the negative potential vorticity region whereas the across‐isopycnal
scale is set by both the rate of turbulent mixing, which acts to erode small scale overturning motions, and the
stratification, which prohibits the formation of tall overturning cells (Plougonven & Zeitlin, 2009).

Symmetric instability has a dual character in that it can lead to either restratificaiton or destratification depending
on the environment in which it occurs. When the overturning cells mix waters from the thermocline with waters
from the base of the mixed layer, the mixed layer can become restratified (Bachman et al., 2017; Taylor &
Ferrari, 2009); however, diapycnal mixing can be produced by shear instabilities that grow at the interfaces
between overturning cells, which can lead to destratification too (Taylor & Ferrari, 2009).

Studies of Ekman induced symmetric instability in the sub‐polar North Atlantic highlight this dual character.
Straneo et al. (2002) found that wind‐driven Ekman buoyancy fluxes over the Labrador Sea can be around a third
of the size of the air‐sea buoyancy flux, and concluded that symmetric instability should be taken into account
when modeling deep water formation in the region, as slantwise convective cells can penetrate deeper than the
upright convective cells that result from gravitational instability. More recently, Clément et al. (2023) found that
the restratifying effect of symmetric instability and mixed layer eddies are responsible for the cessation of deep
convection in the Labrador Sea. Ongoing modeling work is being carried out by Shu (2023) investigating
symmetric instability and baroclinic instabilities in the region. Similarly to Clément et al. (2023) they see the
formation of mixed layer eddies; however they also see symmetric instability destratifying the mixed layer. Spall
and Thomas (2016) investigate the effect of down‐front winds in an idealized model of a buoyant coastal plume,
similar to the East Greenland Current. They force their models with a uniform meridional wind stress which is
ramped up over 7 days and then held constant. They observe both symmetric instability and baroclinic instability,
which act together to produce water mass transformations.

Observations of Ekman driven symmetric instability in the East Greenland Current producing a deeply pene-
trating low potential vorticity layer (Le Bras et al., 2022), coupled with our understanding of symmetric insta-
bility's ability to impact stratification (Taylor & Ferrari, 2009; Spall & Thomas, 2016, for example) raise
questions about how much water mass transformation is driven by down‐front wind events, and whether these
highly seasonal events could be a source of AMOC variability. These questions are incredibly difficult to answer

Figure 2. Schematic showing generation of slantwise overturning cells during a down‐front wind event. Northerly winds
blow along the current leading to a westward Ekman transport of outcropping isopycnals. This in turn reduces potential
vorticity leading to the excitement of symmetric instability in regions where the potential vorticity is negative. Symmetric
instability is characterized by stacked, counter‐rotating overturning cells which orient themselves almost parallel to
isopycnals. Background color depicts velocity, black lines isopycnals, and ellipses represent overturning cells.
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with sparse observations, and so here we will use idealized models to tackle them. The work of Spall and
Thomas (2016) lays the foundations for addressing the above questions; however, their study design means it is
only able to partially answer them. In their simulations, the forcing is held constant after the first 7 days of model
integration. This means both potential vorticity and buoyancy are constantly being extracted from the flow, and
the models will only equilibriate to a pseudo‐steady state in which instability will constantly be excited.
Therefore, estimates of mixing at later times in their integrations may be either overestimates or underestimates,
depending upon whether the preconditioning by the wind stress at earlier times enhances or suppresses subse-
quent mixing. To estimate the effect of a wind event on mixing, we must model it as just that—an isolated event,
with a wind stress which is ramped up and down to some characteristic value over a characteristic period of time.

In this work we address.

1. How symmetric and mesoscale baroclinic instabilities alter the mean structure of the East Greenland Current
following down‐front wind events;

2. The role of mesoscale baroclinic and submesoscale symmetric instabilities in producing diapycnal mixing
during down‐front wind events;

3. Approaches to parameterizing symmetric instability in coarse resolution models that fail to resolve the process.

In Section 2 we describe the suite of idealized models that underpin this study. In Section 3 we examine the effects
of symmetric and mesoscale baroclinic instabilities on the structure of the (modeled) East Greenland Current
following down‐front wind events. In Section 4 we take a more quantitative look at the depth of the low potential
vorticity layer and water mass transformation rates, before examining the implications for numerical climate
models in Section 5. Finally, in Section 6 we summarize our results and make concluding remarks.

2. The Models
We integrate an ensemble of idealized models of the East Greenland current based on two different configurations
of the MITgcm (Campin et al., 2022; Marshall et al., 1997). The first configuration is a non‐hydrostatic two‐
dimensional model that is symmetric (periodic) in the along‐stream direction. The domain is 150 km wide in
the horizontal (across‐stream) direction and 500 m deep. The horizontal and vertical grid spacings are set to 25 m
and 1 m, respectively. The resolution was chosen to be high enough that small scale shear instabilities can be at
least partially resolved (Griffiths, 2003; Yankovsky & Legg, 2019). The time step is set to 2 s and the models are
integrated for a total of 21 days, with a subset of the ensemble integrated for 84 days.

This first configuration allows us to probe the fine‐scale dynamics that occur during down‐front wind events;
however, the two‐dimensional nature of the models prohibits the development of baroclinic instability which
grows in the along stream direction (Stone, 1966). Given the high baroclinicity of the current system, it is
plausible that mesoscale baroclinic instability will have a material effect on the dynamics. In order to resolve
mesoscale baroclinic instability we also integrate a second set of model configurations which compromise on
resolution but can be run in either a two‐dimensional or three‐dimensional setup.

This second configuration is hydrostatic and has a horizontal resolution of 200 m. In the three‐dimensional setup
the model domain has a meridional extent of 50 km, with periodic meridional boundaries. The time step is set to 4
s and the model is integrated for a total of 84 days. The model setup is otherwise identical to the non‐hydrostatic
configuration. A summary of the model integrations is shown in Table 1.

Both configurations are sited on an f‐plane with f set to 1.26 × 10− 4 s− 1, corresponding to a latitude of 60°N. At
the surface, a rigid lid boundary condition is employed, with the lateral and bottom boundaries set to be free‐slip.
The model has sloping bathymetry, which can be seen in Figure 1b. The model is initialized in thermal wind
balance, with the velocity field and density profiles also shown in Figure 1b. Both of these fields are based on
observations from the OSNAP array (Le Bras et al., 2022).

A linear equation of state is used, with a reference density of 1,027 kg m− 3, a thermal expansion coefficient of
2 × 10− 4 K− 1, and constant salinity. The thermal diffusion coefficient is set to 1 × 10− 5 m2 s− 1. A second order‐
moment Prather advection scheme with a flux limiter is employed (Prather, 1986). Momentum dissipation is
provided by an adaptive biharmonic lateral Smagorinsky viscosity and a vertical Laplacian viscosity of
4 × 10− 4 m2 s− 1 (Griffies & Hallberg, 2000; Smagorinsky, 1963). The biharmonic viscosity is chosen to ensure
dissipation occurs as close to the grid‐scale as possible.
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The models are forced using a time‐varying, along‐stream wind stress. The stress is spatially uniform and
temporally Gaussian, taking the form

τy = τ0e− (t− tmid)
2
/2δ2t , (2)

where τ0 is the maximum wind stress, tmid is the time at which the wind stress peaks and δt is the duration of the
wind event. We integrate the non‐hydrostatic configuration using 10 different values of τ0 ranging linearly from
0 N m− 2 to − 0.75 N m− 2 and four different values of δt ranging linearly from 1.25 to 5 days, giving 37 different
ensemble members (when the wind stress is zero it doesn't matter how long the wind event is meaning there
are only 40 − 3 = 37 unique ensemble members.) A sketch of the wind forcing is show in Figure 1c. For
comparison, the down‐front wind events observed by Le Bras et al. (2022) had a typical duration of 1–2 days and a
peak down‐front wind stress of between ∼1.0 N m− 2 and ∼2.0 N m− 2. Our models become numerically unstable
when forced with stresses over 1 N m− 2, hence we use lower peak stresses here. In all integrations tmid is set to
10.5 days.

We define the set of standard integrations as those in which τ0= − 0.5 Nm− 2 and δt= 2.5 days. This set consists of
a hydrostatic and non‐hydrostatic two‐dimensional integration, and a non‐hydrostatic three‐dimensional inte-
gration. Each of these models is integrated for 84 days.

In some of the model fields plotted here, thin horizontal and vertical lines are present. Investigation of their
locations suggests they are a result of sharp “lego‐like” bathymetry in the models. As far as we are aware, the
features only come to prominence in fields involving derivatives and they have no effect on the large scale
dynamics.

3. Instabilities and the Background Flow
3.1. Symmetric Instability

We first investigate the response to down‐front winds in the standard two‐dimensional model setup, in which
symmetric and gravitational instabilities may be excited, but in which mesoscale baroclinic instability is not able
to develop.

Examining the isopycnals plotted in Figure 3a, we see how after 1 week of down‐front wind forcing there is an
Ekman transport of surface waters toward the shelf, leading to a steepening of isopycnal surfaces. In panels (a)
and (d) we see how both the potential vorticity and stratification are made negative near the surface, rendering the
flow unstable to both symmetric and gravitational instabilities. Figure 4 shows the fraction of wet grid points
susceptible to each of these instabilities as a function of depth and time in the integration. Note that gravitational
instability is dominant in the surface whereas symmetric instability dominates below around 15 m. The spatial
structure of potential vorticity, stratification and density (as shown in Figure 3) is very similar after three and
5 weeks, implying that symmetric instability is largely inactive during the time period following the wind event.

In panels (b) and (e) of Figure 3 we see a deeply penetrating low potential vorticity layer, which has incredibly low
stratification. The low stratification of this low potential vorticity layer makes distinguishing it from the
conventionally defined convectively mixed layer difficult. The low potential vorticity layer we see here is deeper

Table 1
Table Showing Parameters Used in the Different Model Integrations. τ0 is the Maximum Down‐Front Wind Stress. δt is the
Wind Event Duration

Run τ0 (N m− 2) δt (days) ΔX (m) Pressure Dimensions Duration (days)

Standard 2D 0.5 2.5 25 NH 2D 84

Standard 3D 0.5 2.5 200 H 3D 84

Coarse 2D 0.5 2.5 200 H 2D 84

Ensemble 0–0.75 0–5 25 NH 2D 21

Note.ΔX is the model resolution. Pressure identifies whether the model was integrated in non‐hydrostatic (NH) or hydrostatic
(H) mode. Dimensions identifies whether the model was two‐dimensional (2D) or three‐dimensional (3D). Duration specifies
the model integration time.
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on the anticyclonic (shore‐ward) flanks of the currents—an effect seen in observations too (Le Bras et al., 2022). It
arises as regions of anticyclonic relative vorticity are less stable to symmetric instability: note that this deepening
is not a bathymetric effect.

That the instability sets the vertical stratification to zero contrasts with studies of the Kuroshio and Gulf Stream,
where it is found that the water column is restratified following the excitement of symmetric instability (D’Asaro
et al., 2011; Thomas et al., 2013); however, the finding is consistent with observations from the Sub‐polar North
Atlantic (Le Bras et al., 2022) and the theory of Haine andMarshall (1998). We hypothesize that these differences
stem from differences in planetary vorticity at high and mid latitudes — large planetary vorticity at high latitudes
means that a zero potential vorticity statemust have low stratification too. As we will shortly see in Section 3.2 the
absence of mesoscale baroclinic instability in our two‐dimensional models also leads to reduced stratification in
regions where symmetric instability has occurred. Furthermore, our model resolution is high enough to at least
partially resolve shear instabilities at interfaces between overturning cells. These regions can become susceptible
to gravitational instability, further contributing to the low stratification when our results are compared to coarser
modeling studies (see for example Figure S2 in Supporting Information S1 which shows the stratification in the
coarse two‐dimensional model integration).

3.2. Mesoscale Baroclinic Instability

The isopycnal structure following the excitement of symmetric instability (as seen in Figure 3f) is highly baroclinic,
especially in the surface 100 m. The steeply slanted isopycnals, although stable to symmetric instability, are un-
stable to baroclinic instability. Baroclinic modes grow in the along stream direction (Stone, 1966) meaning that

Figure 3. (a–c) Potential vorticity and (d–f) Stratification in the standard non‐hydrostatic two‐dimensional model integration.
Solid contours show isopycnals and dashed contours their initial locations. Columns correspond to the quantities after
1 week, 3 and 5 weeks.
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they will not be resolved in our two‐dimensional models with along stream
symmetry. We will now examine output from the standard three‐dimensional
model run at a resolution of 200 m (standard 3D).

To ensure the resolution of this model is sufficient to capture the dynamics we
are interested in, we also integrated a two‐dimensional version of the model at
the same resolution (coarse 2D) and compared its output with that of the finer
non‐hydrostatic reference simulation (standard 2D). We found that key fields
such as potential vorticity and stratification are qualitatively similar and water
mass transformation rates also look broadly similar (for more details see the
supplementary information and Figures 6 and 8).

In Figure 5 we show meridionally averaged potential vorticity and strati-
fication in the standard three‐dimensional model integration. At early times
(Figures 5a and 5d), these look very similar to the standard two‐
dimensional integration (Figures 3a and 3d), with the generation of nega-
tive potential vorticity and unstable stratification toward the surface. At
3 weeks, however, the low potential vorticity layer appears more diffuse
and we see signs of restratification and the slumping of isopycnals at the
surface, concentrated in the eastern part of the domain (Figures 5b and 5e).
There is also restratification in the western part of the domain concentrated
at the base of the inner shelf. Given the accompanying isopycnal slumping
and the absence of the restratification in the two‐dimensional models, we
conclude that this is the effect of mesoscale baroclinic instability. After
5 weeks, the stratification at the surface in the eastern part of the domain
has increased further, resulting in a highly stratified “lid” on top of the low
potential vorticity waters below. Furthermore the potential vorticity in the
low potential vorticity layer is increased, a result of mesoscale baroclinic
eddies fluxing potential vorticity laterally and eroding potential vorticity
gradients.

3.3. A Hierarchy of Instabilities

Other studies have found that baroclinic instability is more efficient at removing negative potential vorticity
injected by Ekman buoyancy fluxes than symmetric instability (e.g., Haine & Marshall, 1998; Spall &
Thomas, 2016). Our results do not contradict these previous works. In these studies, the authors force a front with
constant winds in which a pseudo‐steady state can be reached. In this steady state Ekman buoyancy fluxes are
balanced by eddy fluxes. These eddies grow slowly over timescales given by the inverse of the Eady growth rate.
During the initial stages of wind events when the flow is highly baroclinic, there may be other faster growing
processes which are capable of steadying the system. Indeed, when the flow is highly baroclinic, symmetric
instability can have a larger growth rate than that of baroclinic instability (Stone, 1966).

In our model simulations, we subject currents to wind stresses that are ramped up and back down again. Compared
to the Eady growth rate, however, this ramping up and down behaves more like an impulse forcing which steepens
the isopycnals faster than the steepening can be counteracted by any of baroclinic, symmetric or gravitational
instability. On the shortest time scales (less than around two weeks) gravitational instability is excited in regions
where the isopycnal tilt exceeds 90°—see for example, Figure 3d which shows the isopycnal structure just as the
wind event is starting to ramp up, and Figure 4a which shows the regions susceptible to gravitational instability
over time. On intermediate time scales (from 10 days to 3 weeks) symmetric instability is excited in regions with
negative potential vorticity (typically corresponding to isopycnal tilts in excess of around 5°)—this is illustrated
very clearly in Figure 4b where we see a number of grid points at depth becoming susceptible to symmetric
instability after around 10 days, earlier at the surface. And, finally, on long timescales (after around 4 weeks)
mesoscale baroclinic instability will be excited—visible in the isopycnal slumping shown in Figure 5c. The
transition from gravitational to symmetric instability and symmetric to baroclinic instability will occur when their
growth rates are of similar orders of magnitude for the isopycnal structure of the time (Stamper & Taylor, 2017).
The transition from gravitational to symmetric instability can be expected to occur for a Richardson number of

Figure 4. Fraction of wet grid cells susceptible to (a) gravitational instability
and (b) symmetric instability as a function of depth and time in the standard
non‐hydrostatic two‐dimensional model integration. Grid cells are taken to
be susceptible to gravitational instability if f∂zb < − 10− 10 s− 3 and
susceptible to symmetric instability if Q < − 10− 10 s− 3—this is done to mask
the effect of grid cells which are marginally stable and have small magnitude
negative stratification and potential vorticity. The dark horizontal lines at 35
and 105 m of depth are due to the sharp bathymetry of the model. See the
final paragraph of Section 2 for further detail.
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around one (Thomas et al., 2013), and for symmetric to baroclinic instability this corresponds to a Richardson
number of 0.95 (Stamper & Taylor, 2017; Stone, 1966). In reality, all three instabilities will be growing
concurrently and interacting with each other (Stamper & Taylor, 2017); however, thinking in terms of a hierarchy
of instabilities is a useful abstraction.

Figure 6. Spatially averaged change in mixed layer depth between day 0 and day 21, as a function of integrated wind stress.
Both horizontal and vertical axes are logarithmic. Triagonal markers correspond to integrations from the 2D ensemble, the
cross the standard 3D, and the plus the coarse 2D integrations. Colors show the duration of the wind event. The solid line
shows the mixed layer depth scaling predicted by theory and the dashed line the scaling found across the 2D ensemble
members.

Figure 5. Evolution of meridionally averaged (a–c) potential vorticity and (d–f) stratification in the standard hydrostatic
three‐dimensional model integration. Solid contours show isopycnals and dashed contours their initial locations. Columns
correspond to the quantities after 1 week, 3 and 5 weeks.
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4. Diapycnal Mixing
The results shown in Figure 3 suggest that down‐front wind events may be a
mechanism by which dense waters can be formed.We will now use our model
ensemble to investigate the dependence of the low potential vorticity layer
depth, and water mass transformation patterns, on the parameters of the
down‐front wind event.

4.1. Mixing Depth

Taylor and Ferrari (2010) propose a scaling for the depth of the low potential
vorticity layer generated during down‐front wind events. Assuming the only
forcing comes from winds and that the initial depth of the low potential
vorticity layer is zero, the scaling can be summarized as

dH2

dt
∝Bwind (3)

where H is the depth of the low potential vorticity layer and Bwind is the Ekman buoyancy flux induced by the
down‐front winds, and is given by

Bwind = −
τy∂xb
ρ0 f

. (4)

Integrating Equation 3 under the assumption that ∂xb is approximately constant, we find that

H(t = tend)∝ τ1/2int , (5)

where τint is the temporally integrated wind stress. As noted already, the low potential vorticity layer in our
models, due to its low stratification, is almost indistinguishable from the mixed layer. If we assume the change in
mixed layer depth is a result of the expansion of the low potential vorticity layer we would expect changes in
mixed layer depth to scale with the square root of the integrated wind stress.

We define the mixed layer depth as the depth at which density changes by 0.05 kg m− 3 relative to the surface
density. In Figure 6 we show the change in mixed layer depth plotted against integrated wind stress for each
member of our ensemble (note both axes are logarithmic). Performing a least squares regression on the ensemble
data and using a t‐test to estimate the confidence intervals, we find that the change in mixed layer depth scales
with τint to the power of 0.54, with a 95% confidence interval of 0.49–0.58. This is remarkably consistent with the
value of 0.5 predicted by idealized theory. Lines showing the 0.5 and 0.54 power laws are also shown in Figure 6a.
Note how, for a given wind duration, the change in mixed layer depth starts to saturate as the wind strength is
increased. This saturation suggests that the amount of mixing may be limited by the duration of the wind event.
We can understand why this occurs as follows: if we relax the condition of ∂xb being constant, integrating
Equations 3 and 4 by parts we find that

H2(t)∝ (τint(t)∂xb(t) − ∫

t

t′=t0
τint (t′)

∂2b
∂x∂t′

dt′,) (6)

where τint(t) is the wind stress integrated from t′ = t0 to t′ = t. It is the integral in the above equation that causes
deviations from the power law and, as such, we will refer to this as the “correction” term. For an infinitesimally
short wind event, τint(t) is given by a step function (Figure 7). This means the integrand in Equation 6 will only be
non‐zero at times following the wind event. Evaluating Equation 6 for an infinitesimally short wind event we
recover Equation 5 exactly.

Figure 7. Integrated wind stress as a function of time for wind events with
short and long durations. For short wind events (solid line) the wind stress
resembles a step function, whereas for longer wind events (dashed line) the
integrated wind stress varies more gradually.
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For a longer wind event, τint(t) increases more gradually (Figure 7), meaning that the integrand is non‐zero over a
wider time interval. This means that, for a given wind strength, the “correction” term is larger, leading to larger
deviations from the power law. Because of this, care should be taken when considering whether the power law
scaling applies to longer or stronger wind events than those discussed here.

Figure 8. (a) Water mass transformation rates for the standard 3D (blue), standard 2D (orange) and coarse 2D (green)
integrations. Gray envelope denotes the maximum and minimum transformation rates across the 2D ensemble. The plotted
rates have the dimensions of transformation per unit length. To get the transformation in Sv the data should be multiplied by
the length of the current, which for the East Greenland Current system is around 1,000 km. (b) The maximum (upward
pointing triagonals) and minimum (downward pointing triagonals) water mass transformation rates as a function of
integrated wind stress. (c) The densities of the maximum (upward pointing triagonals) and minimum (downward pointing
triagonals) water mass transformation rates as a function of integrated wind stress. In panels (b) and (c) color corresponds to
the duration of the wind event. In place of triagonals, the standard 3D model is represented by a cross and the coarse 2D
model is represented by a plus.
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4.2. Water Mass Transformation

The water mass transformation framework of Walin (1982) allows us to quantify diapycnal volume fluxes (which
represent the amount of diapycnal mixing) integrated along isopycnals. Consider a volume of size ΔV bounded
above and below by isopycnals of density σ and σ+Δσ respectively. In a closed domain, the only way the volume
between the isopycnals can change is if there is a convergence or divergence of the diapycnal volume fluxes, G,
integrated over the isopycnals. This quantity is often referred to as the water mass transformation rate. Mathe-
matically we can write

∂ΔV
∂t

= G(σ) − G(σ + Δσ), (7)

with positive values ofG indicating a flux from lighter to denser water. The time mean fluxes,G, can be diagnosed
from the instantaneous density field as follows.

1. Define density bins, and at the first and last time‐step, bin grid cell volumes by their instantaneous density.
Sum all the volumes in the bin to find ΔV (σ, t);

2. Subtract these values and divide by the elapsed time to find the time averaged value of ∂tΔV(σ);
3. Cumulatively integrate the time averaged value of ∂tΔV(σ) over density, with the boundary condition of G

(σmax) = 0.

Thus we are able to find the time averaged G(σ).

Figure 8a shows the time averaged water mass transformation rates in density space for the standard three‐
dimensional (blue) and two‐dimensional integrations (orange), and the coarse two‐dimensional control integra-
tion (green). The gray envelope displays the maximum and minimum transformation from the 2D ensemble of
simulations. The coarse two‐dimensional model (green) does a good job of representing the transformation close
to the surface relative to its finer resolution counterpart (orange); however, transformation is suppressed at
depth—in particular in the 27.00–27.05 kg m− 3 density classes. This suggests that transformation rates in the
standard 3D model are likely reasonable and possibly slightly underestimated.

The transformation rates have a double peak structure, with two maxima and two minima as a function of
depth. Broadly speaking this means we have two density classes at which the transformation rates converge (are
formed) and three density classes at which the transformation rates diverge (water masses are depleted). For the
model integrations plotted, the lightest water mass formed has a density of between 26.90 kg m− 3 and
26.95 kg m− 3 with a deeper set of water masses formed between around 27.00 kg m− 3 and 27.05 kg m− 3.
Waters with density between these two classes are depleted, as are surface and deep waters. All models with
non‐negligible transformation rates have double transformation peaks. The lighter of these water mass classes
corresponds to water masses in the core of the East Greenland Coastal Current between depths of 100 m and
200 m; whereas, the heavier water mass class corresponds to water masses in the core of the East Greenland‐
Irminger Current in the same depth range.

Comparing the standard two‐dimensional (orange) and three‐dimensional (blue) models, we see that mesoscale
baroclinic instability suppresses water mass transformation near the surface, especially in the 26.90–26.95 kg m− 3

class. This is likely a result of the restratifying effect of the mesoscale baroclinic instability. In the 27.00–
27.05 kg m− 3 density range there is enhanced downwelling. This corresponds to the density classes present on the
inner shelf of the model, where we see enhanced restratification in the three‐dimensional model (see Figure 5 for
example).

Figure 8b shows how the maximum and minimum of the time averaged diapycnal volume fluxes vary with the
integrated wind stress—the response is linear. The rates have both maxima and minima as at different depths the
diapycnal volume flux may be toward either lighter or denser waters. Also shown on this panel are transformation
rates from the coarse and three‐dimensional models, which appear to follow the same relationship as the two‐
dimensional ones. Performing a linear regression over data points from the two‐dimensional ensemble, and us-
ing a t‐test to find the confidence intervals, we find that the maximum and minimum transformation rates scale as
(3.00 ± 0.20) × 10− 4 Sv km− 1 Pa− 1 day− 1 and (− 2.69 ± 0.08) × 10− 4 Sv km− 1 Pa− 1 day− 1, respectively.
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Figure 8c shows how the isopycnals of maximum and minimum trans-
formation vary with the wind stress. Above a wind stress of approximately
3 Pa days, the isopycnals are unaffected by the integrated wind stress, with
maximal densification close to the surface and the lightening of deeper wa-
ters. The maxima and minima sit directly above and below the lighter of the
two water mass classes that are formed, meaning transformation between the
upper water masses is greatest.

The linearity of the time‐averaged transformation rates with respect to the
integratedwind stress (Figure 8a) implies the volume of densewater formed by
awind event is directly proportional to the integratedwind stress. From this,we
can estimate an upper bound on the average transformation rate over the course
of a season. The average transformation rate will be given by the scaling of the
peak transformation rate multiplied by the down‐front wind stress integrated
over a season (multiplied by 21 days and divided by the number of days in a
season). This is an upper bound on the mixing as we expect the mixing rates to
saturate aswe go to larger wind stresses (similarly to how the changes inmixed
layer depth saturate). Using ERA5 hourly data (Copernicus Climate Change
Service, 2023; Hersbach et al., 2020) we calculate the zonal average of the
meridional wind stress at 60°N between 43°W and 41°W for the months of
November through April, from 2014 to 2018. We select observations with
southerly wind stresses and integrate the resulting time series over the time
dimension. We get a wintertime total integrated down‐front wind stress of
30 Pa days. Assuming a current length (1,000 km is approximately the distance

from the Denmark Strait to Cape Farewell at the Southern tip of Greenland) of 1,000 km and a scaling of
3× 10− 4 Sv km− 1 Pa− 1 day− 1 (as previously calculated) we get a transformation rate of 1.0 Sv at σ≈ 26.95 kgm− 3.

For a given wind event duration, there will be a wind stress at which increasing the integrated wind stress
does not lead to an increase in mixing—the linear relationship between water mass transformation rates and
integrated wind stress will break down. Wind stresses over this threshold will cause the same amount of
mixing as if the wind stress were at this threshold and so 1.0 Sv of water mass transformation will be an
upper bound on the amount of mixing occurring in winter. We now attempt to estimate the wintertime
mean transformation rate as a function of the wind stress at which the linear relationship breaks down—the
saturation wind stress. We calculate the wintertime mean integrated wind stress from the same ERA5 data
as used above; however, we set any wind stresses above a critical value, τcrit, to be equal to τcrit. We do
this for a range of values of τcrit and obtain the curve shown in Figure 9. Given that in this study we tested
wind stresses up to 0.75 N m− 2, we expect winter‐time wind events to produce at least 0.9 Sv of extra
transformation across σ ≈ 26.95 kg m− 3 (this is the amount of transformation that occurs with a saturation
wind stress of 0.75 N m− 2)

The scaling used in estimating this seasonal range corresponds to peak transformation rates, which as we have just
seen, describes the transformation of surface waters into “East Greenland Coastal Current waters.” There will also
be weaker transformation between denser water classes, and as Figure 8a shows, the order of magnitude will
likely be similar.

In summary we expect down‐front wind events to drive between 0.9 Sv and 1.0 Sv of water mass transformation
across the 26.95 kg m− 3 isopycnal during wintertime. To contextualize these numbers Gutjahr et al. (2022) found
that, in the winter of 2020, Katabatic storms off the East coast of Greenland produced around 2.74 Sv of water
mass transformation across the 27.6 kg m− 3 isopycnal. At OSNAP East, AMOC strength is around 17 Sv and
overturning anomalies are typically in the range ±8 Sv and the isopycnal of maximum overturning lies around
27.55 kg m− 3 (Li et al., 2021; Lozier et al., 2019). This implies down‐front wind events aren't leading directly to
the formation of deep water, but may densify surface waters before they become North Atlantic DeepWaters. The
temporal sparsity of down‐front wind events suggest that they are unlikely to contribute to the time mean AMOC;
however, it is plausible that they contribute to its variability. During summertime the down‐front wind events tend
to be less intense with the integrated wind stress summing to 16 Pa days, implying transformation rates are
roughly halved at this time of year.

Figure 9. Wintertime transformation plotted as a function of the wind stress
at which water mass transformation rates saturate. The true saturation wind
stress in unknown; however, the dashed line shows the wind stress at
0.75 Nm− 2, which puts a lower bound on the saturation wind stress. As such,
it is likely that the true wintertime transformation rate into “East Greenland
Coastal Current waters” at σ ≈ 26.95 kg m− 3 lies somewhere in the range
0.9–1.0 Sv. Shading shows the range of the transformation when calculated
using the 95% confidence intervals on the transformation rate scaling factors
previously calculated. We assume a current length of 200 km.
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5. A Discussion on Parameterizations
Of key concern to those running, or using output from, numerical ocean models is how well the model in question
captures these down‐front wind events and whether they should be parameterized. This of course depends on the
specific model configuration in question; however, we would like to make the following general remarks. If the
model is not eddy resolving, it will certainly not be resolving symmetric instability. Attempting to parameterize
the process is likely a waste of time as the areas where the parameterization is active will be a few grid cells thick
at most and much bigger biases will likely be introduced by the lack of eddies in the model.

If, however, the model is eddy permitting or eddy resolving, a submesoscale parameterization would likely
improve the representation of these down‐front wind events. The parameterization of Bachman et al. (2017) may
be effective—the parameterization makes use of the scaling proposed by Taylor and Ferrari (2010) which we
showed here to be a good fit to our models. Comparing results from our models with a coarse resolution
parameterized model is a clear next step in ascertaining whether parameterizations can adequately represent the
submesoscale response to down‐front wind events. If a good parameterization for the dynamics can be identified,
it will become possible to examine the effect of down‐front wind events over longer spatial and temporal scales.
This will enable independent estimates of the amount of wintertime mixing induced by down‐front wind events in
the Sub‐polar North Atlantic.

The above discussion pre‐supposes that models can be defined as globally resolving either the mesoscale or
submesoscale; however, this is not the case. The latitutidinal dependence of the Rossby deformation radius means
that a model may be submesoscale resolving at the equator but barely even eddy resolving in the polar regions
(Chelton et al., 1998). Dong et al. (2021) find that to resolve symmetric instability a resolution of only 2 km is
needed in the tropics whereas a resolution as fine as 10 m is required in the high latitudes. This highlights the need
for so‐called “scale‐aware” parameterizations which are able to autonomously adjust to the scales being locally
resolved (Jansen et al., 2019). The parameterization of Jansen et al. (2019) focuses on the mesoscale but as the
resolution of ocean models increases, it may be necessary to incorporate not just mesoscale, but submesoscale
dynamics into such frameworks.

Large changes in the depth of the mixed layer following down‐front wind events imply that they are a key process
in setting the vertical stratification in the western boundary region of the Irminger Sea. The water mass trans-
formation rates, however, show that this mixing occurs mostly within lighter surface waters, and does not lead to
the direct formation of North Atlantic Deep Waters. It may be tempting to use this as evidence that the action of
these events and symmetric instability can be neglected, but this is a simplistic interpretation of the results.
Surface waters must lose a lot of buoyancy on their journey to the deep ocean, and symmetric instability may be
one of several mechanisms that reduces it. Symmetric and gravitational instability excited during down‐front
wind events may then act to precondition surface waters before their subsequent transformation into deep waters.

This study didn't examine the role of down‐front wind events in the lateral transport of fresh water and heat;
however, given the intense eddy field and overturning cells that develop during these wind events, it seems
plausible that the events could be responsible for large fluxes of freshwater away from the coast of Greenland and
into the ocean interior. Further research is required to estimate the magnitude of these fluxes. If they are found to
be significant, there would be an extra impetus to go to the expense of parameterizing the submesoscale in-
stabilities excited during down‐front wind events.

6. Conclusions
Observations show that strong northerly winds during spring and winter trigger the excitement of Ekman induced
symmetric instability in the western boundary region of the Irminger Sea (Le Bras et al., 2022). This leads to the
development of a deep low potential vorticity layer that sits below the conventionally defined convectively mixed
layer (Le Bras et al., 2022; Taylor & Ferrari, 2010). The spatial sparsity of existing moored observations makes it
difficult to determine the spatial structure of mixing and mixing rates during these wind events including
accurately defining the extent of the low potential vorticity layer.

Using idealized models we were able to show that when a flow similar to the East Greenland Current system is
forced with down‐front winds, gravitational instability (up to around 4 days) and later symmetric instability (from
10 days to 3 weeks) are excited. This leads to the generation of a deep low potential vorticity layer with mesoscale
baroclinic instability later restratifying waters at the surface (after around 4 weeks, c f. Stamper & Taylor, 2017).
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This hierarchy of instabilities may lead to interesting insights if it were applied to the adjustment of Southern
Ocean fronts to wind stress variability over different time scales.

The volume of waters transformed by a wind event (and hence the water mass transformation rates) vary linearly
with the integrated wind stress. Using this fact in conjunction with ERA5 reanalysis products (Hersbach
et al., 2020) we estimate that between around 0.9 Sv and 1.0 Sv of water mass transformation across the
26.95 kg m− 3 isopycnal is produced by down‐front wind events off the East coast of Greenland between
November and April. The transformation is between light surface waters and East Greenland Coastal Current
waters; however, there will also be formation of East Greenland‐Irminger Current waters at a similar but slightly
lower rate. Although we didn't explicitly calculate the variability of these rates, the temporal sparsity of these
wind events may contribute to the ±8 Sv of AMOC variability observed at OSNAP East (Li et al., 2021).

Coarse resolution numerical oceanmodels do not resolve symmetric instability.We suggest thatmodels that do not
resolve mesoscale eddies should not worry about this omission as the absence of eddies is likely leading to much
larger biases. Eddy permitting and eddy resolving models should, however, consider parameterizing the response
of the ocean to down‐front wind events, as failing to do so will lead to biases in the stratification. In particular the
surface may end up overly stratified following down‐front wind events. We suggest the parameterization of
Bachman et al. (2017) may capture the dynamics well as it uses the scaling of Taylor and Ferrari (2010) which is
effective at predicting mixed layer depths in the idealized models presented here. Future work should ascertain
whether this is indeed the case. The severe latitudinal dependence of the oceanmodel resolution required to resolve
symmetric instability also highlights the need for scale aware parameterizations of the submesoscale, capable of
adjusting to the scale of the dynamics locally resolved (Dong et al., 2021; Jansen et al., 2019).

This work focused on diapycnal rather than along‐isopycnal transports of heat and salt; however, this is a clear
avenue for future research. Waters off the coast of Greenland are salinity stratified whereas in the interior of the
Irminger Sea they are thermally stratified (Le Bras et al., 2022). Both symmetric instability and baroclinic eddies
are effective at producing along‐isopycnal mixing (Abernathey et al., 2022) and may be responsible for significant
diahaline and diathermal transports, fluxing heat and salt between the boundary and the interior of the Irminger Sea,
with potential implications for the stability of the AMOC to freshwater forcing (Swingedouw et al., 2022).

Data Availability Statement
All processed data and a selection of the raw data used in this study is available in F. Goldsworth et al. (2023).
Code used for model integrations and subsequent analysis is available in F. Goldsworth (2023).
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