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A B S T R A C T 

We assemble a sample of 696 type 1 active galactic nuclei (AGN) up to a redshift of z = 2.5, all of which have an SDSS spectrum 

containing at least one broad emission line (H α, H β, or Mg II ) and an XMM-Newton X-ray spectrum containing at least 250 

counts in addition to simultaneous optical/ultraviolet photometry from the XMM Optical Monitor. Our sample includes quasars 
and narrow-line Seyfert 1s: thus our AGN span a wide range in luminosity, black hole mass, and accretion rate. We determine 
single-epoch black hole mass relations for the three emission lines and find that they provide broadly consistent mass estimates 
whether the continuum or emission line luminosity is used as the proxy for the broad emission line region radius. We explore 
variations of the UV/X-ray energy index αox with the UV continuum luminosity and with black hole mass and accretion rate, and 

make comparisons to the physical quasar spectral energy distribution model QSOSED . The majority of the AGN in our sample 
lie in a region of parameter space with 0.02 < L / L Edd < 2 as defined by this model, with narrow-line type 1 AGN offset to 

lower masses and higher accretion rates than typical broad-line quasars. We find differences in the dependence of αox on UV 

luminosity between both narrow/broad-line and radio-loud/quiet subsets of AGN: αox has a slightly weaker dependence on UV 

luminosity for broad-line AGN and radio-loud AGN have systematically harder αox . 

Key words: accretion, accretion discs – black hole physics – galaxies: active – galaxies: high-redshift – quasars: emission lines –
quasars: supermassive black holes. 
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 I N T RO D U C T I O N  

ctive galactic nuclei (AGN) are powered by mass accretion onto 
he supermassive black holes at the centres of galaxies. Most of the
ravitational potential energy of the infalling material is liberated 
s radiation across the full electromagnetic spectrum. For typical, 
uminous AGN, the majority of their power emerges in the ultraviolet 
nd optical bands as thermal radiation from a viscous accretion disc 
No viko v & Thorne 1973 ; Shakura & Sunyaev 1973 ). The non-
hermal, hard X-ray emission emerges via the Compton upscattering 
f soft seed photons from the disc in a hot ( T e ∼ 100 keV) plasma
bo v e the disc (the ‘corona’ e.g. Haardt & Maraschi 1991 ). A
trong relationship between the ultraviolet and X-ray emission of 
GN was found in early studies (e.g. Tananbaum et al. 1979 ) and

ts nature has been explored further in more recent investigations 
e.g. Lusso & Risaliti 2017 ; Salvestrini et al. 2019 ). The non-linear
nd remarkably tight relation between the ultraviolet and X-ray 
uminosities enables luminous AGN to be used as ‘standardizable 
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andles’ to test cosmological models (e.g. Sacchi et al. 2022 ).
learly the disc and the corona are intimately related, but a detailed
escription of how has yet to be formulated. 
For the majority of AGN, the peak of their energy output occurs in

he far-UV/soft X-ray band which is unobservable because of Galac- 
ic extinction. This complicates the determination of the energetics 
nd the disc–corona relationship. One means of circumventing this 
roblem is to make studies of high- z AGN for which the spectral
eak is redshifted to observable optical-UV w avelengths, as w as done 
y Collinson et al. ( 2015 ). Making detailed studies of the optical and
-ray spectra of 11 sources, Collinson et al. ( 2015 ) were able to

ccurately determine the bolometric luminosities and accretion rates 
f the AGN, demonstrating estimates of the bolometric luminosity 
ade by scaling from a single wavelength or narrow-band luminosity 

e.g. at 2500 Å or 2–10 keV) are generally inaccurate (see also Netzer
019 ). Ho we ver, obtaining high-quality multiwavelength spectra for 
igh- z AGN necessarily restricts the sample to a small number of
right quasars, thereby limiting the parameter space which can be 
xplored. Another approach is to sample the far-UV and soft X-
ay emission on either side of the peak and use a physical model
e.g. Done et al. 2012 ) to ‘bridge the gap’ and reco v er the intrinsic
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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pectral energy distribution (SED). This method was adopted by Jin
t al. ( 2012a ), who explored the optical and X-ray spectroscopic
roperties of 51 AGN in a series of works (Jin et al. 2012a ; Jin,
ard & Done 2012b , c ). They showed that the broad-band SEDs

f AGN could generally be fit with three components: a standard
ccretion disc, a hot corona, and an intermediate ‘warm corona’
esponsible for the observ ed e xcess of soft X-ray emission (e.g.

agdziarz et al. 1998 ; Gierli ́nski & Done 2004 ). The findings of
in et al. ( 2012a , b ), Jin, Ward & Done ( 2012c ) have enabled the
evelopment and refinement of new, physical models of AGN SEDs
Kubota & Done 2018 , 2019 ). These models have been constructed
ith reference to a small number of representative AGN SEDs. In the
ecade since the work of Jin et al. ( 2012a , b , c ) the continuing SDSS
Blanton et al. 2017 ; P ̂ aris et al. 2018 ) and XMM-Newton (Webb
t al. 2020 ) surv e ys hav e greatly increased the number of AGN with
uality optical/UV and X-ray spectra. We now have the opportunity
o test the predictions made by current physical models against the
bserved properties of a large and diverse sample of AGN. 
Achieving a more rigorous understanding of the accretion flow and

isc–corona relationship will also enable us to better address another
utstanding problem in astrophysics: the origin of relativistic jets.
ow AGN launch and power relativistic jets of outflowing matter is

n active area of research. Progress towards a fuller understanding
f the nature of jets and their relation to the accretion flow may
e made via comparisons to accreting stellar-mass black holes (X-
ay binaries: XRBs, e.g. Fender, Belloni & Gallo 2004 ) in which
he disc–corona system likely regulates the launching of jets. Many
tudies hav e e xplicitly inv estigated the analogies between AGN and
RBs in terms of the accretion flow properties (e.g. Noda & Done
018 ; Ruan et al. 2019 ; Arcodia et al. 2020 ) and the disc–jet coupling
e.g. Merloni, Heinz & di Matteo 2003 ; K ̈ording, Jester & Fender
006 ; Svoboda, Guainazzi & Merloni 2017 ; Fern ́andez-Ontiveros &
u ̃ noz-Darias 2021 ; Moravec et al. 2022 ). Generally these studies

re supportive of a unified scheme of mass accretion and ejection
cross the mass scale, although many open questions have yet
o be resolved. Studies of high accretion rate AGN in the local
ni verse (narro w-line Seyfert 1s: NLS1s) have found a relative
eficit of radio-loud sources: only ≈5 per cent of NLS1s are radio-
oud (e.g. Komossa et al. 2006 ; Rakshit et al. 2017 ) compared with

15–20 per cent of quasars (e.g. Kellermann et al. 1989 ), again
uggesting a relationship between the accretion flow (the disc–corona
onfiguration) and the presence of a radio jet. 

Previous studies have mostly either investigated very large and
iverse AGN samples without a detailed exploration of their spec-
roscopic properties (e.g. Svoboda et al. 2017 ) or have presented
 thorough analysis of much smaller, focused samples of AGN
ith high-quality spectroscopic data (e.g. Jin et al. 2012a , b , c and
ollinson et al. 2015 , 2017 ). In this first paper in a series, we expand
n the work of Jin et al. ( 2012a , b , c ) and Collinson et al. ( 2015, 2017 )
nd make use of recent optical, UV, and X-ray catalogues to compile
 large sample of AGN (696 unique sources) with both optical and
-ray spectra in addition to broad multiwavelength coverage. This
ew sample has the advantage of being large enough to investigate
opulation statistics whilst still having good quality multiwavelength
ata. It has been selected to probe a diverse range of AGN properties;
s we will demonstrate, the sample spans several orders of magnitude
n black hole mass and luminosity (accretion rate). The sample is a
ell-suited selection with which to perform detailed investigations
f the evolution of the disc–corona system with black hole mass
nd accretion rate (Mitchell et al., submitted). In this paper we
ak e k ey measurements of AGN properties and take a preliminary

ook at the evolution of the spectral energy distribution with both
NRAS 520, 2781–2805 (2023) 
ass and luminosity. In Section 2 we describe the assembly of the
ample; in Section 3 we obtain multiwavelength measurements for
he selected AGN; in Section 4 we determine black hole masses
rom optical/UV data; we investigate the UV/X-ray energy index
ox and make comparisons with a physical model in Section 5 ;
nally in Sections 6 and 7 we discuss our results and summarize
ur conclusions. To conv ert flux es to luminosities we have assumed
 flat � CDM cosmology with H 0 = 70 km s −1 Mpc −1 , �m 

= 0.3,
nd �� 

= 0 . 7. 

 SAMPLE  SELECTI ON  

.1 The parent catalogues 

.1.1 Optical spectra: SDSS-DR14Q 

he Quasar Catalogue of the Fourteenth SDSS Data Release (SDSS-
R14Q; P ̂ aris et al. 2018 ) contains 526 356 quasars. Each quasar
as been the subject of at least one optical spectroscopic observation
ecorded on or before 2016 December 5. The catalogue also contains
DSS photometric data from imaging observations. Multiwavelength
ata from ROSAT , XMM-Newton , GALEX , 2MASS, WISE , UKIDSS,
nd FIRST are included, where available. The XMM-Newton data
re taken from the 3XMM-DR7 catalogue (an earlier version of the
erendipitous surv e y catalogue: see below). 14 736 of the SDSS-
R14Q quasars ( ≈3 per cent) have an X-ray source detection within
 5 arcsec matching radius. Although the catalogue contains some X-
ay data obtained from an XMM-Newton catalogue (3XMM-DR7),
t does not contain any optical/UV photometry recorded with the
MM-Newton Optical Monitor (OM). 

.1.2 X-ray data: 4XMM-DR9 

XMM-DR9 is the first iteration of the fourth source catalogue com-
iled from the XMM-Newton Serendipitous Surv e y; this catalogue,
eleased in 2019 December, is the ninth data release from the surv e y
 v erall (Webb et al. 2020 ). The catalogue contains 810 795 X-ray
etections pertaining to 550 124 unique sources from observations
ade between 2000 February 3 and 2019 February 26. 

.1.3 Optical and ultraviolet photometry: XMM-SUSS4.1 

e take XMM-Newton optical/UV photometric data from the fourth
MM-Newton Serendipitous Ultraviolet Source Survey (SUSS: Page
t al. 2012 ) catalogue, XMM-SUSS4.1. This catalogue, released in
018 January, compiles data from observations made up to 2017 July.
t contains 8176 156 entries from 5503 765 sources. 

.2 Initial source selection criteria 

.2.1 Quasars 

e first establish which optical quasars have an X-ray source
etection in the latest XMM-Newton data release. To do this, we
ross-match the optical catalogue with the slimline version of the X-
ay catalogue. The slimline 4XMM-DR9 catalogue contains just one
ow per unique X-ray source (rather than one row per detection as in
he full catalogue). There are 550 050 X-ray sources in the catalogue,
xcluding 74 which are flagged as ‘CONFUSED’ (i.e. with a non-
ero probability of being associated with more than one distinct
ource). Following P ̂ aris et al. (2018 ), we choose a match radius of
 arcsec and retain all of the best (nearest) matching X-ray sources.
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ig. 1 shows the distribution of angular separations between the 
ptical quasars and X-ray sources. Our cross-match returns 17 336 
-ray detected optical quasars (approximately 3.3 per cent of those in 
DSS-DR14Q). We record the unique X-ray source ID (‘SRCID’) of 
ach quasar. We do not remo v e broad absorption line (BAL) quasars
rom the optical catalogue initially, but will weed these out of our
ample by visually inspecting the optical spectra. 

Before performing a cross-match to the full X-ray catalogue, we 
lean it by excluding the sources which: 

(i) have a poor source summary flag (SUM FLAG ≥3); 
(ii) are flagged as ‘CONFUSED’; 
(iii) were observed with a high background. 

he clean catalogue then contains 88 per cent of the total number of
ecords, with 713 866 X-ray detections from 484 726 unique sources.

Using the X-ray source IDs, we find all clean observations of the
ptical quasars. We match all records in the cleaned, full 4XMM-DR9 
atalogue to our pre-selected optical quasars. We find that 17 299 of
he pre-selected 17 336 quasars have a clean X-ray detection. Of 
hese, 5364 (31 per cent) were observed by XMM-Newton more than 
nce; Fig. 2 shows the number of clean X-ray observations per optical 
uasar. 
We then match with sources in the OM catalogue. This matching 

equires that the OM source is within 1 arcsec of the optical quasar
oordinates and that the observation ID of the OM record matches 
hat of the X-ray observation (i.e. our OM and EPIC data were
ecorded simultaneously). 4499 quasars meet these criteria of which 
68 have more than one simultaneous OM-EPIC observation. 
At z � 0.4, the OM photometry may be compromised by the strong

y α λ1216 UV emission line and Ly α forest absorption bluewards 
f 912 Å (rest frame). To determine which OM filters would be free
f Ly α emission and absorption, we calculated the quasar redshifts 
or which the red wing of Ly α would fall just outside of the ef fecti ve
andpass of each filter. Then, for each redshift bin we require an OM
etection in one of the following: 

(i) z < 0.40: any filter; 
(ii) 0.40 ≤ z < 0.55: V , B , U , UVW1, or UVM2 filters; 
(iii) 0.55 ≤ z < 0.90: V , B , U , or UVW1 filters; 
(iv) 0.90 ≤ z < 1.35: V , B , or U filters; 
(v) 1.35 ≤ z < 1.95: V or B filters; 
(vi) 1.95 ≤ z < 2.50: V filter only. 

768 quasars have at least one useful OM photometry point. 
We wish to obtain reasonable constraints on the X-ray spectral 

arameters of these quasars, for which we require relatively high- 
uality spectra. We therefore make a quality cut on the number of X-
ay counts recorded by an EPIC detector in the 0.2–12 keV band. The
umber of sources as a function of X-ray counts is shown in Fig. 3 . It
an be seen in Fig. 3 that the counts distribution peaks � 200 counts
nd that only 17 per cent of detections are made with 1000 counts
r more. We chose to make a cut at 250 counts, which includes
6 per cent of the clean detections. For quasars with more than one
-ray observation, we retain the one with the greatest number of

ounts in any detector (so that we now have only one simultaneous
PIC and OM observation of each quasar). After applying this cut, 
e are left with 782 quasars. 
To make an estimate of the black hole mass, we require spectral

o v erage of at least one of the emission lines H α, H β, or Mg II . H α

r H β will be visible in the spectra of low-redshift sources and the
g II emission line will be visible in the wavelength range of the
OSS spectrograph up to z � 2.5 (see Fig. 4 ). We therefore consider
nly the SDSS quasars with z ≤ 2.5. Following this redshift cut, our
ample contains 768 quasars. 

.2.2 Narrow-line Seyfert 1s 

arrow-line Seyfert 1s (NLS1s) are a subset of unobscured AGN with
elati vely narro w broad lines. They are generally defined as optical
ype 1 AGN with FWHM(H β) � 2000 km s −1 , weak [O III ] λ5007
elative to H β and strong Fe II emission (e.g. Osterbrock & Pogge
985 ; Goodrich 1989 ). NLS1s are typically found in spiral galaxies
n the local Universe. Because Seyfert AGN are less luminous than
uasars, many NLS1s are absent from the SDSS quasar catalogues. 
 or e xample, of the 12 NLS1s in the sample of Jin et al. ( 2012a ),
nly two are present in our selection of quasars. Nevertheless, NLS1s
epresent a unique and important region of parameter space to 
xplore, and enable contrasts to be made with typical broad-line 
GN and quasars (e.g. Jin et al. 2012a, b , c ). 
Rakshit et al. ( 2017 ) (hereafter R17) assembled a sample of

1101 NLS1s from the SDSS-DR12 spectroscopic data base, by 
nalysing the spectra of ‘QSO’-type sources and retaining those with 
WHM (H β) � 2200 km s −1 and flux ratio [O III ] λ5007 / H β < 3.
e identify NLS1s with XMM-Newton OM and EPIC data by 
atching the R17 catalogue to the X-ray and OM serendipitous 

atalogues, following the method described in Section 2.2.1 . Our 
riteria return 147 NLS1s: 63 new sources and 84 that were already
ncluded from the quasar catalogue. 

.3 Optical spectral fitting 

akshit, Stalin & Kotilainen ( 2020 ) (hereafter R20) performed fits
o the optical spectra of all SDSS DR14Q quasars using the publicly
vailable PYTHON code PYQSOFIT (Guo, Shen & Wang 2018 ; Guo
t al. 2019 ; Shen et al. 2019 ). For the quasars in our sample, we can
ake many emission line and continuum measurements from R20. 
o we ver, the 63 NLS1s not present in the quasar catalogue have only
ptical spectral measurements from R17 who used a pri v ate, custom
pectral fitting routine to obtain their measurements of NLS1s. These 
wo routines differ in several respects. The broad emission lines were
ften modelled with a single Lorentzian profile in R17; Lorentzian 
rofiles are not currently an option in PYQSOFIT and instead one
r more Gaussians may be used to fit a line. R20 chose to use
hree Gaussians to model broad H β and H α, for example. The host
alaxy subtraction, which is often required for the low-luminosity 
LS1s, is also approached in different ways. R17 remo v ed the
ost galaxy contribution by performing simple stellar population 
odelling whereas principal component analysis (PCA: e.g. Yip 

t al. 2004a , b ) is employed in PYQSOFIT . Naturally these different
ethods will yield somewhat different results for the continuum and 

mission line parameters. Derived quantities such as the virial black 
ole mass and Eddington ratio will then also differ. 
F or consistenc y of the optical spectral measurements of our sam-

le, we adapted PYQSOFIT to replicate the spectral fitting procedure 
f R20 and refit the spectra of the sources drawn from R17. We
riefly summarize the adopted PYQSOFIT spectral fitting routine 
ere. In this setup, the Schlegel, Finkbeiner & Davis ( 1998 ) dust
ap is queried to determine the line-of-sight extinction and the 

pectrum is dereddened using the extinction curve of Fitzpatrick 
 1999 ). The spectrum is then transformed to the rest-frame. The
CA method is used to decompose stellar and AGN emission with
 and 20 eigenspectra used to construct the host galaxy and quasar
ontributions, respectively. The host galaxy subtracted continuum is 
MNRAS 520, 2781–2805 (2023) 
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M

Figure 1. The left-hand ordinate axis indicates the number of matched quasars. The right-hand ordinate axis gives the percentage of all 526 356 quasars, with 
the cumulative distribution shown in red. To select our sample, we chose a matching radius of 5 arcsec which returns 17 336 quasars, approximately 3.3 per cent 
of all SDSS-DR14Q quasars. Right-hand panel: The same, for Rakshit et al. ( 2017 ) NLS1s. Of 11101 SDSS NLS1s, 676 (6.1 per cent) have a clean X-ray 
detection within 5 arcsec. 

Figure 2. The number of clean X-ray detections for 17 299 X-ray detected 
optical quasars. 11 935 quasars (69 per cent) have only 1 clean X-ray detec- 
tion. Only 109 have 10 or more detections. The red line shows the cumulative 
fraction, with the fraction indicated on the right-hand ordinate axis. 

Figure 3. The X-ray counts distribution for 2374 ‘clean’ X-ray observations 
with simultaneous XMM -OM photometry redwards of Ly α. For each obser- 
vation, we take X-ray counts to be the greatest number of counts recorded 
by any of the three EPIC detectors (pn, MOS1, or MOS2). The left-hand 
ordinate axis gives the total number of observations and the right gives the 
fraction with a minimum number of counts (shown by the red line). 

Figure 4. The redshift distribution of the 696 AGN in our sample. The black 
dotted lines indicate the 25th, 50th, 75th, 90th, and 95th percentiles of the 
distribution. The top panel shows the redshift range for which the centroids 
of prominent broad emission lines (H α, H β, and Mg II ) are just visible in 
the wavelength coverage of the SDSS (dotted lines) and BOSS (solid lines) 
spectrographs. 
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NRAS 520, 2781–2805 (2023) 
hen modelled with a power law plus Fe II templates and a functional
almer continuum. Emission line comple x es are then modelled

eparately in several broad windows: 

(i) 6400–6800 Å: H α, the [N II ] doublet ( λ = 6549, 6585 Å), and
he [S II ] doublet ( λ = 6718, 6732 Å); 

(ii) 4640–5100 Å: H β, the [O III ] doublet ( λ = 4959, 5007 Å),
nd He II ; 

(iii) 2700–2900 Å: Mg II . 

ollowing the fitting procedure of R20, the broad components of
 α and H β and He II are each modelled with three Gaussian

omponents; broad Mg II is modelled with two Gaussians. The broad
aussians have a minimum full-width at half-maximum (FWHM) of
00 km s −1 and maximum velocity offset ±3000 km s −1 from their
entre. Narrow Gaussians are used to model forbidden lines and
he narrow components of the permitted lines; these are allowed a
idth in the range 100 ≤ FWHM ≤ 900 km s −1 . [O III ] λλ4959, 5007

dditionally has Gaussian wings that may be broader than the narrow
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as the ‘science primary’ spectrum at the time of the catalogue compilation. 
Ho we ver , 116 A GN have multiple spectra recorded on different nights; we 
describe these in Appendix B . 
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ores (in the range 400 ≤ FWHM ≤ 2000 km s −1 ). The velocity
ffsets of the narrow lines are not allowed to exceed ±1000 km s −1 .
he flux ratios of the [O III ] and [N II ] doublets are fixed to their

heoretical value 1:3. In each emission line complex the widths 
nd offsets of the narrow lines are tied together. Uncertainties on 
he emission line and continuum parameters are estimated using the 

onte Carlo method, resampling each spectrum 50 times. Following 
he procedures of R20 and Calderone et al. ( 2017 ), we added a quality
ag for each measured emission line and continuum point; the flags
re listed in Appendix C . 

PYQSOFIT uses optical galaxy eignenspectra to perform the host 
alaxy subtraction; these eigenspectra do not extend into the UV and 
herefore the fitted spectrum is truncated to match the wavelength 
ange of the eigenspectra ( ≈3500–9000 Å). Consequently, there are 
o measurements of the UV continuum and emission lines for 
ources in which host galaxy subtraction was performed in the 
ptical. To obtain the UV spectral measurements for these AGN, we 
hecked for spectra that contained a Mg II line that was not initially
easured and then fit the short-wavelength part of these spectra 

 λrest = 1000–4000 Å) without performing host-galaxy subtraction. 
he measurements for Mg II and the UV continuum were added to
ur catalogue, and we have added a flag (‘MGII SEP’) to indicate
he AGN for which the Mg II region was fitted separately from the
ptical region. 

.3.1 Identification of broad- and narrow-line type 1 AGN 

o ease the comparison between AGN with relatively narrow and 
road permitted emission lines, we assigned each AGN a linewidth 
ag (‘B’ for broad-line type 1 AGN; ‘N’ for narrow-line type 1
GN). The determination is based on the fitted width of H β where it

s available, Mg II for the higher redshift sources without H β, and H α

nly if neither H β or Mg II were measured. (Spectroscopic co v erage
f these emission lines as a function of redshift is shown in Fig. 4 .)
e set the division between the subsets at the usual 2000 km s −1 . The

ifferences in fitting routine and the division between narrow- and 
road-line AGN mean that our classifications differ from those of R17 
those authors measured lines by fitting a Lorentzian profile and chose 
 limit of FWHM[H β] ≤ 2200 km s −1 ). Consequently, not all AGN
rawn from R17 are flagged ‘N’ in our sample. Typically, the broad
ine FWHMs measured by PYQSOFIT are slightly broader than those 
easured by R17. Ho we ver, the dif ferences in linewidth measured

y the two routines are relatively minor: the median difference in 
WHM(H β) is ≈+ 100 km s −1 and for approximately two-thirds of

he AGN from the NLS1 catalogue in our sample, FWHM(H β) as
easured by PYQSOFIT is within ±350 km s −1 of the width measured

y R17 (350 km s −1 is the median uncertainty on FWHM[H β] from
YQSOFIT ). We note that the narrow-line type 1 AGN in our sample
re not necessarily NLS1s by the standard definition described in 
ection 2.2.2 : we have not al w ays used broad H β as the characteristic

ine width and we have made no assessment of the strengths of
O III ] λ5007 or the optical [Fe II ] emission. 

.4 Quality checks and selection of the final SOUX sample 

e performed a visual inspection of all 831 optical spectra and 
emo v ed an y sources which had low signal to noise or any absorption
eatures particularly affecting the line regions from which black hole 
ass measurements were derived. In addition any objects with a 

iffuse emission flag in their X-ray spectra were remo v ed from the
ample. Following this quality control, our final sample consists of 
96 AGN. 1 Of these, 636 are drawn from SDSS-DR14Q, 60 unique
ources are added from R17, and 72 are common to both catalogues.

 MULTI WAV ELENGTH  MEASUREMENTS  

e will present a detailed study of the broad-band SEDs of our AGN
n a future paper (Mitchell et al., submitted). Ho we ver, the SED
hape can be characterized by two common parameters: the radio 
oudness and UV-X-ray energy index. The radio-loudness parameter 
ndicates the power of AGN outflows relative to the accretion flow,
ith radio-loud AGN exhibiting powerful jets (Section 3.3 ). The 
ptical luminosity at 4400 Å and radio luminosity at 5 GHz are
equired to calculate the radio-loudness. The UV-X-ray energy index 
 αox : Section 5 ) indicates the relative power of the UV-emitting
ccretion disc to the X-ray emitting corona. To calculate αox we 
equire a measurement of the UV luminosity at 2500 Å and the
-ray luminosity at 2 keV. In this section, we describe how the
easurements of these quantities were obtained. 

.1 UV and optical luminosities 

or sources at z � 0.5 the rest-frame monochromatic luminosity at
500 Å is available directly from the SDSS optical spectrum. For 
earer sources, this w avelength f alls outside the SDSS spectrograph
ange, but photometry co v ering it may be available from either XMM
M or SDSS. For AGN at lacking spectroscopic co v erage of 2500 Å
e first attempt obtain an estimate from the XMM OM photometry.
e determine which OM bands sample 2500 Å in the rest frame and

rom these we calculate the luminosity from the flux in the band
ith an ef fecti v e wav elength closest to rest frame 2500 Å. If there

s no XMM OM co v erage of 2500 Å we take the PSF flux from the
ppropriate Sloan filter (either the u or g band). We deredden the
hotometry, taking the line-of-sight colour excess from the Schlegel 
t al. ( 1998 ) dust maps as was done for the spectral analysis and
onvert the fluxes to rest-frame luminosities. Finally, L 2500 is obtained 
rom the optical spectrum of 421 AGN, from XMM OM photometry
f 237 AGN and from SDSS photometry of 27 AGN; o v erall, we hav e
 measurement of L 2500 for 685 AGN (98 per cent of the full sample).
he AGN lacking a L 2500 measurement are all at the low-redshift end
f our sample ( z < 0.21). 
The optical continuum at rest-frame 4400 Å was not measured by 

20 or R17 but, similarly to L 2500 , L 4400 can be measured for the
ajority of our AGN either from the SDSS spectrum, or from the
loan or XMM OM photometry. When making a measurement from 

he optical spectrum, we a v oid contamination of the continuum flux
easurement by the blended H γ , [O III ], and Fe II emission lines

y performing a linear interpolation between line-free continuum 

indows at 4200 and 5100 Å, where possible. In spectra where these
wo windows are not present (or are too near the end of the spectrum
o be reliable), we measure the 4400 Å flux directly. For AGN
acking optical spectral co v erage of 4400 Å we took the flux from
he photometric band containing rest-frame 4400 Å, corrected for 
alactic reddening and converted the flux to a rest-frame luminosity, 

s was done for the L 2500 measurements. In our final sample of
96 AGN, 482 have L 4400 measured by interpolating the spectral 
ontinuum; 111 from a direct measurement of the 4400 Å spectral 
MNRAS 520, 2781–2805 (2023) 
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Figure 5. Distributions of the monochromatic luminosity at 2 keV in the rest 
frame (left-hand panel) and the estimated X-ray photon index 
 (right-hand 
panel). In the right-hand panel the subsample of 101 AGN with relatively 
narrow permitted lines (‘NL’) are shown in red, and the 595 broad-line 
sources (‘BL’) in blue. 
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ux; 38 estimates from SDSS photometry; and 65 have no 4400 Å
o v erage in either the spectrum or photometry. None of the 65 sources
acking L 4400 from the SDSS spectrum or photometry had co v erage
n the XMM OM data because they were higher- z AGN and the OM
lters do not co v er long enough wavelengths to contain the rest-
rame 4400 Å. The AGN lacking a L 4400 measurement are all at the
igh-redshift end of our sample ( z > 1). 
The mixture of spectroscopically and photometrically derived

V and optical luminosities is not ideal. Whilst the XMM OM
hotometry is contemporaneous with the X-ray data, broad-band
hotometry is susceptible to contamination from non-continuum
mission, particularly at lower redshifts. The SDSS and XMM data
re not contemporaneous, so AGN variability will introduce some
catter between spectroscopic and photometric fluxes. Addition-
lly, aperture effects may also introduce systematic differences. In
ppendix A we assess the effects of mixing different measures
f these luminosities. We find that on average the differences
etween spectroscopic and photometric luminosities are small, with
 	 log ( L 4400 ) 〉 = −0.03 ± 0.13 and 〈 	 log ( L 2500 ) 〉 = −0.02 ± 0.16.
s Fig. A1 shows, the spectroscopic and photometric luminosity
easures are approximately equal across several orders of magnitude

n luminosity, although there is substantial scatter. We discuss the
otential impact on our results in more detail in Appendix A and
ection 6.3 . 

.2 X-ray luminosities 

 detailed analysis of the X-ray spectra of our sources is beyond the
cope of this paper but will be presented in future work. Ho we ver,
t is possible to estimate the X-ray luminosities from data provided
n the DR9 catalogue. Our sources span a wide range of redshifts
nd therefore the EPIC fluxes reported for various (observed) energy
ands are not directly comparable since they sample different parts
f the emitted spectrum. 
To calculate the monochromatic X-ray flux at rest-frame 2 keV,

e follow a similar approach to that of Lusso & Risaliti ( 2016 )
see section 2.1 of that paper). We determine the EPIC flux in soft
0.5–2 keV) and hard (2–12 keV) energy ranges. An approximate
orrection for Galactic photoelectric absorption is applied to the X-
ay fluxes. 2 From these band fluxes, we estimate the monochromatic
uxes at 1 and 3.5 keV, assuming a photon index 
 = 1.7 in each
nergy band. We then translate these fluxes at observed energies
o luminosities at rest-frame frequencies in log ( ν)–log ( νL ν) form.
sing these two points, the rest-frame monochromatic 2 keV lumi-
osity is calculated by linear interpolation (for sources with z < 1)
r extrapolation (for sources with z > 1). An estimate of the X-ray
hoton index 
 is also made by computing the gradient between the
bsorption-corrected monochromatic fluxes at 1 and 3.5 keV 

3 . 
In Fig. 5 we show the distributions of log ( L 2 keV ) and 
. Our

ample spans approximately 4 dex in X-ray luminosity, with median
og ( L 2 keV ) = 26 . 2 and σ = 0.6. The median estimated photon index
s 
 = 1.9 with σ = 0.4. 673 of the AGN (97 per cent) have 1
NRAS 520, 2781–2805 (2023) 

 The line-of-sight Galactic neutral hydrogen column density is obtained from 

he maps of the Leiden/Argentine/Bonn (LAB) Galactic H I Surv e y (Kalberla 
t al. 2005 ) using the PYTHON tool GDPYC ( https:// pypi.org/ project/ gdpyc/ ). 
 We note that our results do not depend very strongly on the assumption of 
 standard 
 = 1.7 in the soft and hard bands to estimate the 1 and 3.5 keV 

uxes. If we compare the derived distributions of 
 and log ( L 2keV ) that result 
rom instead assuming 
 = 1.5 and 1.9, we find that the mean 
 differ by 
0.1 and the mean log ( L 2keV ) differ by only ≈0.01 dex. 
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 ≤ 3. Less than 2 per cent of sources have 
 < 1, perhaps
ndicating absorption of soft X-rays in the AGN or host galaxy. The
 distribution of the 101 narrow-line AGN is different from that of

he 595 broad-line AGN. The narrow-line AGN have a median 
 =
.3 and σ = 0.5, indicating that their X-ray spectra are generally
ofter than typical quasars. Kolmogoro v–Smirno v and Anderson–
arling tests both indicate that the photon indices of the narrow-line

nd broad-line AGN are drawn from different distributions. For a null
ypothesis that the two samples are drawn from the same distribution
e determine a KS statistic 0.41 and p = 8 × 10 −14 and AD statistic
4 and p < 0.001. 

.3 Radio properties 

ur sample of 696 AGN was cross-matched with both FIRST
Beck er, White & Helf and 1995 ) and NVSS (Condon et al. 1998 ),
sing a matching radius of 10 arcsec that has been shown to have a
alse association rate of only 0.2 per cent with FIRST (Lu et al. 2007 ).
oth FIRST and NVSS sample the sky at 1.4 GHz, with beam-widths
f 5.6 and 45 arcsec, respectively. 679 of our AGN were within the
IRST footprint, of which we found a matching radio source for
07. 73 AGN also have an NVSS radio detection (all of which were
IRST-detected). We converted the 1.4 GHz fluxes to rest-frame
 GHz luminosities using the method of Alexander et al. ( 2003 ),
ssuming a common radio spectral index ( αR ) of 0.6. A comparison of
he NVSS and FIRST luminosities for the 73 of objects matched with
oth catalogues can be seen in Fig. 6 . It is clear that for the majority
f sources the FIRST and NVSS luminosities match to within a
actor of 2. The population is skewed towards higher luminosities
n NVSS due to its larger beam width; this is most pronounced in
bjects which possess extended morphologies as can be seen by the
adio map of the FR-II source SDSS J151443.07 + 365050.4 (Fig. 6 ,
nset). 

For the 101 radio-detected AGN with a L 4400 measurement, we
alculated the radio loudness according to the common definition of
 5 GHz /L 4400 (Kellermann et al. 1989 ). Fig. 7 displays the distribution
f the 5 GHz luminosities of the radio-detected AGN. The distribu-
ion has been separated into distinct populations: the left-hand panel
hows the radio-loud and radio-quiet subsets and the right-hand panel
ho ws the narro w-line and broad-line subsets (see Section 2.3.1 ). For
any undetected radio sources, we can still estimate whether they are

ikely to be radio-quiet by considering the FIRST detection threshold
s an upper limit to their radio flux. Assuming a FIRST surv e y flux
ensity threshold of 1 mJy (Becker et al. 1995 ), we calculate a curve

https://pypi.org/project/gdpyc/
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Figure 6. A comparison of the rest-frame luminosities at 5 GHz derived from 

FIRST and NVSS flux es at 1.4 GHz, as described in the te xt. The dashed line 
marks the one-to-one relation, the shaded blue region being a factor of 2 
deviation, and the pink shaded region a factor of 5. The top left-hand inset 
figure shows the radio map for the FR-II source SDSS J151443.07 + 365050.4, 
which has a much higher luminosity in NVSS than FIRST, as a result of the 
larger beam size of the former surv e y. The 45 arcsec beamwidth of NVSS is 
in blue, and the 5.6 arcsec beamwidth of FIRST is in yellow. 

Figure 7. For the 107 FIRST radio detected AGN in our sample we show the 
distribution of 5 GHz rest-frame radio luminosities derived from the observed 
1.4 GHz fluxes, as described in the text. In the left-hand panel, the distribution 
is divided into radio-loud and quiet (‘RL’ and ‘RQ’) subsamples in addition 
to six sources lacking an optical L 4400 measurement with unknown radio 
loudness (‘?’). In the right-hand panel the distribution is divided into narrow- 
line and broad-line (‘NL’ and ‘BL’) subsamples on the basis of the relative 
widths of the permitted optical emission lines. 
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Figure 8. The orange curve shows the limiting rest-frame 5 GHz luminosity 
for a source to be detected by FIRST at 1.4 GHz, assuming a surv e y flux 
density threshold of 1 mJy and radio spectral index α = 0.6. Radio-detected 
and radio-loud (radio-quiet) sources are shown with red crosses (blue circles). 
For radio-undetected sources, we plot the luminosity corresponding to R = 

L 5GHz / L 4400 = 10. Undetected sources more than 3 σ abo v e the curv e (c yan 
triangles) are considered radio-quiet. Undetected sources within 3 σ of the 
curve and below (grey triangles) could be either radio-quiet or radio-loud. 
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orresponding to the lowest rest-frame 5 GHz luminosity we would 
xpect for a source to be detected; we show this curve in Fig. 8 . For
adio undetected sources we plot the radio luminosity corresponding 
o R = L 5 GHz /L 4400 = 10 (the luminosity abo v e which the y would
e considered radio-loud). Radio-undetected AGN with luminosities 
ore than 3 σ abo v e the curv e (206 AGN) are considered to be radio-

uiet, since we would expect them to have been radio-detected if
hey were radio-loud. Ho we ver, as Fig. 8 illustrates, there remain 304
GN below the curve which are too faint for us to determine whether

hey are either radio-loud or radio-quiet. Following this exercise, we 
etermine that our sample contains 68 radio-loud AGN, 239 radio- 
uiet AGN, and a total of 389 AGN for which we are unable to
etermine the radio-loudness. The radio-loudness classifications are 
ummarized in Table 1 and illustrated in Fig. 9 . 

Overall, ∼10 per cent of our sample with both FIRST and 4400 Å
o v erage is found to be radio-loud, similar to previous estimates for
right quasars (Kellermann et al. 1989 ; Miller, Peacock & Mead
990 ). Ho we ver, we caution that this radio-loud fraction is a lower
imit because of the large number of sources in our sample without
ny radio-loudness determination. We tentatively find differences in 
he radio-loud fractions of broad-line and narrow-line type 1 AGN. 

hilst narrow-line AGN make up ≈15 per cent of the sample o v erall,
hey constitute only ≈9 per cent of the radio-loud sources. This
s consistent with previous findings that the radio-loud fraction of 
LS1s is lower than that of typical broad-line AGN and quasars

Komossa et al. 2006 ; Zhou et al. 2006 ; Rakshit et al. 2017 ). Again,
election biases and incomplete data mean it is not possible to draw
rm conclusions from our sample. 

 BLACK  H O L E  MASSES  

he widths and luminosities of the broad permitted emission lines, as
ell as the continuum luminosities can be used to derive the masses
f the black holes in our AGN. In this Section, we assess the broad
mission line properties and calculate the black hole masses using 
ew scaling relations. 

.1 Broad emission line properties 

e compare the broad line widths for sources with spectra containing
ultiple lines. The line width comparisons are shown in Fig. 10 . We
nd that H β is slightly broader than both H α and Mg II . 207 spectra
ontain both H α and H β and from the median of the logarithmic
istribution we find that H β is on average ≈10 per cent broader than
 α. There is greater scatter between the widths of H β and Mg II ,
MNRAS 520, 2781–2805 (2023) 
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Table 1. Radio-loudness of the sample. 

Subset N Per cent 

No radio co v erage (Outside FIRST footprint) 20 2 .8 per cent of the full sample 
No 4400 Å co v erage 65 9 .3 per cent of the full sample 
Radio-detected and radio-loud 68 11 .1 per cent of AGN with radio and 4400 Å co v erage 
Radio-detected and radio-quiet 33 5 .4 per cent of AGN with radio and 4400 Å co v erage 
Radio-undetected and radio-quiet 206 33 .7 per cent of AGN with radio and 4400 Å co v erage 
Radio-undetected, undetermined radio-loudness 304 49 .8 per cent of AGN with radio and 4400 Å co v erage 

Figure 9. Radio detection and radio loudness fractions for the AGN in our 
sample. 

Figure 10. A comparison of the full widths at half maxima of H α, H β, and 
Mg II . Upper panels show the values for sources with at least two lines in their 
spectra. Representative errorbars are shown in the lower right-hand corners 
of the plots. The lower panels show the logarithm of the line width ratios. 
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Figure 11. Top left-hand panel: A comparison of the H α and H β broad 
line luminosities for low- z sources with spectra containing both lines. 
Top right-hand panel: The distribution of the Balmer decrements of these 
sources. The orange dashed lines indicate the best-fitting linear regression, 
corresponding to L H α/L H β = 3 . 9. The green dotted lines correspond to 
L H α/L H β = 2 . 72 (Gaskell 2017 ). Bottom: Balmer decrements versus ratios 
of the monochromatic continuum luminosities at 5100 and 3000 Å. The 
solid red line shows the expected trend from the Gaskell et al. ( 2004 ) 
AGN reddening curve; the predicted trend for the Milky Way reddening 
curve of Cardelli, Clayton & Mathis ( 1989 ) is shown by the dashed line, 
for comparison. Data with good quality measurements of all quantities are 
shown as blue circles; the grey squares represent data in which at least one 
measurement has a quality flag raised. All luminosities have been derived 
from the SDSS optical spectrum and are therefore contemporaneous. 
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nd we do not find strong evidence of a systematic difference in the
ine widths (H β is on average only ≈2 per cent broader than Mg II )
s measured in 302 spectra. Qualitatively, these results somewhat are
imilar to those of previous studies, e.g. Osterbrock & Shuder ( 1982 )
ound H β to be ≈16 per cent broader than H α in Seyfert galaxies;
NRAS 520, 2781–2805 (2023) 
ej ́ıa-Restrepo et al. ( 2016 ) (hereafter MR16) also found H β to be
roader than both H α and Mg II . 
In Fig. 11 we show the ratio of the H α to H β luminosities

the Balmer decrement). For the logarithmic mean value, we find
 H α/ H β〉 = 3 . 9 which is higher than the Case B value 2.74 (Oster-
rock & Ferland 2006 ) and the intrinsic value 2.72 ± 0.04 suggested
y Gaskell ( 2017 ), based on observations of blue AGN. This Balmer
ecrement is also greater than the average found in previous studies of
ype 1 AGN: 〈 H α/ H β〉 = 3 . 16 (Lu et al. 2019 ); 〈 H α/ H β〉 = 3 . 06
Dong et al. 2008 ); 〈 H α/ H β〉 = 3 . 45 (La Mura et al. 2007 ). From
he Shen et al. ( 2011 ) Catalogue of SDSS DR7 Quasar Properties,
e determine 〈 H α/ H β〉 = 3 . 55 with σ = 0.14 dex. Taken as a

eddening indicator, this large average Balmer decrement implies
 high degree of intrinsic dust extinction in our sample of AGN:
n average the colour excess E ( B − V ) ≈ 0.4 mag. Ho we ver, if a
arge Balmer decrement is due to reddening, we would expect the
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Figure 12. Example spectra with high broad Balmer line decrements. The H α/H β flux ratios of both broad and narrow lines are given in the inset text. Each 
spectrum (shown in black) has been corrected for Galactic reddening and transformed to the rest frame. The inset legend indicates the components of the total 
PYQSOFIT model (red): the host galaxy emission (pink); the AGN continuum (green) and selected, modelled broad and narrow emission lines (‘BL’ and ‘NL’, 
coloured blue and purple, respectively). In the lower panel, we also show in orange the spectrum 5694-56213-0636 additionally dereddened with the Gaskell 
et al. ( 2004 ) curve assuming an A v = 5.3 derived from the broad Balmer line decrement. 
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ptical-UV continuum to be similarly affected such that AGN with a 
igher Balmer decrement will have a correspondingly greater value 
f L 5100 / L 3000 . Assuming an intrinsic (Case B) broad line Balmer
ecrement of 2.72 (Gaskell 2017 ) and an AGN continuum slope α =
/3, we have used the AGN reddening curve of Gaskell et al. ( 2004 )
o calculate Balmer decrements and the corresponding continuum 

uminosity ratios for increasing dust extinction: this trend line is 
hown in the lower panel of Fig. 11 . The Gaskell et al. ( 2004 )
GN curve is much flatter in the UV than Milky Way curves; for
omparison, Fig. 11 also shows the expected luminosity ratio trend 
erived from the Cardelli et al. ( 1989 ) Galactic reddening curve. Each
ata point in the figure has been obtained from a single spectrum; it
an be seen, that these data do not follow either trend. 

We further investigated whether spectra with large Balmer decre- 
ents may be reddened by visually inspecting those with (H α/ H β >

): two examples are shown in Fig. 12 . Whilst reddening is a plausible
xplanation for the large Balmer decrement in the spectrum 6369- 
6217-0193, visual inspection of the spectrum 5694-56213-0636 
oes not indicate any obvious reddening. Since the UV continuum 

s not highly extinguished, if the AGN is reddened its reddening
urve must flatten towards shorter wavelengths. Gaskell et al. ( 2004 )
resented such a curve for AGN, and we have used this curve to
odify this spectrum using an A v = 5.3 (estimated from the broad

ine Balmer decrement assuming the intrinsic line ratio is 2.72). The
odified spectrum is clearly much brighter than the one used in our

nalysis, but is still quasar-like so we cannot definitively rule out
ntrinsic reddening. We discuss this point further in Section 6.1 . 

We have computed the best-fitting linear regressions between 
arious luminosities using the package LINMIX (Kelly 2007 ). The 
esults are shown in Fig. 13 and the values are quoted in Table 2 . The
almer lines show an almost 1:1 correspondence with the 5100 Å
ontinuum luminosity, whereas the relation with Mg II is slightly 
hallower with a gradient m = 0.87 ± 0.03. The relationships of both
 β and Mg II luminosities with the 3000 Å continuum luminosity are
MNRAS 520, 2781–2805 (2023) 
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Figure 13. Correlations between emission line and continuum luminosities. 
The dashed orange lines show the best-fitting linear regression to the data, and 
the value of the slope ( m ) is given in the inset text. Relations with a gradient 
m = 1 are shown for comparison (solid black lines). Data with good quality 
measurements of all quantities are shown as blue circles; the grey squares 
represent data in which at least one measurement has a quality flag raised. 
All luminosities have been derived from the SDSS optical spectrum and are 
therefore contemporaneous. 

Table 2. Correlations between emission line and continuum luminosities. 
We give the independent and dependent variables ( x and y ) and the slope and 
intercept ( m and c ) of the best-fitting linear regression. σ is the dispersion 
of the data about the linear regression. 

x y m c σ

log L 5100 log L H α 1.08 ± 0.02 − 5.0 ± 1.0 0 .20 
log L 5100 log L H β 1.06 ± 0.02 − 4.4 ± 0.7 0 .18 
log L 5100 log L Mg II 0.87 ± 0.03 4.4 ± 1.3 0 .21 
log L 3000 log L 5100 0.82 ± 0.01 7.8 ± 0.5 0 .11 
log L 3000 log L H β 0.89 ± 0.02 2.8 ± 0.9 0 .20 
log L 3000 log L Mg II 0.85 ± 0.02 5.1 ± 0.7 0 .19 
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Table 3. The virial black hole mass relations from literature used. 

FWHM L Relation ref. N spectra N 

good 
spectra 

H α 5100 Å MR16 219 189 (86 per cent) 
H α H α MR16 220 194 (88 per cent) 
H β 5100 Å MR16 481 401 (83 per cent) 
H β H β G10 482 406 (84 per cent) 
Mg II 3000 Å MR16 517 479 (93 per cent) 
Mg II Mg II W18 521 483 (93 per cent) 

Note. We list the emission-line FWHM and luminosity L used to calculate 
the black hole masses. N spectra is the number of spectra in which the 

rele v ant quantities were measured. N 

good 
spectra is the subset of N spectra (and the 

percentage) for which no quality flags were raised on the rele v ant emission 
line or luminosity measurements. References : MR16 = Mej ́ıa-Restrepo et al. 
( 2016 ); G10 = Greene et al. ( 2010 ); W18 = Woo et al. ( 2018 ). 
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hallower compared with those calculated for the 5100 Å luminosity.
he strongest correlation we find is between the two continuum

uminosities: the best-fitting linear regression has a slope m =
.82 ± 0.01 and a dispersion of only 0.11 dex (around half that
f the emission lines). 

.2 Black hole mass estimates from broad emission lines 

ssuming that the gas in the BLR is virialized, an estimate of the
ass of the black hole ( M BH ) can be made by applying the virial

heorem: 

 BH = f 
R BLR V 

2 

G 

, (1) 

here R BLR is the radius of the BLR, V is the velocity of the gas,
nd G is the gravitational constant. R BLR is often determined from
adius–luminosity relations derived for reverberation-mapped AGN
e.g. Peterson et al. 2004 ; Bentz et al. 2006 ; Landt et al. 2011a ). The
irial factor f accounts for the geometry and inclination to the line
f sight of the BLR and cannot be easily determined for individual
ources. Where the broad-line FWHM is used as a proxy for V then
 ∼ 1. 

We first make estimates of the black hole masses of the AGN in
ur sample using recently calibrated relations for virial black hole
asses based on the broad H α, H β, and Mg II emission lines. The
NRAS 520, 2781–2805 (2023) 
elations used are listed in Table 3 . It is common to use the AGN
ontinuum luminosity as a proxy for the BLR radius, ho we ver MR16,
reene et al. ( 2010 ) and Woo et al. ( 2018 ) provide relations using

nstead the broad emission line luminosity (of H α, H β, and Mg II ,
espectively). Both MR16 and Woo et al. ( 2018 ) provide relations to
stimate the black hole mass directly from a luminosity and broad
mission line FWHM, assuming f = 1 and f = 1.12, respectiv ely. F or
he MR16 relations we use the values calibrated from the global fit
o the continuum (the middle column of table 7 in that paper); these
re the most appropriate relations for our sample since PYQSOFIT

erforms a global fit to the broad-band AGN continuum, rather
han a local fit under each separate emission line. The Woo et al.
 2018 ) relation we adopt for Mg II was derived with free β and γ ,
hich has least scatter with respect to fiducial black hole masses

stimated using FWHM(H β) and L 5100 . Greene et al. ( 2010 ) provide
 formula to calculate R BLR from the H β emission line luminosity;
ith an estimate of R BLR we then calculate the black hole mass using

quation ( 1 ) assuming f = 1. 

.3 Comparisons of black hole mass estimates 

n Fig. 14 we compare the mass estimates obtained using the
elationships given in Table 3 . Generally, we find good agreement
etween the different estimates. For estimates using the continuum
uminosity, we see excellent agreement between H α and H β masses;
n average the difference between the mass estimates are negligible
 	 M BH ≈ 5 per cent) and the scatter is σ = 0.22 dex. There is
lightly greater scatter between the H β and Mg II estimates ( σ =
.26), as has been noted in previous studies (e.g. MR16). The
verage agreement is less good, also, with the Mg II masses being
ystematically higher than the H β masses by ≈60 per cent. The
reatest discrepancy we see is between the two H α relations: masses
alculated using the broad H α line luminosity are systematically
ower than those made with the continuum luminosity by almost a
 actor of tw o. Mass estimates using the broad H β line luminosity
re also systematically lower than those involving the continuum
uminosity, but the discrepancy is less than between the H α esti-
ates ( ≈60 per cent). In the case of Mg II , there is a very minor

ystematic in the opposite sense with estimates using the continuum
uminosity being ≈20 per cent smaller than those using the line
uminosity. 

To obtain better consistency between the various mass estimates,
e have calculated new virial mass relations. We have assumed

hat the relation using the FWHM of broad H β and the 5100 Å
uminosity provides the best and most reliable estimate of the mass.
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Figure 14. Comparisons of black hole mass estimates made using single-epoch relations taken from literature. The contour plots in the upper panels show 

log ( M BH /M �), calculated using the broad emission line FWHM and the luminosity indicated on the axis label. The literature reference for the relation used is 
also given in square parentheses (see Table 3 in the text). The lower panels show the difference in log ( M BH /M �). Reliable mass differences (with no quality 
flags raised on any of the quantities used to calculate the two masses) are shown in blue and the quality-flagged values are shown in grey. The median and 
standard deviations of the distributions for the reliable differences are given in the inset text. The solid black lines in the upper panels show the 1:1 relation and 
the orange dotted lines mark the median in both lower and upper panels. 
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hen, assuming a virial mass relation of the form 

log 

(
M BH 

M �

)
= log ( K) + α log 

(
L 

10 44 erg s −1 

)

+ 2 log 

(
FWHM 

1000 km s −1 

)
, (2) 

e determine the quantities K and α which reduce the systematic 
ffset and scatter in the relations with respect to the H β-5100 Å
ass estimates. These values are given in Table 4 along with the
edian 	 log ( M BH ) with respect to the H β-5100 Å mass estimates,

nd the dispersion σ . Here, and in Fig. 15 , it can be seen that the
ystematic offsets between different relations are greatly reduced. 

For additional quality assurance, we visually inspected all of the 
ptical spectra of the AGN in our sample to identify problematic line
rofiles (e.g. very noisy or low-contrast profiles; profiles affected 
y absorption features or data gaps, etc.) and select the best broad
MNRAS 520, 2781–2805 (2023) 
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Table 4. Recalibrated virial black hole mass relations. 

FWHM L log ( K ) α Median σ N spec 

	 log ( M BH ) 

H α H α 7.56 ± 0.04 0.47 ± 0.02 0 .00 0.21 182 
H α 5100 Å 6.91 ± 0.02 0.55 ± 0.03 0 .02 0.22 182 
H β H β 7.83 ± 0.01 0.494 ± 0.007 − 0 .01 0.10 401 
Mg II Mg II 7.70 ± 0.05 0.46 ± 0.04 − 0 .03 0.29 224 
Mg II 3000 Å 6.86 ± 0.03 0.51 ± 0.03 − 0 .02 0.26 224 

Note. The relations are of the form log ( M BH ) = log ( K ) + αlog ( L ) + 2log (FWHM). Values of K 

and α have been determined which minimize the systematic offset and scatter with respect to masses 
estimated from the relation involving the FWHM of broad H β and the 5100 Å luminosity. The 
relations are calculated with the luminosity L in units 10 44 erg s −1 and FWHM in units 1000 km s −1 . 
For each relation we have calculated we give the resulting systematic offset and dispersion with 
respect to the H β-5100 Å mass estimates. N spec is the number of spectra used to establish the 
relation. 

Figure 15. Comparisons of BH mass estimates from broad emission lines. 

	 log ( Mass ) = log 
(

Mass | FWHM (H β) 
L (5100 Å) 

)
− log 

(
Mass | FWHM ( x) 

L ( y) 

)
. 
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ine from which to estimate the black hole mass, considering the
ine profile shape and S/N in the vicinity of the line. For each
GN in our sample, we list the ‘preferred’ mass estimate indicating
ur choice of broad emission line and luminosity scaling relation
or that source. We have adopted, wherever possible, the black
ole mass from estimates using FWHM(H β) and L 5100 , since H β

s the broad emission line most commonly used to establish the
LR radius–luminosity relationship in optical reverberation mapping
ampaigns and this relationship forms the basis of single-epoch mass
stimates such as those used here. As noted in the literature, other
ine–luminosity relations are often associated with a greater o v erall
ncertainty on the black hole mass and typically relations involving
ther lines are calibrated to that of H β (e.g. Netzer et al. 2007 ;
hen et al. 2011 ; Mej ́ıa-Restrepo et al. 2016 ; Woo et al. 2018 ). In
ases where the H β profile was unsuitable, we have chosen another
road line and nearby continuum luminosity (usually H α- L 5100 for
ow-redshift sources and Mg II - L 3000 Å for high-redshift sources).
pectra lacking any broad emission line from which a black hole
ass could be reliably estimated were previously remo v ed in our

nitial quality inspection (Section 2.4 ). 
NRAS 520, 2781–2805 (2023) 
 αOX 

:  T H E  UV/ X-RAY  RELATI ONSHI P  

e calculate the UV/optical-X-ray energy index 

ox = −0 . 384 log 

(
L 2 keV 

L 2500 

)
(3) 

or the AGN in our sample. An αox determination is possible for 685
GN in our sample (98 per cent), with the remaining AGN having
o spectroscopic or photometric co v erage of 2500 Å. 
We find a mean αox = 1.40 with standard deviation σ = 0.16. These

alues are in good agreement with those found by Lusso et al. ( 2010 )
or a sample of quasars in the XMM –COSMOS field (mean 1.37
nd dispersion 0.18). Lusso & Risaliti ( 2016 ) also show that there
s a correlation of αox with L 2500 . Fig. 16 (upper, left-hand panel)
hows this for the 685 AGN in our sample. Plainly there is a good
orrelation of these quantities in our data. We use LINMIX , the PYTHON

ersion of the package LINMIX ERR (Kelly 2007 ), to perform a linear
egression analysis. We find a statistically significant correlation
ith 

ox = −(2 . 07 ± 0 . 19) + (0 . 1 17 ± 0 . 007) × log L 2500 . (4) 

he dispersion about this line is 0.12 dex, showing that including the
uminosity dependence does indeed reduce the scatter, as required if
his is to be used as a cosmological probe (Lusso & Risaliti 2016 ). By
ontrast, there is much larger scatter of αox with the monochromatic
-ray luminosity, L 2 keV . For these quantities we find 

ox = (0 . 94 ± 0 . 25) + (0 . 0 18 ± 0 . 010) × log L 2 keV ; (5) 

nlike the αox –L 2500 relation, this relation is not statistically signifi-
ant at the 2 σ level. 

.1 αox related to emission line width and radio-loudness 

n addition to values for the full sample, we have also calculated
edian αox and UV/X-ray luminosities for the narrow- and broad-

ine and radio-loud and radio-quiet subsets. We have also determined
he luminosity–αox relations for these subpopulations. The resultant
alues are listed in Table 5 . It is clear that the narrow-line AGN
re typically lower in luminosity (both UV and X-ray) than the
road-line AGN. A slightly greater difference is seen in the UV
uminosities (median 	 L 2500 ≈ 0.9 dex) than the X-ray luminosities
median 	L 2 keV ≈ 0 . 8 dex) between the narrow- and broad-line
GN. We therefore see a small difference in the α ox distributions of

he subsets, with the narrow-line AGN having, on average, slightly
ower αox . Fig. 17 shows that this is a consequence of the narrow-
ine sources having lower UV luminosities with αox ∝ L 2500 . If the
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Figure 16. The relationship between αox and L 2500 (left-hand panel) and between αox and L 2 keV (right-hand panel). We show the best-fitting relation found in 
this work for all 673 AGN with an αox determination (solid black line) and its 1 σ confidence region (in orange). For comparison we show the best-fitting relations 
found by Lusso et al. ( 2010 ) (dashed black line) and Zhu et al. ( 2020 ) (dotted black line). Stacked histograms show the distributions of the three quantities. In the 
top figure, narrow-line (FWHM < 2000 km s −1 ) and broad-line sources are coloured red and blue, respectively; the pale red and blue areas in the scatter plots are 
the linear regression 1 σ confidence regions for the respective subsets. In the bottom figure data pertaining to the radio-loud and radio-quiet sources are similarly 
coloured red and blue, respectively. The median 1 σ uncertainty on each quantity is shown by the error bars in the lower right-hand corner of each scatter plot. 
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GN are binned by L 2500 then it can be seen that the αox values
f the narrow-line AGN are systematically higher than those of the 
road-line AGN across the luminosity bins, and progressively so 
ith increasing L 2500 . 
The differences in luminosities between the RL and RQ popu- 
ations are less marked than those seen in the narrow- and broad-
ine subsets. The RL and RQ AGN have similar UV luminosities,
lthough the RL subset is on average more luminous in X-rays
MNRAS 520, 2781–2805 (2023) 
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Table 5. Median, standard deviation, and linear regression values from αox analysis. For the whole sample of AGN with an αox determination (673 AGN) we 
list the median ( M ) and standard deviation ( σ ) of αox , the logarithms of the 2500 Å UV luminosity and 2 keV X-ray luminosity as well as the slope ( m ) and 
intercept ( c ) of the best-fitting linear regression of the luminosities with respect to the dependent variable αox and the dispersion ( σ ) of the data about the best fit. 
These quantities are also given for the narrow-line (‘NL’), broad-line (‘BL’), radio-loud (‘RL’), and radio-quiet (‘RQ’) subsets of the sample. N is the number 
of AGN in each set. Luminosities are in units erg s −1 Hz −1 . 

Set N M αox σαox M log L 2500 σlog L 2500 M log L 2 keV σlog L 2 keV m (log L 2500 ) c (log L 2500 ) σ (log L 2500 ) m ( log L 2 keV ) c( log L 2 keV ) σ ( log L 2 keV ) 

All 685 1.40 0.16 29.85 0.77 26.23 0.63 0.117 ± 0.007 −2.07 ± 0.19 0.12 0.018 ± 0.010 0.94 ± 0.25 0.15 

NL 96 1.37 0.17 29.09 0.76 25.51 0.57 0.147 ± 0.017 −2.89 ± 0.50 0.12 0.038 ± 0.031 0.40 ± 0.79 0.17 

BL 589 1.40 0.16 30.00 0.70 26.31 0.56 0.129 ± 0.008 −2.45 ± 0.23 0.12 0.004 ± 0.012 1.31 ± 0.30 0.15 

RL 68 1.29 0.16 30.19 0.65 26.81 0.60 0.101 ± 0.030 −1.72 ± 0.92 0.15 −0.074 ± 0.033 3.28 ± 0.87 0.16 

RQ 229 1.45 0.16 29.99 0.85 26.14 0.66 0.126 ± 0.010 −2.29 ± 0.29 0.12 0.049 ± 0.017 0.17 ± 0.43 0.16 

Figure 17. αox versus UV luminosity for (left-hand panel) narrow-line / 
broad-line and (right-hand panel) radio-loud / radio-quiet subsamples. In each 
luminosity bin, narrow-line sources have higher αox values (softer SEDs) than 
broad-line sources whereas radio-loud sources have lower αox values (harder 
SEDs) than radio-quiet sources. 
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Figure 18. The relationship between αox and the logarithm of black hole 
mass. We show the best-fitting relation found (solid black line) and its one 
sigma confidence region (in orange). Histograms show the distributions of 
the two quantities. A representative error bar is shown in the bottom left. 
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median 	L 2 keV ≈ 0 . 7 dex). The radio-loud AGN have, on average,
o wer v alues of αox than the radio-quiet AGN. In the lower left-hand
anel of Fig. 16 we show the L 2500 –αox relation derived by Zhu et al.
 2020 ) from a sample of radio-quiet quasars. We see that our relation
or the RQ subset agrees very well with theirs, and that our RL
ources have systematically lower αox . 

.2 αox related to black hole mass and accretion rate 

e also test the correlation between αox and black hole mass. There
s substantial scatter but LINMIX determines a significant relation with

ass: 

ox = (0 . 83 ± 0 . 08) + (0 . 069 ± 0 . 009) × log ( M BH / M �) , (6) 

hich is shown in Fig. 18 . Whilst the correlation between αox and
 BH is not particularly strong (the Pearson correlation coefficient

s ≈0.3), we can exclude the absence of a correlation with high
onfidence: the gradient 0.069 ± 0.009 is > 7 σ inconsistent with
ero and the Pearson correlation has a p -value 
0.05 for a null
ypothesis of the distributions being uncorrelated. 

We now investigate how much of the scatter in αox –L 2500 can be
xplained by a two-parameter dependence on both mass and mass
ccretion rate (or equi v alently, mass and L / L Edd ). The left-hand panel
f Fig. 19 shows the range of log L 2500 (a tracer of mass accretion
ate) and black hole mass spanned by our sample, binned onto a grid
ith two squares per decade. Within each grid square, we calculate

he average αox , where this should be a more reliable estimate as we
re using only AGN with approximately the same mass and mass
ccretion rate. We remo v e squares containing fewer than three AGN,
o the dispersion is dominated by the intrinsic scatter. This shows a
NRAS 520, 2781–2805 (2023) 
ubtle but systematic trend in the data, where αox depends on both
ass and L 2500 , rather than L 2500 alone. 
For comparison, the right-hand panel of Fig. 19 shows the

redicted αox o v er this parameter space from the quasar SED
odel QSOSED (Kubota & Done 2018 ). This model was built from

xtrapolating trends seen in a much smaller sample of AGN than
sed here (Jin et al. 2012a , c ). These earlier studies showed that
ptical-X-ray AGN SEDs are typically fit by three components:
n outer standard disc, emitting thermal blackbody down to some
adius, where it transitions to incomplete thermalization (warm
omptonization). This optically thick structure truncates below the

adius R hot so that the gravitational power within some R hot > R isco 

where R isco is the radius of the innermost stable circular orbit) is
issipated instead in heating optically thin plasma which produces
he power-law tail by Comptonization. The QSOSED model assumes
hat the total X-ray luminosity is fixed at L X = 0.02 L Edd , i.e. the

aximal ADAF limit. This captures the main trends seen in the data:
t low mass accretion rates, only just abo v e L bol = 0.02 L Edd , then
lmost all of the accretion power is required to power the X-rays, and
 hot is large. Conversely, at high mass accretion rates, L bol ≈ L Edd 

hen almost all of the accretion power is dissipated in the disc, and the
-rays at L X = 0.02 L Edd are weak in comparison and R hot → R isco .



The SOUX AGN sample – sample definition 2795 

Figure 19. The relationship between L 2500 , black hole mass, and αox . The left-hand panel shows the average values of αox for sources in our sample binned by 
mass and UV luminosity (only bins containing three or more AGN are drawn). The right-hand panel shows the value of αox taken from an SED generated by the 
Kubota & Done ( 2018 ) model QSOSED , for mass and UV luminosity at the centre of each grid point. The dashed lines correspond to curves of constant L / L Edd as 
determined by QSOSED . † The dot-dashed orange line is computed for a model in which the outer disc radius log ( R out / R g ) = 5, whereas in all other models the 
outer radius is the disc self-gravity radius (cf. the red dashed line at the same L / L Edd ). The solid blue line shows a curve of constant L / L Edd = 1 assuming that 
L 2500 ∝ L bol ∝ M BH ; clearly this relation is shallower than that predicted by QSOSED (the dashed blue line) in which L 2500 ∝ M 

4 / 3 
BH . The blue and red contours 

in the left-hand panel indicate the parameter space spanned by AGN drawn from the SDSS quasar catalogue and the supplementary sources added from the R17 
NLS1 catalogue, respectively. 
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he changing size of R hot and changing luminosity of the disc also
ets the spectral slope of the power-law tail self-consistently, so that 
he model predicts the entire SED (with some additional assumptions 
bout the warm Compton region). 

We use this model, with spin fixed at 0 and the inclination at
0 ◦ to generate a set of SEDs from black hole masses in the range
og ( M BH /M �) = 5.75–9.75 and adjust the mass-normalized accretion 
ate between ṁ = 0 . 022 − 2 . 5 (the limits of the QSOSED model) to
atch log L 2500 to the midpoint of each grid square. We extract αox 

rom these model SEDs, and colour code each grid point using the
ame colour scale as from the real data. We also o v erplot lines of
onstant L / L Edd on both panels. At high Eddington ratio, the UV
s al w ays dominated by the standard disc o v er this mass range,
o the monochromatic flux L 2500 ∝ ( M BH Ṁ ) 2 / 3 , giving rise to the
traight lines for high L / L Edd on the log ( M BH /M �) − log L 2500 plot.
mportantly this is not a linear relationship even for a standard disc.
 2500 ∝ Ṁ 

2 / 3 ∝ L 

2 / 3 
bol rather than being directly proportional to L bol .

hus using monochromatic flux (or flux in a narrow band) with a
onstant K -correction to convert to bolometric flux and hence derive 
ddington ratio is subtly incorrect even for standard disc models. The 
olid blue line in Fig. 19 shows the Eddington luminosity assuming a
olometric correction of L bol = 2.75 × L 2500 (Krawczyk et al. 2013 ).
The QSOSED model assumes the disc extends outwards only to 

he self-gravity radius, which may be only a few hundred R g at
he lowest accretion rates for the highest masses (see Mitchell et al.,
ubmitted). This causes the very sharp drop in L 2500 for these objects.
f instead we set the outer disc radius to 10 5 R g (as is usually done in
he near-infrared spectroscopic modelling of AGN, e.g. Landt et al. 
011b ), the 0.022 L Edd curve more closely resembles those of higher
ddington ratios (the orange dot-dashed line in Fig. 19 ). 
It is very clear that the data sit between the Eddington limits
ardwired into the QSOSED code. The model assumes that below 

 / L Edd ∼ 0.02, the flow is completely dominated by the optically thin,
eometrically thick, hot plasma (ADAF/RIAF flow). This transition 
s seen directly in the ‘changing-look’ AGN (Noda & Done 2018 ;
uan et al. 2019 ). Abo v e L / L Edd ∼ 2.5, the disc photosphere becomes
righter than its local Eddington flux (Kubota & Done 2019 ), so
ts structure is probably modified by strong winds and/or radial 
dvection of the excess radiation. Both these probably lead to vertical
tructure so the radiation escaping preferentially only in a narrow 

unnel, making these objects rare (as well as probably short lived). 
In the left-hand panel of Fig. 19 we see that the contours indicating

he location of our data do not extend above the L / L Edd = 0.5 line
taken from the QSOSED model for the same mass and UV luminosity)
t the high mass end; this implies that high Eddington fraction flows
re rare at the highest black hole masses in our sample. These objects
re very rare in the local Universe, and are only likely to be present
t the peak of the quasar epoch at z ∼ 2–4, beyond our sample
edshift limit. Conversely, we only see the lowest mass black holes
 M ∼ 10 6 M �) at the highest Eddington ratios as these are otherwise
iluted by their host galaxy (e.g. Done et al. 2012 ). 
In Fig. 20 we show the difference between αox as predicted by

SOSED and as determined in our sample. This shows that there is
enerally reasonable agreement between the model predictions and 
ox estimated from our data, in the majority of bins (97 per cent)
 	αox | < 0.2 and in 52 per cent of the bins | 	αox | < 0.1. A
etailed exploration of the differences between the data and the 
odel predictions as a function of black hole mass, luminosity, and

ccretion rate will be performed in future work (Mitchell et al.,
ubmitted). 
MNRAS 520, 2781–2805 (2023) 
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Figure 20. The difference between αox as predicted by the QSOSED model 
and as found from the data in our sample. The bottom panel shows the 
difference in each mass–luminosity bin, the top panel shows the distribution 
of 	αox values. 
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 DISCUSSION  

he SOUX sample is a medium-sized selection of ≈700 AGN up
o z = 2.5 with quality multiwavelength data. Although it is not
 complete or representative AGN sample, it has been assembled
ith the intention of exploring a wide range of parameter space.
his first study has focused on making key measurements from the
ata (the broad optical emission line properties, multiwavelength
uminosities etc.) and on determining a consistent set of black hole

asses from which we will be able to determine Eddington ratios.
e have taken a preliminary look at changes in the shape of the AGN

ED (characterized by the parameter αox ) as a function of black hole
ass and AGN luminosity. To first order, αox is found to vary with

oth mass and luminosity as broadly expected from a theoretical
odel. Ho we ver, the systematic differences seen at second order
ill require a deeper exploration. Our main findings are discussed
elow. 

.1 Broad emission line properties 

n Section 4.1 , we found that the luminosities of the broad emis-
ion lines H α and H β were very well-correlated, with the mean
uminosity ratio (the Balmer decrement) being 〈 H α/ H β〉 = 3 . 9
Fig. 11 ). The analysed spectra have all been corrected for line-of-
ight Galactic reddening, therefore if (as proposed by Gaskell 2017 )
he intrinsic broad line ratio is close to the Case B value ( ≈2.7) then
he typically higher values that we find imply that a large fraction of
he AGN in our sample are reddened by dust in their host galaxies
r galactic nucleus. In Fig. 12 we show the spectra of two sources
ith high Balmer decrements. One spectrum (6369-56217-0193)

xhibits both high broad line and narrow line Balmer decrements
nd lacks a dominant blue AGN continuum. (Note ho we ver that
YQSOFIT performs a principal component analysis using galaxy and
NRAS 520, 2781–2805 (2023) 
GN eigenspectra to obtain a best estimate of the AGN continuum
evel.) This AGN may plausibly be reddened by dust in its host
alaxy affecting both the BLR and NLR; ho we ver the presence
f reddening in many other spectra with high Balmer decrements
s more ambiguous. For example, the spectrum 5694-56213-0636
also shown in Fig. 12 ) has a high broad-line Balmer decrement
ut a narrow line decrement consistent with Case B and a very
trong, blue continuum. The modified spectrum, dereddened using
he Gaskell et al. ( 2004 ) AGN curve and an A v estimated from the
almer decrement, is shown in orange in Fig. 12 . This spectrum is
1.25 dex brighter than the spectrum from which we have measured

mission line and continuum properties, but it is still quasar-like.
hilst we cannot definitively rule out the intrinsic reddening of such

ndividual sources, Fig. 11 shows that across our sample Balmer
ecrements and the ratio of 5100 and 3000 Å continuum luminosities
re uncorrelated: we would expect there to be a correlation in the
eddening scenario. Alternatively, it is possible that the intrinsic
almer decrements in AGN BLRs are not al w ays close to Case
. This was a conclusion of Schnorr-M ̈uller et al. ( 2016 ), who found

hat the intrinsic Balmer decrements of type 1 AGN spanned a wide
ange (2.5–6.6), derived from photoionization modelling of their
ata; the vast majority of the AGN in our sample fall within this
ange. A range of intrinsic broad-line Balmer decrements would
artly explain why we do not find a correlation between Balmer
ecrements and continuum luminosity ratios in our sample. 
We showed in Section 4.1 that the luminosities of the three broad

mission lines H α, H β, and Mg II are strongly correlated with
he AGN continuum luminosities. Of all emission line-continuum
elations we tested, the least scatter is found between L H β and L 5100 ,
lthough the relationship between the two continuum luminosities
 5100 and L 3000 Å had least scatter o v erall. Whilst the luminosities
f the two Balmer lines are approximately linearly proportional to
 5100 , the log ( L Mg II )–log ( L 5100 ) relation has a gradient noticeably

ower than 1 ( m = 0.87 ± 0.03). These results are similar to those
eported by Shen & Liu ( 2012 ), who also found least scatter between
 5100 and L 3000 Å. Shen & Liu ( 2012 ) report a log ( L H α)–log ( L 5100 )
elation with a gradient consistent with 1 and a log ( L Mg II )–log ( L 5100 )
roportionality consistent with the one we find here (0.86 ± 0.07).
o we ver, in their work they find a much steeper relation between

og ( L H β )–log ( L 5100 ) (1.25 ± 0.07). Collinson et al. ( 2017 ) also
nd a shallower gradient between log ( L Mg II ) and log ( L 5100 ) than
etween the Balmer lines and log ( L 5100 ). In their work, the gradients
f all three emission line luminosities with respect to log ( L 5100 ) were
hallower than 1, although they were working with a much smaller
ample (11 AGN) and much more limited range in luminosities
 ∼1 dex). It has been shown both in observations of reverberation-
apped and ‘changing-look’ AGN (e.g. Sun et al. 2015 ; Zhu, Sun &
ang 2017 ; Kynoch et al. 2019a ) and photoionization models (e.g.
uo et al. 2020 ) that Mg II responds more weakly to changes in the

ontinuum than does H β. Here, we appear to see a similar trend
n a statistical sense across several hundred snapshots of individual
GN. Overall, the strong correlations between the emission line
nd continuum luminosities demonstrate that the former are also
easonable proxies for the BLR radius, which we discuss below. 

.2 Relations for virial black hole masses 

n Section 4 , we computed the black hole masses of the AGN in
ur sample from the broad emission line widths and either a nearby
ontinuum luminosity or the broad emission line luminosity. We
sed several single-epoch virial black hole mass relations taken
rom recent literature (MR16; Greene et al. 2010 ; Woo et al. 2018 ).
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ass estimates from the FWHM of the Balmer lines and L 5100 are
enerally in very good agreement, with a minor systematic difference 
 	 log ( M BH ) | = 0.2 (i.e. a 5 per cent difference in M BH ) and σ =
.22 dex. 
We noticed that estimates made using the emission line luminosi- 

ies were systematically lower than those made using the continuum 

uminosities. The masses were ≈60 per cent lower in the case of H β

nd a factor two lower in the case of H α. Discrepancies of a similar
agnitude have been observed in previous studies calculating the 

lack hole mass of single objects (e.g. Landt et al. 2017 ; Kynoch et al.
019b ) and also in large samples (e.g. Shen & Liu 2012 ). Shen & Liu
 2012 ) compared masses calculated with FWHM(H α)–L H α (Shen 
t al. 2011 ) and FWHM(H β)–L H β (Greene & Ho 2005 ) with fiducial
asses calculated with FWHM(H β)–L 5100 (Vestergaard & Peterson 

006 ) and again estimates using the line luminosities were lower, 
lthough to a lesser extent than we find here (Shen & Liu 2012 report
 	 log [ M BH ] 〉 = −0.08 and −0.04 dex for H α and H β, respectively).
he cause of these systematic discrepancies is not apparent. Since, 
s we noted abo v e, there is generally very good correspondence
etween the emission line and continuum luminosities, in principle 
t should be possible to determine a reliable mass estimate using
ither luminosity as a proxy for the BLR radius. It is not simply the
ase that we have taken scaling relations from different papers in 
hich the relations were derived for different samples of AGN: both 

elations involving H α are taken from MR16. Such large systematic 
ifference in mass are difficult to explain since by equation ( 1 )
 BH ∝ L 

1/2 , a factor four difference in luminosity is required to
econcile a factor two difference in mass. It is very unlikely that
he 5100 Å luminosity is contaminated by stellar light from the 
GN host galaxies, resulting in masses determined using L 5100 to be 
 v erestimates. PYQSOFIT performs a subtraction of the host galaxy 
pectrum where necessary, so in principle the stellar contamination 
as been remo v ed from our measurements. Also, we see a systematic
f fset e ven for the highest mass sources: highly luminous quasars
ith optical luminosities far in excess of their host galaxies. It is
ossible that the procedure we used to fit the broad emission lines to
etermine their width and luminosity could differ from those used 
o determine the M BH relations (MR16 used only two Gaussians 
or the Balmer lines, for example). As described in Section 2.3 , in
his work the broad emission lines were fit with three Gaussians.
n many cases, the total line profile was decomposed into broad, 
ery broad, and intermediate Gaussians. The shallow but very broad 
omponent (of H α in particular) which was often present can add 
 substantial amount of flux to the line without greatly increasing 
he FWHM. Ho we v er, this would hav e the effect of increasing the
mission line luminosities, whereas what we find is that the Balmer 
ines are apparently underluminous compared to the continuum for a 
iven FWHM, resulting in the lower mass estimates. Differences 
n the assumed virial factor f will also result in equi v alently
arger or smaller estimates of the mass. Ho we ver, the relations
e test here use f ≈ 1 so the mass differences ought to be very
inor. 
To a v oid problems introduced by systematic differences in black 

ole masses, we have calculated new mass scaling relations tailored 
o our sample. As described in Section 4.2 these minimize the 
iscrepancy with respect to estimates made from FWHM(H β) and 
 5100 (which we judge is the most reliable estimate). The new 

caling relations are presented in Table 4 . We note here that all
f our relations have a slope α consistent with 0.5, the expected 
alue for an inverse-square scaling of radius with luminosity. The 
ajority of the AGN in our sample (52 per cent) have their adopted
asses derived using the FWHM(H β)–L 5100 relation from MR16. 
5 per cent of the sample have their preferred mass estimate taken
rom our FWHM(Mg II ) and L 3000 Å relation; these were mostly
he high- z AGN in our sample, lacking optical spectral co v erage of
 β. Our ne wly deri ved FWHM(Mg II )–L 3000 Å mass relation has
 very minor systematic offset with respect to the fiducial masses
alculated via the FWHM(H β)–L 5100 relation of MR16: the median 
ifference in mass is negligible, although there is substantial scatter 
 σ = 0.26 de x). F ollowing these recalibrations, we do not e xpect that
sing different mass relations for different AGN will have an adverse
mpact on our results. 

.3 αox 

n Section 5 , we explored the relationship between the UV-X-ray
nergy index αox with the UV and X-ray luminosities and with black
ole masses and accretion rates. As mentioned in Section 3.1 , we
ave used a mixture of spectroscopic and photometric measure- 
ents of L 2500 (from which we derive αox ) and there are subtle

ifferences between the two luminosity estimates. In Appendix A , 
e have performed a detailed investigation of the potential impact 
f mixing different luminosity measures on our results, in particular 
n the log ( L 2500 )–αox correlation. To summarize, the average differ-
nce between spectroscopic and photometric luminosities is small 
 〈 	 log ( L 2500 ) 〉 = −0.02 dex) and we derive very similar distributions
f αox from both the spectroscopic and photometric estimates 
the αox distributions are statistically indistinguishable). We have 
ecalculated log ( L 2500 )–αox relations for the spectroscopically and 
hotometrically derived quantities separately. Each subset shows a 
tatistically significant positive correlation between log ( L 2500 ) and 
ox , with similar dispersions ( ≈0.1 dex) so it does not appear that
hotometric measurements of L 2500 are substantially less reliable 
han the spectroscopic ones. The photometric log ( L 2500 )–αox relation 
iffers most from the spectroscopic one at the highest luminosities 
Fig. A2 ). Ho we ver, this dif ference will have little ef fect on our
nalysis in Section 5 . The high-luminosity sources are mostly at
igh redshift ( z > 0.5) and for these we have adopted log ( L 2500 )
rom spectroscopy rather than photometry. Very few sources lie in 
he region of parameter space in which the photometric log ( L 2500 )–
ox relation is substantially different from the spectroscopic one and 

or which log ( L 2500 ) and αox were estimated from photometry. We
onclude that the mixing of spectroscopically and photometrically 
erived UV luminosities does not greatly affect our results and note
hat several of our relations are in good agreement with those of
revious studies. 
Our analysis of the final sample in Section 5 demonstrates a highly

ignificant correlation of αox with the monochromatic UV luminosity 
og ( L 2500 ) for all AGN as well as the four subsets (narrow- and broad-
ine; radio-loud and quiet) taken separately. No highly significant 
og ( L 2 keV )–αox correlation was found for any individual subset, or 
or the full sample, although a marginally significant correlation 
 > 3 σ ) was found for the RQ subset only (see Table 5 and Fig. 16 ). In
 previous study of quasars, Lusso et al. ( 2010 ) found no significant
elation between αox and log ( L 2 keV ), consistent with our results from
 sample containing both quasars and NLS1s. 

Figs 16 and 17 illustrate differences in the αox distributions, and 
he relationship between αox and UV luminosity, between different 
ubsets of our sample. Whilst on avera g e narrow-line AGN have
ower α ox than broad-line AGN they have slightly higher α ox when 
ompared with broad-line AGN in the same L 2500 bin, likely as a
esult of the stronger soft X-ray excess (warm corona) component 
n the former. Figs 16 and 17 show a subtle difference in the
ependence of αox on the UV luminosity between the NL and BL
MNRAS 520, 2781–2805 (2023) 
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ubsets, with the best-fitting αox –L 2500 relation being slightly steeper
or NL AGN. Starker differences are apparent between our radio-
oud and radio-quiet AGN: the radio-loud AGN are on average

ore X-ray luminous than the radio-quiet sources although both
ets have similar UV luminosities (Fig. 16 ). We can see in Fig. 16
hat radio-loud AGN are systematically offset to lower α ox with
espect to the radio-quiet sources, and very few radio-loud AGN
re found to have higher α ox than the average for radio-quiet AGN
t a given log L 2500 . Even when binning by L 2500 , radio-loud AGN
ave systematically lower α ox (harder SEDs) than the radio-quiet
GN. This trend has been noted in previous studies. Lawther et al.
 2017 ) found that radio-loud objects in their sample of z ≈ 2 AGN
ere offset from the best-fitting L 2500 –αox relation determined by
trate v a et al. ( 2005 ) for radio-quiet quasars. More recently, Zhu
t al. ( 2020 ) found that their large sample of radio-loud quasars
ere offset from a comparison radio-quiet sample, also in the same

ense that we find here. In this work we show that the same trend
xtends to lower luminosities and redshifts than probed by Lawther
t al. ( 2017 ), consistent with the findings of Zhu et al. ( 2020 ). Often
his systematic offset between RL and RQ AGN is attributed to
he radio jet contributing to the hard X-ray band, resulting in an
ncreased X-ray flux and lower UV/X-ray ratio. However, Zhu et al.
 2020 ) argue that for steep radio spectrum sources the excess X-ray
uminosity of radio-loud AGN is likely not due to contamination
f the X-ray emission by the jet, but rather some evolution of the
isc–corona configuration. Zhu et al. ( 2020 ) proposed that the best-
tting relation between αox and log L 2500 for radio-quiet quasars
which we show in Fig. 16 ) represented an approximate ‘jet line’
or AGN, in analogy to the jet line of accreting stellar mass black
oles (e.g. Fender et al. 2004 ): jets are quenched for AGN on the
oft-SED side of the line and the most powerful jets are found in
ources with the hardest SEDs for a given L 2500 . The best-fitting αox –
og L 2500 relation for radio-quiet quasars found by Zhu et al. ( 2020) is
ntirely consistent with our relation for radio-quiet AGN (Table 5 and 
ig. 16 ). 
In Section 5.2 , we calculated the mean αox for 31 subsets of AGN,

inned in both log ( M BH ) and log ( L 2500 ), ranging o v er four orders of
agnitude in each quantity (Fig. 19 ). Fig. 19 illustrates the diversity

f our sample – blue and red contours show the location in parameter
pace of AGN drawn from the quasar and NLS1 catalogues, respec-
ively. The inclusion of AGN from the NLS1 catalogue extends our
ample to, on average, lower black hole masses and higher accretion
ates than probed by the quasars. This wide co v erage of parameter
pace allows us to track changes in the spectral shape (characterized
y αox ) with both mass and accretion rate. We compared the mean
ox for each bin to the prediction made from the AGN SED model
SOSED . The correspondence between the model predictions and our
ample data is remarkably good: nearly two thirds of bins have | 	αox |
 0.1 and in all but one bin | 	αox | < 0.2. Fig. 20 shows that the

argest differences between the data and the model are at the extremes
f the parameter space: for high-mass/high-luminosity AGN, the
odel predicts SEDs which are too red and for lo w-mass/lo w-

uminosity AGN the predictions are too blue. Of course, if there
s a systematic error in the calculation of the black hole masses then
he QSOSED predictions are not being compared with the appropriate
GN (ho we ver, as described pre viously, we have made efforts to
nsure our mass estimates are reliable). Alternatively, whilst QSOSED

akes good predictions for moderate masses and luminosities, it is
ossible that the actual disc–corona coupling is more complex than
ssumed by the model. We will explore these issues in more detail by
odelling the full broad-band SEDs of our sample (Mitchell et al.,

ubmitted). 
NRAS 520, 2781–2805 (2023) 
 SUMMARY  A N D  C O N C L U S I O N S  

e have assembled a sample of 696 AGN with SDSS optical spectra
hich also have X-ray spectra and simultaneous UV photometry

ecorded by XMM-Newton . Although this is not a complete or
epresentative sample of AGN, the objects in our sample cover a
ide range in black hole mass, accretion rate, spectral hardness, and

edshift. The majority of sources in our sample are luminous AGN
ound in the SDSS-DR14 quasar catalogue; these are supplemented
ith a selection of lower luminosity, narrow-line type 1 AGN in the

ocal Universe (taken from R17). 
We have performed new optical spectral fits so that we have

omparable measurements of the AGN continuum and at least one
road emission line (H α, H β, or Mg II ) for the narrow-line AGN
and broad-line AGN that lacked a measurement of the Mg II spectral
egion). We computed single-epoch virial black hole masses for the
GN in our sample using these broad emission lines with both

he local continuum luminosity and the emission line luminosity.
o we ver, we found some large systematic differences between mass

stimated made using different relations (masses calculated with
WHM[H α] and L H α are on average a factor two lower than those
ade using L 5100 ). We have calculated new virial black hole mass

elations which minimize the systematic offsets with respect to
ducial black hole masses calculated using FWHM(H β) and L 5100 . 
From the X-ray catalogue flux es, we hav e estimated rest-frame

 keV luminosities and X-ray photon indices for the full sample.
ombining these with our UV measurements, we have calculated

he energy index αox , an indicator of the broad-band SED shape. We
ound that narrow-line sources have steeper X-ray spectra (higher
) and, when controlling for L UV , have softer broad-band SEDs

higher αox ) than typical broad-line AGN. Differences were also
ound with respect to radio properties with radio-loud AGN being
n average more X-ray luminous and having harder SEDs (lower
ox ) than the radio-quiet subset. Fig. 19 illustrates that the majority
f the AGN in our sample lie between 0.02 < L / L Edd < 2, with
arrow-line type 1 offset to lower masses and higher accretion rates
ompared with the broad-line quasars. We have shown that, to first
rder, the model QSOSED makes very good predictions of αox for a
iven black hole mass and UV luminosity (assumed to be a proxy
or the accretion rate). Importantly ho we ver, there are systematic
ifferences between the data and model predictions at the extremes
f the mass-accretion rate parameter space. In a subsequent paper
Mitchell et al., submitted), we will model the broad-band SEDs,
esting the physical assumptions made in the QSOSED model and
urther explore the relationships between the UV/optical and X-ray
pectra. 
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6 The Pearson correlation coefficient of 	 log ( L 2500 ) with log ( L 

spec . 
2500 ) is 0.21 

with a p -value 
0.05; for the correlation of 	 log ( L 4400 ) with log ( L 
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4400 ) we 

determine a coefficient 0.13 and p -value 0.002. 
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PPENDIX  A :  U V  A N D  O P T I C A L  

UMIN OSITIES  

n Section 3.1 , we estimated the UV luminosities at rest-frame 2500 Å
rom either the optical spectrum of a source, or its XMM-Newton OM
r SDSS photometry and in Section 5 we used these to calculate αox .
imilarly, in Section 3.1 we estimated the optical luminosities at
est-frame 4400 Å from either the optical spectrum of a source or
ts SDSS photometry and used these to calculate the radio loudness
arameter R in Section 3.3 . This mixture of luminosity measures
rom different sources is not ideal and raises the following issues: 
NRAS 520, 2781–2805 (2023) 
(i) Variability: only the OM photometry was recorded simultane-
usly with the X-ray data but the SDSS spectra and photometry were
ot. 
(ii) Aperture effects: the XMM OM photometric aperture (12–

5 arcsec diameter) is larger than the SDSS spectral fibre diameter
3 arcsec for the SDSS spectrograph and 2 arcsec for the BOSS
pectrograph). 

(iii) Flux sampling: the luminosities are arguably best determined
rom the spectra, from which the flux is measured in a narrow (100 Å
ide) window centred on the rele v ant rest-frame wavelength. In

ontrast the OM and SDSS photometric bands sample flux from
 larger wavelength window: the effective widths of the bands
re several hundred Å and therefore they possibly contain some
road-line emission. Whilst we took photometric fluxes from a band
ontaining either 2500 or 4400 Å, the bands will not generally be
entred on these wavelengths. The Galactic dust dereddening we
ave applied to the fluxes will be more accurate for the spectroscopic
easures than the photometric ones (although Galactic extinction is

ery low in the SDSS survey area, and the effect of reddening at
400 Å is relatively minor anyway). 

ere we assess the possible scale of the discrepancies that may be
ntroduced, and their effect on αox and R across the sample. 

For L 2500 162 sources have a measurement derived from both the
DSS spectrum and XMM OM photometry; 414 sources have a mea-
urement derived from both the spectrum and SDSS photometry. For
 4400 588 sources have a measurement derived from both the SDSS
pectrum and SDSS photometry (note that we did not use any XMM
M photometry to determine L 4400 ). In Fig. A1 , we compare the

pectroscopic and photometric measures of the luminosities at 2500
nd 4400 Å; we have used LINMIX to determine the best-fitting linear
egressions and present the values in Table A1 . Panels (d) in Fig. A1
how that the relationship between the spectroscopic and photometric
uminosities is approximately one-to-one across several orders of
agnitude in luminosity, ho we ver there is substantial scatter ( σ =

.14 dex for L 2500 and 0.09 dex for L 4400 ). We have also calculated the
uminosity differences 	 log ( L ) = log ( L 

spec. ) − log ( L 

phot. ) and do not
nd, on average, strong e vidence for a systematic of fset between the
pectroscopic and photometric luminosities with 〈 	 log ( L 2500 ) 〉 =
0.02 ± 0.16 and 〈 	 log ( L 4400 ) 〉 = −0.03 ± 0.13. This is clear

rom panels (g) of Fig. A1 which show the distributions of 	 log ( L ).
anels (e) show 	 log ( L ) as a function of log ( L 

spec. ); in these panels
e see a weak tendency for photometric measurements to be higher

han spectroscopic ones at low spectroscopic luminosities and vice
ersa. Both 	 log ( L 2500 ) and 	 log ( L 4400 ) are weakly but significantly
orrelated with their corresponding spectroscopic luminosities. 6 

As panels (f) in Fig. A1 show, we can directly compare spectro-
copic and photometric measures of L 4400 , but not L 2500 , for AGN
t z � 0.5. We would expect to see greater discrepancies at 4400 Å
or these low redshifts because (i) aperture effects will be greatest
or AGN in resolved host galaxies and (ii) galaxies will be relatively
righter in the optical than the UV. Panel (f) in the L 4400 plot shows
hat there is no significant correlation between 	 log ( L 4400 ) and z:
he Pearson correlation coefficient is 0.05 with p -value 0.20. This
rovides some reassurance that the photometric UV fluxes will
ot be strongly enhanced either. The extremes of the discrepancies
long the best-fitting linear regressions are 	 log ( L 2500 ) � ±0.1 dex
nd 	 log ( L 4400 ) � ±0.05 dex which are small when compared

http://dx.doi.org/10.1093/mnras/stz2016
http://dx.doi.org/10.1086/523035
http://dx.doi.org/10.1093/mnras/sty2032
http://dx.doi.org/10.1086/163513
http://dx.doi.org/10.1086/190793
http://dx.doi.org/10.1111/j.1365-2966.2012.21706.x
http://dx.doi.org/10.1051/0004-6361/201732445
http://dx.doi.org/10.1086/423269
http://dx.doi.org/10.3847/1538-4365/aa6971
http://dx.doi.org/10.3847/1538-4365/ab99c5
http://dx.doi.org/10.3847/1538-4357/ab3c1a
http://dx.doi.org/10.1051/0004-6361/202243411
http://dx.doi.org/10.1051/0004-6361/201935491
http://dx.doi.org/10.1086/305772
http://dx.doi.org/10.1093/mnras/stw1865
http://dx.doi.org/10.1088/0004-637X/753/2/125
http://dx.doi.org/10.1088/0067-0049/194/2/45
http://dx.doi.org/10.3847/1538-4365/ab074f
http://dx.doi.org/10.1086/431247
http://dx.doi.org/10.1088/0004-637X/811/1/42
http://dx.doi.org/10.1051/0004-6361/201630181
http://dx.doi.org/10.1086/183100
http://dx.doi.org/10.1086/500572
http://dx.doi.org/10.1051/0004-6361/201937353
http://dx.doi.org/10.3847/1538-4357/aabf3e
http://dx.doi.org/10.1086/422429
http://dx.doi.org/10.1086/425626
http://dx.doi.org/10.1086/504869
http://dx.doi.org/10.3847/1538-4357/aa76e7
http://dx.doi.org/10.1093/mnras/staa1411
https://academic.oup.com/mnrasl/article-lookup/doi/10.1093/mnras/stad221#supplementary-data


The SOUX AGN sample – sample definition 2801 

(a)
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Figure A1. A comparison of spectroscopic and photometric measures of the luminosities at 2500 Å (top) and 4400 Å (bottom). Panels (d) show a scatter plot of 
the spectroscopic and photometric luminosities; the black line is the one-to-one relation and the orange line in panels (d), (e), and (f) shows the best-fitting linear 
regression, with the 1 σ confidence regions shaded orange. Panels (e) and (f) are scatter plots of the luminosity difference 	 log ( L ) = log ( L spec. ) − log ( L phot. ) 
as a function of log ( L spec. ) and redshift, respectively. Histograms of 	 log ( L ) are shown in panels (g). Panels (a) show the distributions of log ( L ) for all possible 
sources. Panels (b) show the distributions of the spectroscopic measures of log ( L ) for sources plotted in panels (e). Panels (c) show the redshift distribution of 
all 696 AGN. Note that we used both XMM OM and SDSS photometry to determine L 2500 but only SDSS photometry to determine L 4400 . 

Table A1. Linear regression parameters for the comparisons of L 2500 and 
L 4400 measurements from spectra and photometry. 

Indep. var. Dep. var. Slope Intercept σ

log 
(
L 

spec . 
2500 

)
log 

(
L 

phot. 
2500 

)
0.966 ± 0.012 1.55 ± 0.54 0.14 

log 
(
L 

spec . 
2500 

)
	 log ( L 2500 ) 0.053 ± 0.012 − 2.40 ± 0.53 0.14 

Redshift 	 log ( L 2500 ) 0.040 ± 0.018 − 1.06 ± 0.02 0.14 

log 
(
L 

spec . 
4400 

)
log 

(
L 

phot. 
4400 

)
0.990 ± 0.007 0.47 ± 0.33 0.09 

log 
(
L 

spec . 
4400 

)
	 log ( L 4400 ) 0.014 ± 0.007 − 0.65 ± 0.33 0.09 

Redshift 	 log ( L 4400 ) 0.042 ± 0.017 − 0.042 ± 0.009 0.09 

Note. We define 	 log ( L 2500 ) = log ( L 

spec . 
2500 ) − log ( L 

phot. 
4400 ). 
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ith the scatter between the luminosities. We therefore judge that 
ny systematic differences between spectroscopic and photometric 
uminosities have a negligible effect on our results. 

We examined the impact on the radio loudness categorization by 
etermining the number of sources which would change category if 
heir photometric L 4400 were ‘wrong’ on the scale of the scatter 
etween spectroscopic and photometric measurements. Only 35 
GN with radio information (6 per cent) hav e L 4400 deriv ed from
hotometry, compared with 593 which have L 4400 derived from their 
ptical spectrum. We have checked these 35 sources and only three
ave | [log ( L 5GHz ) − 1] − log ( L 4400 ) | > 0.09 dex (where 0.09 dex is
he scatter between measurements determined abo v e) meaning their 
adio loudness classification would change if the optical luminosities 
hange by ±0.09 dex. All three were undetected in FIRST, so the
adio loudness classifications are only estimates based on the FIRST 

ux limit (as described in Section 3.3 ). One source, which we have
lassified as radio-quiet, would have undetermined radio loudness if 
t were 0.09 dex optically fainter. The other two have undetermined
adio loudness but would be classified as radio-quiet if they were
.09 dex optically brighter. A change in the radio loudness category
f three AGN out of 611 will not have a noticeable effect on our
esults. 

There was a greater mixture of L 2500 measurements: as stated 
n Section 3.1 , for 421 AGN we have used L 2500 from the optical
pectrum and for 264 AGN (39 per cent) we have used photometry.
e therefore test for possible discrepancies in αox that may result 

rom this mixture. Optical spectroscopic co v erage of rest-frame 
MNRAS 520, 2781–2805 (2023) 
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M

Figure A2. Relationships of αox and log ( L 2500 ) for log ( L 2500 ) derived from 

the optical spectra (pink pluses) and from photometry (purple circles). All 
416 sources shown have a measure of log ( L 2500 ) from both the spectrum and 
photometry, so they cover the same range in redshift. The pink and purple 
solid lines show the best-fitting linear regressions for log ( L 

spec . 
2500 )–αox and 

αox –log ( L 

phot. 
2500 ), respectively, with 3 σ uncertainty regions shaded in the same 

colours. The orange line shows the best-fitting linear regression for the full 
sample (as in Fig. 16 ). The top and right-hand panels show the distributions 
of the two quantities for each subset, and we quote the median value and 
standard deviation. 
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Table A2. Linear regression parameters for log ( L 2500 )–αox relations when 
L 2500 is derived from either spectra or photometry. 

Subset N Slope Intercept σ

log 
(
L 

spec . 
2500 

)
416 0.168 ± 0.011 −3.64 ± 0.32 0.11 

log 
(
L 

phot. 
2500 

)
416 0.127 ± 0.009 −2.43 ± 0.28 0.12 

All with αox 685 0.120 ± 0.006 −2.16 ± 0.19 0.13 

Note . F or the log ( L 

spec . 
2500 ) subset log ( L 2500 ) has been derived from the optical 

spectrum and this value is used to determine αox . The log ( L 

phot. 
2500 ) subset 

contains the same 416 sources, but αox has been determined from the 
photometrically derived log ( L 2500 ). For comparison we also give values 
for the full set of 685 AGN with αox , which contains a mixture of 
spectroscopically (421) and photometrically (264) derived quantities. 

Figure A3. The UV luminosity at 2500 Å versus source redshift. The vertical 
red dashed line indicates the approximate redshift abo v e which rest-frame 
2500 Å is contained within an SDSS spectrum. The horizontal red dashed 
line indicates the luminosity abo v e which we see a substantial discrepancy 
in the log ( L 2500 )–αox relations for spectroscopically and photometrically 
derived quantities (see Fig. A2 ). 
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500 Å is only possible for sources at z � 0.5, whereas the wide
avelength range spanned by the UV-optical-infrared photometric
lters mean that a L 2500 determination is possible across the full
ange of redshifts co v ered by our sample. To a v oid biases introduced
y selecting different subsets of AGN in our parameter space, we
est only the set of 416 AGN which have both a spectroscopic and
hotometric value of L 2500 . For each of these AGN, we have two
alues of L 2500 and two corresponding values of αox ; these are shown
n Fig. A2 . The plot shows that the distributions of L 2500 and αox 

re slightly different for the spectroscopic and photometric subsets.
he median log ( L 2500 / erg s −1 Hz −1 ) = 30 . 15 for the spectroscopic
easurements and is slightly higher for the photometric measure-
ents with a median of 30.34. KS and Anderson–Darling tests both

ndicate that the log ( L 2500 ) measurements are drawn from different
istributions (the p values of the tests are both <0.001). However,
hilst the αox distributions are not identical, the same statistical

ests cannot rule out that the spectroscopically and photometrically
erived quantities are drawn from the same distribution (the p values
re 0.44 and 0.25, respectively). So we see consistency in the derived
ox values despite a slight difference in log ( L 2500 ). 
We have recomputed log ( L 2500 )–αox relations for the spectro-

copic and photometric quantities separately. The best-fitting linear
egressions for the two subsets both show a statistically significant
ositive correlation between αox and log ( L 2500 ), as was found for the
ull sample in Section 5 (see Table A2 ). In Fig. A2 we show these
est-fitting relations and their 3 σ uncertainty regions. The relation
or the spectroscopic subset is slightly steeper (slope 0.168 ± 0.011)
han that of the photometric subset (slope 0.127 ± 0.009). In
he plot we see that the two relations agree to within 3 σ up
NRAS 520, 2781–2805 (2023) 
o log ( L 2500 / erg s −1 Hz −1 ) ≈ 30 . 5, abo v e which we see a greater
iscrepancy. Again, we judge that this will have only a minor effect
n our results. As stated in Section 3.1 , we have taken L 2500 from
he optical spectrum where it is available (which it is for sources
t z � 0.5) and used this value to determine αox . Only where
 2500 is not available in an optical spectrum will we have estimated
 2500 and αox from photometry. Fig. A3 demonstrates that there
re very few sources in the region of parameter space in which
 2500 can only be determined from photometry and the spectroscopic
nd photometric log ( L 2500 )–αox relations are substantially different.
ince there is very good agreement between the spectroscopic and
hotometric log ( L 2500 )–αox relations in the region of parameter space
hat contains the majority of our sources, we do not believe that

ixing the two types of measurement will have a substantial impact
n our results and conclusions. This is corroborated by the fact that
e see good agreement between our log ( L 2500 )–αox relations and

hose of previous studies (e.g. Strateva et al. 2005 ; Lusso et al. 2010 ;
hu et al. 2020 ). 
Based on the findings of previous work, we do not expect the scale

f aperture effects to be very substantial in the SOUX sample. In a
ample of 51 z < 0.4 AGN, Jin et al. ( 2012a ) noticed a discrepancy
etween flux levels of the SDSS spectra and XMM photometry for
7 sources, all with z � 0.24. The photometric points were abo v e
he extrapolation from the optical spectra, so it was proposed that
he discrepancies were due to aperture effects, as described abo v e.
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igure B1. The number of SDSS optical spectra ( N spec ) available for the 696
GN in our sample, up to and including DR14. The majority of our sample

83 per cent) have only one spectrum, but a small number have ≈50 spectra. 

o obtain better agreement, Jin et al. ( 2012a ) reanalysed the optical-
V images for affected sources and remeasured the photometry 
sing a smaller aperture, excluding more of the extended host galaxy 
ux. The optical-UV photometric fluxes were generally reduced by 
50 per cent when using a smaller aperture (see fig. 1 of Jin et al.

012a ). A bespoke reanalysis of the OM photometry for AGN in the
OUX sample is not feasible since it contains hundreds of sources
nd our investigation here is based on the analysis of standard 
atalogue and pipeline data, rather than tailored data reductions. 
nlike the low-redshift AGN sample of Jin et al. ( 2012a ), the SOUX

ample consists of AGN drawn from NLS1 and quasar catalogues, 
o our AGN are generally UV-bright and not strongly contaminated 
y their host galaxy flux in the UV. 

PPEN D IX  B:  AG N  WITH  MULTIPLE  O P T I C A L  

PECTRA  

hilst in this study, we consider only one optical spectrum per 
GN, many sources have been observed multiple times. Here we 

ho w quantitati vely the number of spectra for the AGN in the SOUX
ample. We use ASTROQUERY (Ginsburg et al. 2019 ) to search for all
ptical spectra of our 696 AGN in SDSS DR14. The query performs
 2 arcsec-radius search around the input coordinates (taken from the 
 ̂ aris et al. 2018 and R17 catalogues) for sources with spectroscopy.
e checked that all spectra returned by the query relate to the same

bject (i.e. the y hav e the same ObjID ) and that the specific spectrum
nalysed in this work is one of those. No results were returned
y ASTROQUERY for seven AGN; for these we manually checked 
or all spectra in the SDSS Science Archive Server. 7 We show the

 https://dr 14.sdss.or g/optical/spectr um/search 
istribution of the number of spectra in Fig. B1 . Whilst 83 per cent of
he AGN in our sample have only one optical spectrum, 17 have many
 > 49). The wealth of optical data for these AGN may be explored
urther in future studies. 

PPENDI X  C :  QUALI TY  FLAG S  

e assess the quality of measurements determined from the spectral 
ts by assigning a quality flag. If no issues are raised the quality flag
alue is 0 and the measurement may be considered to be reliable. The
uality flags are integer numbers which are the sum 2 Bit 0 + 2 Bit 1 ...
 2 Bit n for set bits. The bit numbers and the conditions for setting

hem are listed in Tables C1 and C2 . For example, if the fractional
ncertainty of the FWHM of a measured broad H β line is greater
han 2 and the uncertainty on the velocity offset of the line is greater
han 1000 km s −1 then bits 5 and 8 are set and the H β quality flag
as the value 2 5 + 2 8 = 32 + 256 = 288. 

Table C1. Quality flags for the fitted continuum. 

Bit Condition 

– no quality flags raised 
0 the luminosity or its uncertainty are zero, NaN, or infinite 
1 fractional uncertainty of the luminosity > 1.5 
2 the continuum slope or its uncertainty are zero, NaN, or infinite 
3 the continuum slope has reached the lower or upper limit in the fit 
4 the uncertainty on the continuum slope > 0.3 
5 the continuum fit χ2 

ν > 50 

Table C2. Quality flags for the fitted emission lines. 

Bit Condition 

– no quality flags raised 
0 S/N in the continuum around the line < 3 
1 the luminosity or its uncertainty are zero, NaN, or infinite 
2 fractional uncertainty of the luminosity > 1.5 
3 the FWHM or its uncertainty are zero, NaN, or infinite 
4 the FWHM ≤ 910 km s −1 

5 the fractional uncertainty of the FWHM > 2 
6 the velocity offset or its uncertainty are zero, NaN, or infinite 
7 the velocity offset has reached the lower or upper limit in the fit 
8 the uncertainty on the velocity offset > 1000 km s −1 

PPENDI X  D :  TA BLE  I N F O R M AT I O N  

e have made available online a table containing the details (RA,
ec., z, etc.), measurements (emission line widths, optical, and X- 

ay continuum luminosities etc.) and derived quantities (black hole 
asses, αox etc.) of the 696 AGN in the SOUX sample. Table D1

ives an overview of the columns of that table. 
MNRAS 520, 2781–2805 (2023) 
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Table D1. The SOUX AGN sample – column information for the table containing the details, measurements, and derived quantities for the 696 AGN. 

# Column name Units Description 

Source and SDSS optical spectrum details: 
1 SDSS ID Unique SDSS spectrum identifier (PLATE-MJD-FIBER) 
2 RA Degrees Right Ascension (J2000) 
3 DEC Degrees Declination (J2000) 
4 Z Spectroscopic redshift 
5 DR14Q 0: source is not in the SDSS DR14 quasar catalogue; 1: source is in the SDSS DR14 quasar catalogue 
6 R17 0: source is not in the R17 NLS1 catalogue; 1: source is in the R17 NLS1 catalogue 
7 SN RATIO CONT Median S/N sampled in emission-line free windows of the spectrum 

8 MIN WAVE Å Shortest rest-frame wavelength covered in the optical spectrum 

9 MAX WAVE Å Longest rest-frame wavelength covered in the optical spectrum 

UV-optical continuum measurements: 
10 LOG L1350 erg s −1 Logarithm of the continuum luminosity at 1350 Å (rest-frame) from the SDSS spectrum 

11 LOG L1350 ERR erg s −1 Uncertainty on LOG L1350 ERR 

12 QUALITY L1350 Quality flag on LOG L1350 (see Table C1 ) 
13 LOG L2500 SPEC erg s −1 Logarithm of the continuum luminosity at 2500 Å (rest-frame) from the SDSS spectrum 

14 LOG L2500 SPEC ERR erg s −1 Uncertainty on LOG L2500 SPEC 

15 LOG L2500 PHOT OM erg s −1 Logarithm of the continuum luminosity at 2500 Å (rest-frame) from XMM-Newton OM photometry 
16 LOG L2500 PHOT OM ERR erg s −1 Uncertainty on LOG L2500 PHOT OM 

17 LOG L2500 PHOT SDSS erg s −1 Logarithm of the continuum luminosity at 2500 Å (rest-frame) from SDSS photometry 
18 LOG L2500 PHOT SDSS ERR erg s −1 Uncertainty on LOG L2500 PHOT SDSS 
19 LOG L2500 ALPHA OX Which L 2500 measurement was used to calculate ALPHA OX (#86) 
20 LOG L3000 erg s −1 Logarithm of the continuum luminosity at 3000 Å (rest-frame) from the SDSS spectrum 

21 LOG L3000 ERR erg s −1 Uncertainty on LOG L3000 ERR 

22 QUALITY L3000 Quality flag on LOG L3000 (see Table C1 ) 
23 LOG L4400 SPEC erg s −1 Logarithm of the continuum luminosity at 4400 Å (rest-frame) from the SDSS spectrum 

24 LOG L4400 SPEC ERR erg s −1 Uncertainty on LOG L4400 SPEC 

25 LOG L4400 PHOT OM erg s −1 Logarithm of the continuum luminosity at 4400 Å (rest-frame) from XMM-Newton OM photometry 
26 LOG L4400 PHOT OM ERR erg s −1 Uncertainty on LOG L4400 PHOT OM 

27 LOG L4400 PHOT SDSS erg s −1 Logarithm of the continuum luminosity at 4400 Å (rest-frame) from SDSS photometry 
28 LOG L4400 PHOT SDSS ERR erg s −1 Uncertainty on LOG L4400 PHOT SDSS 
29 LOG L4400 R LOUD Which L 4400 measurement was used to calculate R LOUD (#90) 
30 LOG L5100 erg s −1 Logarithm of the continuum luminosity at 5100 Å (rest-frame) from the SDSS spectrum 

31 LOG L5100 ERR erg s −1 Uncertainty on LOG L5100 ERR 

32 QUALITY L5100 Quality flag on LOG L5100 (see Table C1 ) 

Broad emission line measurements: 
33 FWHM HA BR km s −1 Full-width at half-maximum of the broad H α emission line 
34 FWHM HA BR ERR km s −1 Uncertainty on FWHM HA BR 

35 PEAK HA BR Å Peak wavelength of the broad H α emission line 
36 PEAK HA BR ERR Å Uncertainty on PEAK HA BR 

37 EW HA BR Å Equi v alent width of the broad H α emission line 
38 EW HA BR ERR Å Uncertainty on EW HA BR 

39 LOGL HA BR erg s −1 Logarithm of the luminosity of the broad H α emission line 
40 LOGL HA BR ERR erg s −1 Uncertainty on LOGL HA BR 

41 QUALITY HA Quality flag on the broad H α emission line (see Table C2 ) 
42 FWHM HB BR km s −1 Full-width at half-maximum of the broad H β emission line 
43 FWHM HB BR ERR km s −1 Uncertainty on FWHM HB BR 

44 PEAK HB BR Å Peak wavelength of the broad H β emission line 
45 PEAK HB BR ERR Å Uncertainty on PEAK HB BR 

46 EW HB BR Å Equi v alent width of the broad H β emission line 
47 EW HB BR ERR Å Uncertainty on EW HB BR 

48 LOGL HB BR erg s −1 Logarithm of the luminosity of the broad H β emission line 
49 LOGL HB BR ERR erg s −1 Uncertainty on LOGL HB BR 

50 QUALITY HB Quality flag on the broad H β emission line (see Table C2 ) 
51 BALMER SOURCE K23: Balmer lines measurements from this work; R20: Balmer lines measured by R20 
52 FWHM MGII BR km s −1 Full-width at half-maximum of the broad Mg II emission line 
53 FWHM MGII BR ERR km s −1 Uncertainty on FWHM MGII BR 

54 PEAK MGII BR Å Peak wavelength of the broad Mg II emission line 
55 PEAK MGII BR ERR Å Uncertainty on PEAK MGII BR 

56 EW MGII BR Å Equi v alent width of the broad Mg II emission line 
57 EW MGII BR ERR Å Uncertainty on EW MGII BR 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/520/2/2781/6994543 by guest on 25 January 2024



The SOUX AGN sample – sample definition 2805 

MNRAS 520, 2781–2805 (2023) 

Table D1 – continued 

# Column name Units Description 

58 LOGL MGII BR erg s −1 Logarithm of the luminosity of the broad Mg II emission line 
59 LOGL MGII BR ERR erg s −1 Uncertainty on LOGL MGII BR 

60 QUALITY MGII Quality flag on the broad Mg II emission line (see Table C2 ) 
61 MGII SOURCE K23: Mg II measurements from this work; R20: Mg II measured by R20 
62 MGII SEP 0: Mg II region modelled in global fit to full spectrum; 1: Mg II region modelled separately to Balmer line 

regions (see Section 2.3 ) 
63 LINEWIDTH N: narrow-line type 1 AGN; B: broad-line type 1 AGN (see Section 2.3.1 ) 

Black hole mass estimates: 
64 MASS HA 5100 MR16 M � BH mass estimate from FWHM HA BR and LOG L5100 using the relation of MR16 
65 MASS HA HA MR16 M � BH mass estimate from FWHM HA BR and LOGL HA BR using the relation of MR16 
66 MASS HB 5100 MR16 M � BH mass estimate from FWHM HB BR and LOG L5100 using the relation of MR16 
67 MASS HB HB G10 M � BH mass estimate from FWHM HB BR and LOGL HB BR using the relation of Greene et al. ( 2010 ) 
68 MASS MGII 3000 MR16 M � BH mass estimate from FWHM MGII BR and LOG L3000 using the relation of MR16 
69 MASS MGII MGII W18 M � BH mass estimate from FWHM MGII BR and LOGL MGII BR using the relation of Woo et al. ( 2018 ) 
70 MASS HA 5100 K23 M � BH mass estimate from FWHM HA BR and LOG L5100 using the relation found in this work 
71 MASS HA HA K23 M � BH mass estimate from FWHM HA BR and LOGL HA BR using the relation found in this work 
72 MASS HB HB K23 M � BH mass estimate from FWHM HB BR and LOGL HB BR using the relation found in this work 
73 MASS MGII 3000 K23 M � BH mass estimate from FWHM MGII BR and LOG L3000 using the relation found in this work 
74 MASS MGII MGII K23 M � BH mass estimate from FWHM MGII BR and LOGL MGII BR using the relation found in this work 
75 Q MASS HA 5100 Quality flag on H α-5100 Å mass: = 1 unless QUALITY HA and QUALITY L5100 are both 0 
76 Q MASS HB 5100 Quality flag on H β-5100 Å mass: = 1 unless QUALITY HB and QUALITY L5100 are both 0 
77 Q MASS MGII 3000 Quality flag on Mg II -3000 Å mass: = 1 unless QUALITY MGII and QUALITY L3000 are both 0 
78 LOG MASS PREF VALUE M � Logarithm of our preferred BH mass estimate 
79 LOG MASS PREF SOURCE Which BH mass estimate is the preferred one 

Multiwavelength measurements: 
80 XMM OBSID The XMM-Newton Observation ID for the X-ray and OM photometric data 
81 XMM SRCID The unique X-ray source number taken from the XMM-Newton catalogue 
82 LOG L2KEV erg s −1 Hz −1 Logarithm of L ν (2 keV rest-frame) estimated from the XMM-Newton band fluxes (see Section 3.2 ) 
83 LOG L2KEV ERR erg s −1 Hz −1 Uncertainty on LOG L2KEV 

84 GAMMA X Estimated X-ray photon index (see Section 3.2 ) 
85 GAMMA X ERR Uncertainty on GAMMA X 

86 ALPHA OX Optical-X-ray energy index αox calculated from LOG L2500 ALPHA OX and LOG L2KEV 

87 ALPHA OX ERR Uncertainty on ALPHA OX 

88 LOG L5GHZ W Hz −1 Logarithm of L ν (5 GHz rest-frame) estimated from the FIRST radio flux (see Section 3.3 ) 
89 LOG L5GHZ ERR W Hz −1 Uncertainty on L5GHZ 

90 R LOUD Radio loudness calculated from LOG L4400 R LOUD and LOG L5GHZ 

91 R LOUD FLAG RL: radio-loud; RQ: radio-detected and radio-quiet; RQu: radio-undetected and radio-quiet; RU: 
radio-undetected and undetermined radio-loudness; −999: outside FIRST footprint or no L 4400 
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