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A B S T R A C T   

The increasing public awareness of environmental protection and the scarcity of rare earth elements have made 
closed-loop supply chains a necessity in many sectors. In particular, recycling components and parts from end-of- 
life consumer electronics have drawn the attention of both academics and practitioners. Disassembly line 
balancing improves the cost efficiency of recycling operations and hence helps waste management businesses 
that operate on very narrow profit margins. This study proposes a new mathematical formulation and hybrid 
metaheuristics to solve the Disassembly Line Balancing Problem (DLBP) considering multi-manned workstations 
and resource constraints. The transformed AND/OR graph is used for prioritizing disassembly tasks in the 
modeling process. The method is applied for optimizing a real-world case of laptop disassembly to showcase the 
usefulness of the proposed approach. The performance of the developed metaheuristics is evaluated for mini
mizing the number of workstations, operators, and machines involved in the disassembly operations. Further, the 
results are analyzed through sensitivity analysis. This study is concluded by providing practical insights and 
suggestions for the future development of DLBPs.   

1. Introduction 

The depletion of rare-earth elements and other environmental con
cerns highlight the importance of R-imperatives, notably the recycling 
and reuse of electronics waste. In addition to these causes, electronic 
waste recycling has economic advantages if planned properly (Pourhe
jazy et al., 2021). Inappropriate handling of electronics waste has been 
growing by nearly 10 percent per annum as of 2010 and is projected to 
reach a peak of 12.1 million tons in 2030 (Sun et al., 2023). As an eco- 
friendly approach to facilitating the reuse of material and preventing 
landfills (Kerber et al., 2021; Liu et al., 2022), remanufacturing End-of- 
Life products is necessary for an effective transition toward cleaner lo
gistics and supply chains. The main goals are to disassemble, sort, and 
recover parts/materials from End-of-Life products — which are returned 
through reverse logistics channels — to cope with the rising raw mate
rial costs and their unpredictable availability, reduce resource wastage, 
and remove hazardous parts before possible disposal. 

The growing need for recycling electronics waste is apparent (Jyothi 
et al., 2020) while operations resource limitations remain intact and are 
expected to exacerbate in the post-pandemic and war economy. Disas
sembly consists of separating and sorting the constituents (components 

and sub-components) of a device and is an initial stage of recycling. 
Improving resource utilization in recycling carries with it a certain ca
chet and increases its economic viability. Disassembly Line Balancing 
Problem (DLBP) is one way of improving resource utilization by regu
lating operator and machine time while considering the takt time. DLBPs 
adjust the disassembly configuration for more efficient task fulfillment, 
which is particularly important when the system operates with limited 
resources and the production rate must be adjusted in order to fulfill 
demand (Pourhejazy, 2022). Reducing the number of disassembly 
workstations (Altekin, 2017; Habibi et al., 2017; Liu & Wang, 2017; Ren 
et al., 2017; Ren et al., 2018), balancing workload across workstations 
(Aydemir-Karadag & Turkbey, 2013; Wang et al., 2019), minimizing the 
total idle time (Kannan et al., 2017; Li et al., 2019; Xiao et al., 2017), 
cycle time (Kekre et al., 2003; McGovern & Gupta, 2007; Paksoy et al., 
2013), the number of direction changes (Zhu et al., 2014), and CO2 
saving (Igarashi et al., 2016) are the seminal examples of optimization 
objectives targeted in the DLBP literature. 

Many extensions are developed to facilitate the industry reach of 
DLBPs (see the review works of (Laili et al., 2020; Özceylan et al., 
2019)). New constraints were introduced to improve the effectiveness of 
the disassembly operations; for example, through early extraction of 
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parts that are more easily accessible (Gungor & Gupta, 2001; Güngör & 
Gupta, 2002), those of greater monetary value and/or market demand 
(Jia & Shuwei, 2017; Liu & Wang, 2017; Xiao & Nie, 2017), or the parts 
that require shorter disassembly times (Avikal et al., 2014). 
Environmental-related constraints are also considered for the early 
extraction of parts with hazardous substances (Bentaha et al., 2014; Jia 
& Shuwei, 2017; J. Liu & Wang, 2017; Ren et al., 2018). Cheng et al., 
(2022) integrated the task correlation considerations into DLBP. Other 
studies addressed part characteristics (Zhang et al., 2022), machine 
specificity (He et al., 2022), and operational constraints; for example, 
execution (Liang et al., 2021), setup time (Kizilay, 2022), and tool 
requirement constraints (Yin et al., 2021). There still are basic as
sumptions that should be addressed to better reflect the real-world 
situation. 

The existing DLBP studies assume that the workstations require one 
operator/machine. In practice multiple operators are often required at a 
workstation to handle different disassembly operations simultaneously; 
this feature is particularly important for disassembling large-size or 
high-volume End-of-Life products. Kucukkoc et al., (2020) extended the 
DLBP to account for more than one operator at the workstations; they 
developed a mixed-integer nonlinear programming model and an exact 
method for solving small- to medium-size instances. They did not 
consider resource limitations in their optimization model. Additionally, 
they used exact optimization, which is only applicable for solving small- 
to medium-size instances; metaheuristics are required to solve industry- 
scale problems. To address these gaps, this study investigates DLBPs 
with multi-manned workstations and resource availability constraints; it 
also develops optimization algorithms to reduce operational costs by 
increasing machine and operator utilization. 

The main contribution of this study is to propose a new mathematical 
formulation for finding the optimal set of workstations, disassembly 
operations, machines, and operators considering resource constraints, 
multi-manned workstations, and workers’ skills to work with various 
machines. The model is validated by solving small-scale instances using 
an exact optimization method. A real-case data is used to showcase the 
usefulness of the method. Hybrid Simulated Annealing (HSA) and Ge
netic computation-based Simulated Annealing (GSA) are further devel
oped to solve the practical-scale problem. The numerical analysis is 
supplemented by a sensitivity analysis of the operational parameters to 
shed light on the operational aspects of the findings. The rest of this 
article is organized into the literature review, mathematical models, 
solution algorithms, numerical experiments, and conclusions in Sections 
2-6, respectively. 

2. Relevant literature 

This section reviews the relevant literature, i.e., DLBPs with resource 
constraints as well as those with multi-manned workstations. Relatively 
limited studies accounted for resource-constrained DLBP. In one of the 
early studies, (Mete et al., 2016) introduced the resource-constrained 
DLBP, proposed a new formulation, and solved it using CPLEX. (Wang 
et al., 2020) studied a stochastic and sequence-dependent DLBP 
considering task failure and resource limitations using the Cuckoo 
Search algorithm. (Dong et al., 2021; Yuan et al., 2020) developed the 
multi-objective versions of Ant Lion and Ecological Strategy Optimiza
tion algorithms for solving DLBPs with resource constraints. (Fang & Xu, 
2020) introduced a constraint-handling method for the optimization of 
resource-constrained DLBPs. 

These studies along with the majority of other DLBP consider one 
operator as the single operation resource. Limited studies accounted for 
multi-manned and machinery resources. (Kucukkoc et al., 2020) is one 
of the first studies that accounted for multi-manned workstations in 
DLBPs. (Cevikcan et al., 2020) developed a heuristic algorithm and a 
new formulation to minimize the number of workers and workstations 
while accounting for multi-manned workstations; they do not take into 
account the machinery as a resource and assume that there are no 

restrictions on the available resources. (ÇİL, 2021) proposed an exact 
optimization approach for multi-manned DLBP. (Kose et al., 2023) 
developed a game theory-based approach for DLBP with multi-manned 
workstations. 

Considering that improving resource efficiency is the major purpose 
of line balancing, notably dual-resource and limitations on the available 
resources, which are the most related features, should be simultaneously 
considered in DLBPs. Considering the possible interactions between 
these features, overlooking any of them may reduce the reliability of the 
optimization outcomes. In the most recent study, (Zhou & Bian, 2022) 
developed a multi-objective optimization approach considering both 
features. Our study is different in that (1) the proposed model considers 
workers and machinery as the required resources for completing disas
sembly operations. In this setting, only some disassembly tasks can be 
processed on specific machines, and only some operators can execute 
specific machines. The model developed by (Zhou & Bian, 2022) model 
did not take into account the practical characteristic that some operators 
can only execute specific machines in a work environment with 
specialized human resource divisions. (2) The proposed model mini
mizes the number of operators, the number of machines, and the number 
of workstations to reduce the involved workspace for disassembly op
erations. (3) The mathematical formulation is relatively compact and 
can be solved using commercial (exact) solvers for small- to medium- 
scale instances. Besides, a real case example showcases the practica
bility of the optimization approach. The literature review is summarized 
in Table 1. 

3. Proposed formulation 

Reuse, recycling, and disposal of end-of-life items require the 
extraction of the components and parts through disassembly. The 
disassembly procedure can be complex, hence, should be planned in a 
way to minimize the overhead costs (e.g., the time, labor, and tooling) 
while practicing operational effectiveness. For the mathematical defi
nition of the problem, let G = (V,A) represent the disassembly graph. In 
this graph, components/parts and the completed disassembly tasks are 
represented by vertices/nodes (V) and arcs (A), respectively. The start
ing and ending vertices in the graph represent the end-of-life items and 
the disassembled parts, respectively. The progression from one layer to 
another specifies the completion of a disassembly task. There can be 
different disassembly alternatives in every stage of the disassembly 
process, which should be planned considering various operational 
parameters. 

The DLB operations involve simultaneous machine and operator 
assignments to the workstations to satisfy the operational requirements. 
The literature considers fixed machine type and processing time for 
disassembly operations. In practice, however, the operator’s ability to 

Table 1 
Summary of the literature review.  

Reference Multi- 
manned 

Resource- 
constrained 

Solution method 

(Mete et al., 2016) No Yes Exact 
(T. Wang et al., 

2020) 
No Yes Metaheuristic 

(Yuan et al., 2020) No Yes Metaheuristic 
(Dong et al., 2021) No Yes Metaheuristic 
(Kucukkoc et al., 

2020) 
No Yes Exact 

(Cevikcan et al., 
2020) 

Yes No Heuristic 

(ÇİL, 2021) Yes No Exact 
(Kose et al., 2023) Yes No Exact 
(Zhou & Bian, 

2022) 
Yes Yes Metaheuristic 

Present study Yes Yes Exact and 
metaheuristic  
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perform certain tasks varies considering his/her work experience and 
familiarity with the machine. Multi-manned planning has the advantage 
of reducing the number of workstations, quicker detection of product 
defects, and most notably, enabling the operators to work on different 
tasks simultaneously, which makes it more flexible than single-person 
workstations. Accounting for practical constraints, like resource avail
ability, is another practical need for obtaining dependable solutions. 
DLBP with multi-manned workstations and resource constraints ad
dresses these features. 

To begin with the modeling, it is assumed that the total number of 
operators in the workstation does not exceed the number of machines. 
Finally, and to better represent the DLB in practice, the priori relation
ships between the disassembly operations are considered in modeling 
the allocations. A binary nonlinear mathematical formulation of DLBP is 
now proposed. The following notations are used in the formulation. 

Sets, indices, and parameters.  
i : Disassembly operation (i = 1, 2, ..., I) 
k : Node number (k = 1,2, ...,K) 
j,v : Workstation (j, v = 1,2, ...,J) 
u : Operator number (u = 1,2, ...,U) 
r : Machine type (r = 1,2, ...,R) 
Ak : The k-th manual node, representing the component 
Bi : The i-th normal node, representing the disassembly operation 
tiu : Processing time of operation i by operator u 
P(Ak) : The set of all predecessors for the kth manual node 
S(Ak) : The set of all subsequent operations for the kth manual node 
CT : Cycle Time 
umax : Maximum number of operators that can be configured at each workstation 
rmax : Maximum number of machine types that can be configured for each 

workstation 
δ : Maximum number of operators on the production line 
M : A positive large number 

sik =

{
1 : OperationBibelongstoS(Ak)

0 : Otherwise 

rir =

{
1 : OperationBicanusemachiner

0 : Otherwise 

our =

{
1 : Operatorucanworkwithmachiner

0 : Otherwise  

Decision variables.  

Xiju =

{
1 : IfoperationBiisassignedtooperatoruinworkstationj

0 : Otherwise 

Wj =

{
1 : Ifworkstationjisincludedintheoperations

0 : Otherwise 

Zi =

{
1 : IfoperationBihasbeenexecuted

0 : Otherwise 

Yjr =

{
1 : Ifmachinerisassignedtoworkstationj

0 : Otherwise 

Lju =

{
1 : Ifoperatoruisassignedtoworkstationj

0 : Otherwise  

Eq. (1) aims to minimize the total number of operators, machines, and 
workstations. 

Minimize
NU − NUmin

NUmax− NUmin +
NR − NRmin

NRmax− NRmin +
NW − NWmin

NWmax− NWmin (1) 

where 

NU =
∑J

j=1

∑U

u=1
Lju (2)  

NR =
∑J

j=1

∑R

r=1
Yjr (3)  

NW =
∑J

j=1
Wj (4) 

Eqs. (2) to (4) specify the total number of operators assigned to 
workstations, the total number of machine types to be used, and the total 
number of workstations on the disassembly line. Since multiple 

objectives are involved, it may not be meaningful to make a direct 
quantitative comparison. To address this issue, the minimum deviation 
method is used for aggregating the three sub-objective equations into a 
single commensurable objective function. NUmax is the maximum num
ber of operators on the disassembly line; NRmax refers to the maximum 
number of machine types; NWmax represent the maximum number of 
workstations; NU, NR, and NW specify the target values for the number 
of operators, machine types, and workstations, respectively. Finally, the 
values of NUmin, NRmin, and NWmin are set to 1. 

The objective function is subject to the following sets of constraints. 
∑I

i=1
(sik × Zi) = 1, fork = 1 (5)  

∑I

i=1
(sik × Zi) =

∑I

i=1
(pik × Zi), fork = 2,⋯,K (6)  

∑U

u=1

∑J

j=1
Xiju = Zi, fori = 1, 2,⋯, I (7)  

∑U

u=1

∑I

i=1

∑v

j=1

(
pik × Xiju

)
≥

∑U

u=1

∑I

i=1
(sik × Xivu), forv = 1, 2,⋯, J; k

= 2, 3,⋯,K (8)  

∑U

u=1

∑I

i=1

(
Xiju × tiu

)
≤ CT ×

∑U

u=1
Lju, forj = 1, 2,⋯, J (9)  

∑I

i=1

∑U

u=1

(
rir × Xiju

)
≤ M × Yjr, forj = 1, 2,⋯, J; r = 1, 2,⋯,R (10)  

∑I

i=1

∑U

u=1

(
rir × Xiju

)
≥ Yjr, forj = 1, 2,⋯, J; r = 1, 2,⋯,R (11)  

∑U

u=1
Lju ≥ Wj, forj = 1, 2,⋯, J (12)  

∑U

u=1
Lju ≤ umax × Wj, forj = 1, 2,⋯, J (13)  

Wj+1 ≤ Wj, forj = 1, 2,⋯, J − 1 (14)  

Lju ≤ (our − 1) × Yjr + 1, forj = 1, 2,⋯, J; u = 1, 2,⋯,U; r = 1, 2,⋯,R
(15)  

∑J

j=1
Lju ≤ 1, foru = 1, 2,⋯,U (16)  

∑R

r=1
Yjr ≤ rmax, forj = 1, 2,⋯, J (17)  

∑R

r=1
Yjr ≥

∑U

u=1
Lju, forj = 1, 2,⋯, J (18)  

Yjr ≤ Wj, forj = 1, 2,⋯, J; r = 1, 2,⋯,R (19)  

∑J

j=1

∑U

u=1
Lju ≤ δ (20)  

∑I

i=1
Xiju ≥ Lju, forj = 1, 2,⋯, J; u = 1, 2,⋯,U (21)  

∑I

i=1
Xiju ≤ M × Lju, forj = 1, 2,⋯, J; u = 1, 2,⋯,U (22)  

Xiju ∈ {0, 1}, ∀i, j, u (23)  

Zi ∈ {0, 1}, ∀i (24)  

Yjr ∈ {0, 1}, ∀j, r (25) 
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Wj ∈ {0, 1}, ∀j (26)  

Lju ∈ {0, 1}, ∀j, u (27) 

Eqs. (5) and (6) ensure that only one OR-successor operation is 
selected. Eq. (7) ensures that assignments are done for active tasks. 
Constraints (8) define the priority relationship to ensure that the 
disassembly operation is completed in the right order. Constraints (9) 
restrict the total processing time from exceeding the cycle time at a 
workstation. Constraints (10)–(11) establish a connection between 
variables Xiju and Yjr, meaning that if a disassembly operation is per
formed in workstation j with machine type r, Yjr should be activated too. 
Constraints (12) and (13) ensure that only active workstations are 
assigned with operators and that the total number of operators is less 
than or equal to the allowed threshold, respectively. Constraints (14) 
ensure that every workstation is succeeded by another workstation, 
except for the last workstation (i.e., j = J). Constraints (15) indicate that 
the operator assigned to each workstation can operate all machine types 
available in the workstation. Constraints (16) guarantee that every 
operator can be assigned to at most one workstation. Constraint (17) is 
defined to bound the total number of machines at every station. Con
straints (18) indicate that the number of operators in a workstation 
should not be greater than the number of machine types assigned to that 
workstation. Constraints (19) ensure that machines are assigned to 
active workstations. Constraint-set (20) limits the total number of op
erators across the workstations. Constraints (21)–(22) link the cross- 
assignment Xiju and operator assignments Lju variables. The remainder 
of the constraints (23)–(27) limit the variables from accepting non- 
binary values. 

4. Solution algorithms 

This section develops two metaheuristics for solving the DLBP with 
multi-manned workstations and resource constraints. We first elaborate 
on the precedence and initialization modules, which are the common 
elements in both metaheuristics. The chapter then details the compu
tational steps of the algorithms. 

4.1. Transformed AND/OR graph (TAOG) 

This study borrows the transformed AND/OR graph (TAOG) 
approach proposed by Koc et al., (2009) to define the disassembly pre
cedence relationships. The optimization method proposed in this study 
is exclusively designed for DLBP. The precedence diagrams for DLBP and 
the Assembly Line Balancing Problem (ALBP) differ in their presenta
tion. While the precedence relations in ALBP are primarily of the simple 
’AND’ types, those in DLBP are typically categorized as either ’AND’ or 
’OR’ relations. For the DLBP with multi-manned workstations and 
resource constraints, our study employs the transformed AND/OR graph 
(TAOG) to construct the model and algorithm to address the issue. For 
an End-of-Life product awaiting disassembly, the approach aims to 
determine the optimal disassembly decision and resource allocation 
strategy from all possible disassembly paths; the objective is to minimize 
the total number of operators, machines, and workstations. 

AND/OR graph is an illustrative way of mapping the possible ways to 
break a product down into its basic subcomponents (parts) and com
ponents. In the mapping, nodes represent subcomponents/components 
and arcs indicate the disassembly tasks. The basic AND/OR graph only 
shows the possible subassemblies. The nodes in the basic AND/OR 
graph, which corresponds to a subassembly, are represented by an 
artificial node in TAOG while the arcs in the basic AND/OR graph are 
represented by a normal node in TAOG. The priority relationships be
tween subassemblies (artificial nodes) and tasks (normal nodes) are 
shown by arcs. The artificial and normal nodes are represented by Ai and 
Bi, respectively. There can be multiple normal nodes before and/or after 
an artificial node, but only one predecessor and one successor will be 

handled. There are AND-type and OR-type arcs in TAOG. An AND-type 
arc indicates a regular precedence relationship, while arcs of OR-type 
permit any following arc to be selected. A small curve is used to 
distinguish OR-type from AND-type relationships. Using OR-type arcs in 
TAOG enables us to fully decompose a product considering only one 
subset of tasks. The outcomes of TAOG will be used for generating initial 
solutions in the optimization of DLBP with multi-manned workstations 
and resource constraints. 

4.2. Generating Feasible Initial Solutions 

Given input data on the disassembly case, the algorithms begin the 
search procedure using the initial solution that is encoded; the codes will 
be translated into decision variables (decoding) at the end of every 
iteration for evaluation purposes. A complete solution includes work
station setup, disassembly, machine, and operator configurations based 
on which the objective function value is calculated. The procedure for 
generating feasible initial solutions is as follows. 

Step 1. Configure the disassembly operation. Considering the pre
cedence relationships defined by TAOG, the computational steps in 
Fig. 1 are used for defining the initial disassembly path. The sub-steps 
are explained below. 

Fig. 1. Computational steps for defining the initial disassembly path.  
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(a) Select the minimum operator processing time (tiu) for every 
disassembly from all the possible processing times for that oper
ation. Insert the disassembly tasks into the pending list consid
ering the priori relationships in TAOG and ascending order of tiu.  

(b) Establish a new workstation and update the number of new 
workstations.  

(c) Initialize the staffing number (q = 1) within the new 
workstation.  

(d) Extract the first task from the pending assignment list and insert it 
into the new workstation.  

(e) Determine whether the total processing time in the workstation is 
less than the given cycle time, i.e., CT× q; if yes, proceed to (h); 
otherwise, continue to (f).  

(f) Add a new operator to the workstation and return to €.  
(g) Considering the resource limitations of the workstation, proceed 

to Step i if the following conditions are met, otherwise, go to (h). 
(I) The number of machine types in the workstation cannot be 
greater than the maximum number of configurable machine 
types, r_max. (II) Staffing level, q, in the workstation should be 
less than the number of machine types, except if there is only a 
single operation at the workstation. (III) The number of operators 
capable of handling the operations at the workstation must not be 
less than the staffing level (q).  

(h) Remove the disassembly job from the workstation, update the 
staffing number, and the pending assignment list; and return to 
(b).  

(i) If the pending list is empty, i.e., the disassembly operation has 
been fully configured and the result can be reported; otherwise, 
return to (d). To ensure that the resulting solution is feasible, and 

all the conditions are met, the output enters the correction 
module in Fig. 2. 

Step 2. Machine Configuration. Considering the outcomes of Step 1, 
equip every workstation with the required machine type and in order. 

Step 3. Operator Configuration. Different combinations of the 
number of operators, machine types, and workstations should be 
examined to select the best operator configuration; the process is sum
marized in Fig. 3 and explained as follows.  

(a) Initialize the processing time parameters.  
(b) Replace the time parameter with a large positive number (M) if 

the operator is not qualified (e.g., is not familiar with the ma
chine). In so doing, the operator is unlikely to be selected for 
executing the task if he does not have the required skill set.  

(c) Sequentially select the workstation with incomplete operator 
configuration. 

(d) Calculate the operator processing times for the selected work
station and determine all the possible operator combinations.  

(e) Look for a qualified operator combination that has not yet been 
assigned to any workstations and proceed to (f); otherwise, jump 
to (i).  

(f) If the number of unassigned eligible operator combinations is 
greater than one, select one with a lower duplication rate; 
otherwise, select the unassigned eligible operator combinations. 
Proceed to (g).  

(g) Update the processing time of the selected operator to M for all 
jobs; proceed to (h).  

(h) Proceed to: (i) if all workstations have a complete operator 
configuration; otherwise, (c).  

(i) Calculate the fitness value and report the operator configuration 
result. 

Step 4. Generate a new configuration set. Determine if the disas
sembly operations in two adjacent workstations in the current configu
ration can generate new configuration combinations while satisfying the 
workstation conditions (feasible new configurations) in Step 1. Evaluate 
the feasible new combinations considering their objective values. 

Step 5. Select the best configuration combination. 
Step 6. Update the workstation configuration considering the 

outcome of Step 5. 
Step 7. Report the resulting configuration and its fitness value. 

4.3. Hybrid simulated annealing 

Inspired by the annealing process of metals where transitioning to a 
low energy state is desired, Simulated Annealing (SA; (Kirkpatrick et al., 
1983)) gets an initial feasible solution and applies a series of operators 
on the solution vector to move towards a (near-) optimum solution in the 
solution space. SA falls into the category of stochastic local search al
gorithms. The basic SA algorithm may not be effective for solving 
intractable problems considering its limited global search capabilities 
and high chances of falling into local optimality traps. The Hybrid 
Simulated Annealing (HSA) proposed in this section includes perturba
tion a mechanism to improve SA’s performance. HSA consists of the 
computational steps shown in Fig. 4. A step-by-step guide to the 
computational procedure of HSA follows next. 

Step 1. Set the initial parameters including the initial temperature 
(T0), final temperature (Tf ), cooling rate (q), and maximum search times 
in the strata (i.e., the cooling time K). 

Step 2. Import the disassembly paths from TAOG. As an illustrative 
example, one of the dismantling paths in Fig. 5, e.g. [1, 4, 5, 9, 10, 11, 
16, 17, 18] or [1, 4, 5, 9, 10, 12, 16, 17, 18, 19, 21], will be considered. 

Step 3. Select one of the disassembly paths randomly. 
Step 4. Decode the initial solution and set the current temperature 

(Tp) equal to T0. Generate a sequence of random numbers with random Fig. 2. Computational steps of the correction module.  
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association to the tasks; this will be reordered through the repair 
mechanism to ensure that the look-ahead relationships in TAOG are 
applied. 

The repair mechanism begins with selecting the disassembly task 
with no predecessors; in case of having more than or equal to two tasks, 
select the one that is ranked first in the original sequence (B1 in the 
illustrative example). Next, select the successors of the latest assigned 
task (B1 precedes B2 and B3); select the successor that is ranked earlier 
in the original sequence (B3 in the example). From the successor(s) that 
was not selected in the previous step and the new successors (i.e., B5 
with the pre-operation of B3), select the one that comes first in the 
original sequence (in the example, B2 is sorted before B5, so B2 is 
selected). This procedure continues until all the jobs are inserted into the 
corrected solution. Considering 8 tasks in the illustrative example, Fig. 6 
shows the outcome of this procedure. 

Step 5. Calculate the fitness value considering the repaired solution 
vector; the following value assignments should be implemented in the 
first algorithm iteration; the existing (current) feasible decoding (Cst) =
Initial decoding (Ist), Best Decoding (Bst) = Initial Decoding (Ist), Current 
feasible solution (Csol) = Initial solution (Isol), Best objective value (Bsol) 
= Initial objective value (Isol). 

Step 6. Check whether the termination condition is satisfied. If the 
termination criterion is met, i.e., when the current temperature (Tp) is 
less than or equal to the final temperature (Tf ) or the best objective value 
(Bsol) remains the same for a certain number of consecutive iterations, 
proceed to Step 13; otherwise, go to Step 7. 

Step 7. Generate a new neighborhood solution (Nst). Three methods 
are employed to generate neighborhood solutions, from which, one is 
selected randomly in every iteration. The following procedure is 
defined. 

(7.1) Generate a random integer between 1 and 3. 
(7.2) If the random value equals 1, go to 7.3; if = 2, go to 7.4; and if 

= 3, go to 7.5. 
(7.3) Generate a random set of integers between 1 and the total 

number of tasks without repetition; then, proceed to 7.6. This step is 
considered the perturbation mechanism to help evade local optima. For 
an example of 6 tasks, the new solution would be Nst = [3,2,5,4,1,6]. 

(7.4) Generate a random integer between 1 and the total number of 
tasks (cutting point: cp). The vector section from cp to the last element 
into the front of the vector; then, proceed to 7.6. In an example with six 
tasks, Cst = [1,3,4,2,5,6], cp = 3, the new solution would be Nst = [4,2,
5,6,1,3]. 

(7.5) Generate two non-repetitive integer values between 1 and the 
total number of tasks, randomly, i.e., cp1 and cp2. Exchange the elements 
associated with cp1 and cp2; then, proceed to 7.6. In the example with six 
jobs, Cst = [1,3,4,2,5,6], cp1 = 3, cp2 = 5, the resulting neighborhood 
solution would be Nst = [1,3,5,2,4,6]. 

(7.6) Repair the new solution to ensure that the task relationships are 
respected. 

Step 8. Calculate the fitness value of the new solution,.(Nsol)

Step 9. Update the best-found neighboring solution. The Metropolis 
criterion is used to determine whether to accept the new solution. In this 
approach, the difference between the fitness values, E = Nsol − Csol, is 
first calculated. If E ≤ 0, then the new neighborhood solution is accepted 
and replaces the current solution, Csol; otherwise, calculate a probability 
value through the Boltzmann distribution formula shown in Equation 
(28). In so doing, poor-performing neighborhood solutions will be 
accepted under a certain probability, i.e., P > R, where R is a random 
number. In this approach, an increase in the current temperature, Tp, 
reduces the likelihood of accepting poor solutions. 

P = exp
(

−
E
Tp

)

(28) 

Step 10. Check if the maximum number of neighborhood searches 
has reached (K); once the number of performed searches becomes 

Fig. 3. The operator configuration flowchart.  
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Fig. 4. Flow chart of the hybrid simulated annealing algorithm.  

Fig. 5. TAOG of the illustrative example.  

Y.-Y. Chen et al.                                                                                                                                                                                                                                



Cleaner Logistics and Supply Chain 10 (2024) 100129

8

greater than K, stop and proceed to Step 11; otherwise, go back to Step 7 
to resume the neighborhood search. 

Step 11. Update the best solution. Given that the objective value is 
desired to be small (minimization), if the fitness of the current feasible 
solution (Csol) is smaller than that of the best solution (Bsol), then Bsol =

Csol and Bst = Cst . 
Step 12. Execute the cooling procedure considering the cooling 

formula: Current temperature (Tp) = Current temperature (Tp) × Cool
ing rate (q). Return to Step 6. 

Step 13. Determine whether all the disassembly paths in TAOG have 
been processed; if yes, proceed to Step 14; otherwise, return to Step 3. 

Step 14. Report the result. 

4.4. Genetic Computation-based Simulated Annealing 

As an alternative solution algorithm, the Genetic-computation-based 

Simulated Annealing (GSA) process is developed, which combines the 
global search strength of the Genetic Algorithm with the local search 
strength of Simulated Annealing. Fig. 7 outlines the computational flow 
followed by a step-by-step manual of the method. 

Step 1. Set the initial parameters including the initial temperature 
(T0), final temperature (Tf ), population size (pop), cooling rate (q), 
maximum search times in the strata (i.e., the cooling time K), and the 
crossover and mutation rates. 

Step 2. Import the disassembly paths from TAOG. Select the first 
feasible path as a basis for repairing infeasible solutions and remove it 
from the list. 

Step 3. Generate random solutions considering the population 
(group) size. Use the repair mechanism to ensure that every disassembly 
operation satisfies the precedent/antecedent constraints from TAOG. 

Step 4. Encode the feasible solutions and calculate the fitness value 
of every individual in the population. A method like that used in HSA is 
considered. 

Step 5. Check whether the termination condition is met. A termi
nation condition similar to HSA (i.e., the current temperature less than 
or equal to the final temperature or the best solution remains the same 
for a certain number of iterations). 

Step 6. Mating procedure. A two-point crossover function is applied 
to generate new solutions (offspring). In this method, two random in
dexes are first selected. The section between these indexes is then 
exchanged between the parents. Finally, the resulting offspring are 
corrected by replacing the duplicates with the missing values while 
ensuring that the precedence relationships are followed. 

Taking P1 = [1,3, 5,7, 2,4, 6,8] and P2 = [1, 3,2, 5,8, 4, 6,7] as our 
illustrative parents, and the cutting points of cp1, cp2 = 2and5, the 
resulting offsprings are o1 = [1, 3,2, 5,8, 6,7, 8] and o2 = [1,3,5,7,2,5,8,
7]. After a correction, the outcomes will be as follows: o1 = [1,3, 2,5,

Fig. 6. Solution initialization of the illustrative example.  

Fig. 7. Flowchart of the Genetic-computation-based Simulated Annealing algorithm.  
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4, 6, 7,8] and o2 = [1,3,4,6,2,5,8,7]. 
Step 7. Mutation procedure. A perturbation procedure will be 

applied to a certain portion of the offspring (mutation rate). For this 
purpose, two random values from the vector are exchanged. The 
mutated solution is then corrected considering the precedence 
relationships. 

Considering o1 = [1,3, 2,5, 4,6, 7,8] as an illustrative offspring, 
exchanging the values associated with the random indices of 2 and 7 
results in the mutated solution m1 = [1,7,2,5,4,6,3,8]; this vector should 
be corrected considering the precedence diagram shown in Fig. 4(a), 
which results in m1 = [1,2,4,6,3,5,7,8]. 

Step 8. Calculate the fitness function value of the new solutions. 
Step 9. Evaluate the new solutions and replace the least-fit solution 

(s) with the new offspring. For this purpose, the old population should be 
sorted considering a descending order of the fitness values. The last 
individual in the sorted population is then considered for the competi
tion. The Metropolis Mechanism applied in HSA is used for deciding 
whether to replace the least-fit individual with the offspring. 

Step 10. If the number of iterations has reached the upper value, 
proceed to Step 11; otherwise, return to Step 6. 

Step 11. Execute the cooling procedure (Current temperature (Tp) =
Current temperature (Tp) × Cooling rate (q)) and return to Step 5. 

Step 12. Determine whether all the disassembly paths of TAOG have 
been processed; if yes, proceed to Step 13; otherwise, return to Step 2. 

Step 13. Report the results. 
The outcome of both algorithms includes the best-found solution 

code (Bst) and the respective objective value (Bsol). In the present study, 
the best solution contains the workstation configuration and the 
machine-operator configuration at every workstation. The CPU runtime 
of the HSA and GSA algorithms will also be reported for comparing the 
computational time and algorithms’ efficiency. 

5. Numerical experiments 

The numerical experiments are conducted using MATLAB 2020b and 
CPLEX software on a personal computer with the following specs: Intel® 
Core™ i5-10210U CPU (1.60CHz) and 8 GB RAM. We first summarize 
the results of parameter settings, code validation, and verification of the 
solution algorithms. The case application then follows to analyze the 
findings. 

5.1. Parameter setting and model validation 

The algorithm parameters’ best setting should be determined before 
conducting the final experiments. For this purpose, the Box-Behnken 
design using the response surface method is considered. The calibra
tion results analysis for the HSA and GSA algorithms are summarized in 
Fig. 8(a and b), respectively. On this basis, an initial temperature of 100, 
a final temperature of 0, and cooling parameters of 100 and 0.8614 have 
resulted in the best performance of HSA. Besides, the GSA parameters 
are set at the population size of 80, mating rate of 0.9, the mutation rate 
of 0.05, initial temperature of 1000, final temperature of 0.01, cooling 
time of 100 and cooling rate = 0.9267. 

As the next step to numerical experiments, the CPLEX solver is used 
to solve the mathematical problem considering a small-scale test 
instance for validation purposes. The calibrated algorithms are also run 
to compare the outcomes with those obtained by the exact approach. 
The results are summarized in Table 2. Expectedly, the computational 
time of CPLEX grows exponentially with an increase in the size of the 
problem. Both HSA and GSA could yield the exact optimal solution 
obtained by the CPLEX solver, within a meaningfully shorter computa
tional time; the matching results verify the correctness of the algorithms. 

5.2. Results analysis 

Data from a laptop computer disassembly factory is considered for 

Fig. 8. Parameter calibration results of (a) the HSA algorithm, and (b) the GSA algorithm.  
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testing the developed optimization approach. In this case study, a total 
of 67 parts/components must be disassembled; Fig. 9 shows the disas
sembly flow diagram of the case laptop. In the disassembly line, a cycle 
time of 35 seconds is projected while considering five different machine 
types. The maximum number of machine types within each workstation 
is 3, and the maximum number of operators within each workstation is 
3. The overall disassembly line has a limit of 20 operators. The results of 
optimizing the DLBP are summarized in Table 3 where HSA appeared to 
be more efficient while GSA yielded a better solution. 

Next, sensitivity analysis is conducted to investigate the impact of 
parameter changes on the line balancing outcomes. For the analysis 
purpose, the maximum number of operators at every workstation, the 
operator’s skills, and cycle time changes are considered. 

First, the maximum number of workstation operators is tested using 
alternative values while considering a fixed cycle time of 35 seconds and 
an upper limit of three types of machines at every station. Results ob
tained by GSA are shown in Table 4. Notably, the number of worksta
tions and the total number of machines in each station show a downward 
trend with an increase in the maximum number of workstation opera
tors; this may be due to the increase in machine utilization rate. 

In this table, setting the maximum number of operators within each 
workstation to 1 has resulted in a plan employing 13 workstations, while 
with 2 and 3 operators per workstation, the result changes to 7 and 6 
workstations, respectively. The impact of the operator’s skill to work 
with different machines on the line balancing results is investigated 
next. For this purpose, the cycle time is fixed at 35 s with a maximum of 
three machine types and three operators at each workstation. Results are 
reported in Table 5. In this table, the operators’ proficiency refers to the 
number of different machine types each operator is capable of working 
with. It is observed that the total number of workstations, the total 

Table 2 
Validation/verification results.  

No. Problem Fitness value Computational time (Sec) 

CPLEX HSA GSA CPLEX HSA GSA 

1 21  0.4903  0.4903  0.4903  6.77 2.96 (-56.3 %) 6.90 (-1.9 %) 
2 28  0.4502  0.4502  0.4502  36.15 8.46 (-76.6 %) 14.82 (-59 %) 
3 35  0.4072  0.4072  0.4072  136.06 21.76 (-84.0 %) 35.42 (-74 %) 
4 42  0.3867  0.3867  0.3867  1121.85 40.58 (-96.4 %) 41.12 (-96.3 %) 
5 49  0.3653  0.3653  0.3653  16905.06 57.74 (-99.7 %) 67.89 (-99.6 %)  

Fig. 9. Disassembly flow diagram of the case study.  

Table 3 
Disassembly line balancing results of the case study.   

HSA GSA 

Number of selected operations (pcs) 31 31 
Fitness value 0.2108 0.1958 
Computational time (sec) 2005.5 3539.8 
Total number of workstations (stations) 6 6 
Total number of machines (pcs) 16 13 
Total number of operators (persons) 13 13  

Table 4 
Sensitivity analysis considering the maximum number of operators.  

Maximum 
number of 
operators 

Total 
workstations 

Total number 
of machines 

Total number 
of operators 

Fitness 
value 

1 13 23 13  0.4736 
2 7 16 13  0.2561 
3 6 13 13  0.1958  

Table 5 
Sensitivity analysis considering the operators’ skillset.  

Operators’ 
proficiency 

Total 
workstations 

Total number 
of machines 

Total number 
of operators 

Fitness 
value 

3 7 15 14  0.2259 
4 6 14 13  0.2008 
5 6 13 13  0.1958  
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number of machine types, and the total number of operators all tend to 
decrease when operators can work with a wider variety of machines. 
This is because increasing resource flexibility enables the workstations 
to use a wider machine/operator combination. In so doing, the number 
of required operators also decreases, which has resulted in better fitness 
values. 

Finally, the maximum number of operators and machine types are 
fixed at 3 to analyze the impact of changing the workstation cycle times. 
The results are summarized in Table 6. With relaxing the cycle time, the 
total processing time of the operator at the workstation increases, which, 
expectedly, resulted in a reduction in the number of workstations and 
the total number of required operators. Besides, with an increase in the 
number of operations that can be performed at a workstation, the 
number of required machine types increases. Overall, the fitness value 
appeared to have a downward trend with increases in the cycle time. 

DLBP is subject to different operational constraints; although relax
ing the cycle time should theoretically enable the processing of more 
disassembly operations, the limited resource in the workstation blocks 
the change after a certain point. That is, reducing the cycle time from 1.7 
to 2 times did not result in any changes where longer cycle time turns 
into the operator’s idle time. 

The findings have several practical implications. First, the analysis of 
results confirms that the configuration of tasks, machines, and operators 
within the workstations are interrelated with the resource constraints. 
Our results showed that more tasks can be processed within a work
station even after relaxing the cycle time settings and that the number of 
tasks is mostly influenced by the limitation in the number of machine 
types and operators. Second, the operator skills —considering the 
number of machines they can execute— impact the flexibility of tasks 
and machine configurations. A limitation in the number of skilled op
erators on the shop floors influences the total processing time of tasks in 
the workstation, the number of machine types, and the number of 
workstations. The redundant capacity within the workstation can be 
expanded as the number of skilled operators in the workstation in
creases. One can claim that Industry 5.0 principles can be more flexibly 
implemented in production environments with skilled workers while the 
presence of skilled workers in every workstation can also improve the 
human and social aspects that indirectly impact efficiency. Overall, 
resource efficiency in disassembly lines remains a prerequisite for the 
sustainable development of the remanufacturing industry. 

6. Conclusions and future work 

This study investigated the DLBP with multi-manned workstations 
and resource constraints by proposing an original mathematical model 
and solving it using exact and metaheuristic methods. The objective was 
to minimize the total number of workstations, machines, and operators 
while accounting for various operator skills. A real case from a laptop 
disassembly factory featuring multi-person workstations and resource 
constraints was used to showcase the applicability of the developed 
optimization approach. A sensitivity analysis was conducted to shed 
light on the practical aspects of the model. 

The DLBP variant studied in this article is limited in that it does not 
take into account the operational uncertainties; notably, uneven flow of 
end-of-life items (process inputs), possible delays and disruptions along 
the disassembly operations, and varying quality/state of waste parts. 
Stochastic approaches should be developed to account for this practical 
feature. Additionally, line balancing integrated with collection decision 
variables may improve the global optimization outcomes. In many cir
cumstances, the physical state of a part makes its disassembly unprof
itable; quality evaluation features should be included in the 
optimization model to improve the economic viability of the disas
sembly activities. 

As another possibility for future research, integrating line balancing 
of assembly and disassembly operations may be an interesting investi
gation with potential circularity benefits. With the increasing need for 

recycling, it is imaginable that third-party service providers may come 
into play. For such application areas, developing dynamic optimization 
models that allow for accepting/rejecting orders and grouping similar 
end-of-life items at a general products disassembly center is a worth
while direction to investigate. In the latter example, new technology 
perspectives can be incorporated; for example, separating parts from 
end-of-life items in a way that can be used as direct feedstock in additive 
manufacturing-based production. 

Finally, our study focused on electronic waste disassembly line 
balancing where there is little (if any) interference among operators 
compared with an assembly line studied in a recent article (Andreu- 
Casas et al., 2022). Interference among operators may exist in other 
industry situations, making it a valuable topic for extending DLBP with 
multi-manned workstations and resource constraints. 
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