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Abstract

Previous work on the automatic identification
of fallacies in natural language text has typi-
cally approached the problem in constrained
experimental setups that make it difficult to
understand the applicability and usefulness of
the proposals in the real world. In this paper,
we present the first analysis of the limitations
that these data-driven approaches could show
in real situations. For that purpose, we first
create a validation corpus consisting of natural
language argumentation schemes. Second, we
provide new empirical results to the emerging
task of identifying fallacies in natural language
text. Third, we analyse the errors observed out-
side of the testing data domains considering
the new validation corpus. Finally, we point
out some important limitations observed in our
analysis that should be taken into account in
future research in this topic. Specifically, if we
want to deploy these systems in the Wild.

1 Introduction

In the field of the automatic analysis of natural lan-
guage argumentative discourse, the identification
of fallacies plays an important role since it can be a
determining feature to measure the quality of argu-
mentation (Wachsmuth et al., 2017). Furthermore,
the automatic identification of fallacies can also be
helpful for the development of disinformation de-
tection systems and critical thinking tools (Visser
et al., 2020). Studied since the times of the ancient
Greece by Aristotle (Aristotle, 1978), a fallacy was
seen as an argumentation strategy used to deceive
an opponent in a debate and unfairly get the reason.
This definition evolved with time (Van Eemeren
and Grootendorst, 1984; Hamblin, 1970) extending
the instrumental notion of the Aristotelian fallacy
to more modern theories of logic and mathemat-
ics. A more recent (and complete) definition was
provided by Walton (1995), where fallacies are de-
fined as “important, baptizable types of errors or
deceptive tactics of argumentation that tend to fool

or trip up participants in argumentation in various
kinds of everyday discussions”. This definition is
less constrained and more accurate to the natural
language challenges we may face these days.

Detecting a piece of fallacious reasoning, how-
ever, is not trivial and requires knowledge in a
broad number of areas that make this task challeng-
ing. First, it is important to be able to analyse the
logical reasoning underlying natural language ar-
guments. For that purpose, it is required to distil
the abstract and formal components from the in-
formal natural language argument. This first case
is that of formal fallacies (Oliver, 1967). Second,
solid knowledge on the domain of discussion is of
utmost importance. An argument can be logically
sound but still fallacious, such is the case of infor-
mal fallacies (Walton, 1987). Therefore, only with
a complete analysis is it possible to determine if
a natural language argument is a fallacy or not, as
well as the underlying reasons why it is fallacious.
A consistent way to conduct this analysis is to rely
on validated models of argument which capture the
notion of fallacy. Different models have been pro-
posed and studied in the literature; such is the case
of the pragma-dialectic theory of argumentation
(Van Eemeren and Grootendorst, 2016) in which
the authors define ten rules to guide argumentative
discussions. The fulfilment of these rules allows
to create a fruitful discussion, but an argument that
breaks any of these rules is considered a fallacy.
Another good example of these models is the argu-
mentation schemes proposed by Walton (Walton
et al., 2008). An argumentation scheme combines
the abstract representation of the underlying logic
of a natural language argument with a set of critical
questions that must be successfully answered to
prove the validity of an argument. The argumenta-
tion scheme model is very interesting w.r.t. fallacy
analysis, since an argument being fallacious is not
determined by belonging to a specific class, but
depending on the answers provided to the set of
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critical questions. For example, a natural language
argument belonging to the Ad Hominem scheme
is not a fallacy per se, but it must be structured as
follows:

Character Attack Premise: a is a person of bad
character.

Conclusion: a’s argument α should not be ac-
cepted.

And it is only considered to be fallacious if any
of the following critical questions cannot be suc-
cessfully answered,

• CQ1: How well supported by evidence is
the allegation made in the character attack
premise?

• CQ2: Is the issue of the character relevant in
the type of dialogue in which the argument
was used?

• CQ3: Is the conclusion of the argument that α
should be rejected, or is the conclusion that α
should be assigned a reduced weight of credi-
bility?

Therefore, with the argumentation scheme
paradigm, it is possible to partially dissociate the
natural language and the logic of the argument, al-
lowing for a more informed analysis of the reasons
of an argument being fallacious.

In this paper, we integrate the concept of argu-
mentation schemes in the evaluation of machine
learning and Transformer-based language models
for the automatic detection of fallacies in natural
language arguments. It is our objective to under-
stand the way these models, as they have been
proposed in most of the previous work in this topic,
are able to learn the reasons behind a fallacy and
generalise to data outside of the training domain.
Our contribution is therefore threefold: (i) we cre-
ate a fallacy validation corpus consisting of natural
language argumentation schemes; (ii) we provide
new empirical results for the emerging task of iden-
tifying fallacies in natural language text; and (iii)
we analyse the observed errors inside and outside
of the testing data domains considering the argu-
mentation scheme validation corpus, and point out
some of the main limitations of relying exclusively
on LLMs when addressing complex natural lan-
guage reasoning problems.

2 Related Work

The automatic detection of fallacies in natural lan-
guage texts is an emerging topic of research within

the area of Natural Language Processing. One of
the first efforts in developing a database of fallacies
was done in (Habernal et al., 2017) creating “Ar-
gotario”, an educative platform where participants
could improve their debating skills. Through gami-
fication, the authors collected fallacies registered by
the participants belonging to one of the following
five classes: ad hominem, appeal to emotion, red
herring, hasty generalisation, irrelevant authority.
A direct continuation of this work was presented
in (Habernal et al., 2018a), where the resulting cor-
pus from the use of “Argotario” containing 430
annotated arguments was released. In that work,
arguments belonging to the previous five classes
plus a no fallacy set of arguments were compiled,
and a set of preliminary results of experiments with
a Support Vector Machine (SVM) and a Bidirec-
tional Long Short-Term Memory (BiLSTM) neural
network were reported.

Aimed at better understanding the linguistic fea-
tures underlying the Ad Hominem argument, Haber-
nal et al. developed a corpus from user discussions
in the Change My View subreddit on the Reddit
social network (Habernal et al., 2018b). For that
purpose they retrieved the comments that were re-
moved by the administrators because they were la-
belled as rude or hostile by the community, match-
ing one of the non breakable rules proposed in
(Van Eemeren and Grootendorst, 2016) as part of
the pragma-dialectic theory of argumentation. The
authors also reported a set of fallacy detection ex-
periments with a Convolutional Neural Network
(CNN) in which they used this corpus consisting
of 7,242 samples balanced between non-fallacious
and ad hominem classes.

The automatic identification of argumentative
fallacies has also been studied from the propaganda
viewpoint in (Da San Martino et al., 2019), where
the authors annotate news articles containing up
to 18 propaganda techniques and report a series
of experiments on propaganda classification. This
perspective on fallacious argumentation was con-
tinued in a shared task organised for the SemEval
forum (Da San Martino et al., 2020) aimed at the
automatic classification of natural language propa-
ganda.

Based on the pragma-dialectic theory
(Van Eemeren and Grootendorst, 2016) eight
classes of fallacious arguments were annotated in a
corpus of informal fallacies in online discussions
by Sahai et al. (2021). More than 1,700 fallacious
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comments retrieved from Reddit were annotated
into the classes of Appeal to authority, Appeal to
majority, Appeal to nature, Appeal to tradition,
Appeal to worse problems, Black-or-white, Hasty
generalisation, and Slippery slope fallacies.
Furthermore, the authors report results on the
binary task of classifying natural language text as
fallacious or not, and on the 8-class classification
problem of determining the type of fallacy to
which each fallacious comment belongs to. For the
experiments, the authors consider more advanced
models based in the Transformer architecture, and
the granularity network that performed the best in
(Da San Martino et al., 2019).

A simplified version of the task is presented in
(Goffredo et al., 2022), where another corpus of
fallacious argumentation is released. In this pa-
per, the annotation of fallacious arguments is done
from the transcripts of 31 political debates of the
U.S. Presidential Campaigns. The authors anno-
tate six different types of fallacy: Ad Hominem,
Appeal to Emotion, Appeal to Authority, Slippery
Slope, False Cause, and Slogans. In addition to
these classes, 11 sub-classes are also annotated,
providing additional information of the fallacious
arguments. In their experiments, the best results
are reported with a Transformer-based architecture
that combines natural language with argumentative
features. The experimental results reported in that
work are exclusively focused on the task of classify-
ing fallacies, assuming that the fallacy has already
been detected.

Recently, (Alhindi et al., 2022) al explores the
use of multitask instruction-based prompting to
dectect 28 different fallacies across five datasets.
The authors compare the use of T5 (Raffel et al.,
2020) and GPT-3 (Brown et al., 2020) for prompt-
based fallacy classification, and a fine-tuned BERT
(Devlin et al., 2018) model for a more classic
baseline. From their results, it is possible to ob-
serve how the multitask instruction-based prompt-
ing with T5 achieves a significant increase in perfor-
mance compared to the GPT-3 and BERT baselines.
However, the methodology applied in this paper is
similar to the one followed in previous work, in
which the fallacy type of a text sequence is deter-
mined by only taking the natural language of the
sequence into account.

Finally, one of the most recent papers in the au-
tomatic detection of logical fallacies proposes a
new task for pre-training language models based

on the structure of arguments (Jin et al., 2022).
For that purpose, the authors release a corpus con-
sisting of 2,449 argumentative samples labelled
into one of 13 different fallacy types. A set of
experiments comparing Large Language Models
(LLMs) as zero-shot classifiers with Transformer-
based models fine-tuned on the corpus is reported,
emphasising on the importance of looking at struc-
tural reasoning features for this type of classifica-
tion problems.

We can observe how, in the past years, a var-
ied set of relatively small corpora have been anno-
tated and publicly released. Most of them, how-
ever, share a similar paradigm for addressing the
automatic identification of argumentative fallacies.
Short spans of text are labelled with one of the cor-
responding fallacy labels, but no attention is given
to the underlying logic that makes the argument
fallacious or not. Furthermore, all the reported ex-
periments are done in a similar way, the natural
language text is used as the input to learn a set
of N classes (varying from one corpus to another)
directly from the text, and no in-depth error anal-
yses are reported in most of these works. These
limitations might raise some concerns, such as the
impact of non-fallacious arguments being labelled
as fallacious (false positives) while they are not,
just because they share similar words or natural
language patterns. To have a better understanding
of these cases, and the potential problems of rely-
ing only in deep learning algorithms for addressing
a complex problem such as the identification of nat-
ural language fallacies, the argumentation scheme
model of arguments presents itself as a promising
alternative to the models considered in the litera-
ture.

3 Data

In order to validate our hypothesis and to provide
an evaluation outside of the training domain, we
decided to use two different corpora in our exper-
iments. First, the fallacy detection corpus, which
consists of a partial combination of the data de-
scribed in (Sahai et al., 2021) and (Goffredo et al.,
2022). Second, the argumentation scheme valida-
tion dataset, a small collection of natural language
argumentation schemes that we created in this work
in order to evaluate the inferences done by the pre-
dictive models to detect a natural language fallacy
outside of the domains considered during train-
ing. With this second dataset, it is our objective
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to observe how well the model generalises when
detecting natural language fallacies following a dif-
ferent model or structure than the one considered
in the data used for training, similar to what would
happen when deploying the predictive models in
the Wild.

As depicted in Table 1, the fallacy detection
corpus used in this work consists of four fallacy
classes and the non-fallacious class. We selected
the fallacy classes of Appeal to Authority, Appeal
to Majority, Slippery Slope and Ad Hominem since
they represent the majority of the natural language
fallacies commonly used in human dialogues and
debates.

Since the annotation in both corpora was based
on similar fallacy theory, our fallacy detection cor-
pus combines some of the natural languages falla-
cies annotated in U.S. presidential debates (Gof-
fredo et al., 2022), with some others annotated in
social media discussions (Sahai et al., 2021) and
the non-fallacious class. The decision of combin-
ing both corpora is twofold. First, we wanted to
address the automatic detection of natural language
fallacies (not just classifying them as done in (Gof-
fredo et al., 2022)) so non-fallacious samples were
needed. The assumption done in (Goffredo et al.,
2022) of knowing beforehand that some piece of
natural language is fallacious represents a signifi-
cant limitation of the contribution since knowing
the fallacious condition of an input is not trivial,
and represents an important challenge in the area.
The second reason to combine both corpora is to
have a more balanced distribution of samples when
comparing fallacious to non-fallacious samples,
and to expand the natural language domains in
which fallacies can be observed during training.

A sample in our fallacy detection corpus con-
sists of a short snippet of text where the fallacious
(or not) reasoning has been identified, a natural
language context in which the fallacy has been de-
tected (a paragraph in the case of the debates, and
the previous comment of the text snippet in the case
of the social media discussions), and the annotated
label. In order to homogenise the natural language
context in data belonging to both corpora, for the
samples extracted from the debate corpus we con-
sidered as the context only the sentences before
and after the text snippet.

Aimed at validating the performance of ma-
chine learning and deep learning systems to detect
natural language fallacies, we developed a small

Natural Language Input

Fallacy IdentifierMulti-class

Fallacy Classifier

Figure 1: Multi-class and cascaded approaches.

dataset containing natural language argumentation
schemes (Walton et al., 2008). In this dataset, we
included seven different types of argumentation
schemes matching the fallacy classes included in
the fallacy detection corpus: Argument from Ex-
pert Opinion (AFEO), Argument from Position to
Know (AFPK), Argument from Popular Practice
(AFPP), Argument from Popular Opinion (AFPO),
Slippery Slope Argumentation Scheme (SSAS),
Generic Ad Hominem (GAH), and Circumstantial
Ad Hominem (CAH). This way, we can easily re-
late each argumentation scheme with one of the
four fallacy classes included in the fallacy detec-
tion corpus, the Appeal to Authority with AFEO
and AFPO, the Appeal to Majority with AFPP and
AFPO, the Slippery Slope with the SSAS, and the
Ad Hominem with the GAH and CAH. It is impor-
tant to remember that, argumentation schemes are
not fallacious by definition as they are the fallacy
classes used to annotate previous corpora, but they
can only be considered as fallacious if and only if
some of the critical questions cannot be success-
fully answered. Taking this into consideration, in
our argumentation scheme validation dataset, we
included two natural language instances of each
scheme, one in which all the critical questions can
be answered (i.e., valid reasoning), and another that
fails in some aspect (i.e., fallacy). Therefore, our
argumentation scheme validation dataset consists
of fourteen natural language arguments specifically
designed to validate the inference process of the
predictive models in the task of automatically de-
tecting natural language fallacies. These natural
language argumentation schemes have been com-
piled in Table 2.
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Samples Appeal to Authority Appeal to Majority Slippery Slope Ad Hominem Fallacy Total Non-fallacious

(Sahai et al., 2021) 212 196 228 - 636 1650

(Goffredo et al., 2022) 208 - 48 146 402 -

Total 420 196 276 146 1038 1650

Table 1: Class distribution of the fallacy detection corpus.

4 Experiments

4.1 Method

To extend the experimental results previously re-
ported in the literature, we consider the two dif-
ferent approaches to the automatic detection of
argumentative fallacies depicted in Figure 1. First,
we consider a multi-class classification problem in
which fallacy classes and the non-fallacious class
are considered in the same level. In this case, we
will be facing a five-class classification problem.
Second, we consider a cascaded approach in which
we first try to discriminate fallacies from valid rea-
soning. For that purpose, we combine a two-class
classifier in charge of detecting fallacies, with a
four-class classification model that determines the
specific type of the fallacy (i.e., Authority, Majority,
Slipepry Slope, and Ad Hominem).

4.2 Experimental Setup

In our experiments, we have considered three dif-
ferent implementations of the fallacy classifiers
proposed in our method. Aimed at covering some
of the state-of-the-art general approaches in NLP,
we used a Support Vector Machine combined with
natural language embeddings (eSVM), a fine-tuned
RoBERTa for sequence classification, and zero-
shot prompting GPT-3.5-TURBO and GPT-4 with-
out any additional training. We also considered two
versions of each input in our experiments: (i) we
used as our input the text snippet only, and (ii) we
combined the snippet with its context.

Regarding the eSVM, the best results were ob-
tained with the radial basis function kernel, a
gamma equal to one divided by the number of fea-
tures, and C equal to 1000. On the other hand, for
fine-tuning the RoBERTa model, we trained the
model for 20 epochs with a learning rate of 1e-5
and a weight decay of 0.01. Finally, the prompt
used in our experiments with GPT-3.5-TURBO and
GPT-4 to automatically detect and classify natural
language fallacies was designed in three sequential
messages as follows:

▶ You task is to detect a fallacy in the Text Snip-

pet. The label can be “Slippery Slope”, “Ap-
peal to Authority”, “Ad Hominem”, “Appeal
to Majority” or “None”.

▶ Text Snippet: [SAMPLE]

▶ Label:

The first paragraph of the prompt was adapted
for each of the different situations proposed in our
method. For example by removing “None” for
fallacy classification (4-class), and grouping the
fallacy labels into “Fallacy” for fallacy identifica-
tion (2-class).

In all of our experiments, we considered an
80-10-10 split of our data into train, develop-
ment, and test respectively. Furthermore, we
removed all the duplicated text snippets from
the U.S. presidential debates corpus to prevent
the occurrence of the same natural language
snippets in train and test at the same time, as
happened in the experiments reported in (Gof-
fredo et al., 2022). The best performing hyper-
parameters described above were selected based
on the best performance in the development split.
The code and the data used in our experiments
can be publicly accessed at https://github.com/
raruidol/ArgumentMining23-Fallacy.

5 Results

We have grouped the analysis of our results into
two sections. First, we evaluate our models on the
test split of the fallacy detection corpus. Second,
we evaluate these same models when used to de-
tect or classify fallacies in the Wild (i.e., outside
of the training/testing data domain), for which pur-
pose we use the argumentation scheme validation
dataset.

5.1 Experimental Evaluation
Regarding the experimental evaluation, we mea-
sured the performance of the models by calculating
the precision, recall, and macro f1 of the predic-
tions done over the test samples. Table 3 contains
the results of the multi-class classification exper-
iments, Table 4 contains the results of the fallacy

https://github.com/raruidol/ArgumentMining23-Fallacy
https://github.com/raruidol/ArgumentMining23-Fallacy
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Arg. Scheme CQs Natural Language Argumentation Schemes

AFEO ✓

Major Premise: “Prof Whittaker is a professor of virology at the Cornell University College”
Minor Premise: “Prof Whittaker said that viruses can be spread by sneezing”
Conclusion: “Viruses can be spread by sneezing”

AFEO ✗

Major Premise: “Stephen Hawking was an expert on AI”
Minor Premise: “Stephen Hawking said that AI could spell the end of the human race”
Conclusion: “AI could spell the end of the human race”

AFPK ✓

Major Premise: “Alice lives in New York”
Minor Premise: “Alice says that New York City Hall is in Lower Manhattan”
Conclusion: “New York City Hall is in Lower Manhattan”

AFPK ✗

Major Premise: “David is a cab driver in London”
Minor Premise: “David says that the best way to get to Tower Bridge is by cab”
Conclusion: “The best way to get to Tower Bridge is by cab”

AFPP ✓

Major Premise: “Most people wear black clothes at a funeral”
Minor Premise: “If most people wear black clothes at a funeral, that is acceptable to do”
Conclusion: “It is acceptable to wear black clothes at a funeral”

AFPP ✗

Major Premise: “Most people drive at least 10 miles per hour over the speed limit”
Minor Premise: “If most people drive at least 10 miles per hour over the speed...
...limit, that is acceptable to do”
Conclusion: “It is acceptable to drive at least 10 miles per hour over the speed limit”

AFPO ✓

General Acceptance Premise: “The majority of climate scientists agree that humans...
...are causing global warming and climate change”
Presumption Premise: “If the majority of climate scientists agree that humans...
...are causing global warming and climate change, there is a reason to believe that is true”
Conclusion: “There is reason to believe that humans...
...are causing global warming and climate change”

AFPO ✗

General Acceptance Premise: “The majority of people we asked agreed that the Earth may be flat ”
Presumption Premise: “If the majority of people we asked agreed that the Earth...
...may be flat, there is a reason to believe that is true”
Conclusion: “There is reason to believe that the Earth may be flat”

SSAS ✓

First Step Premise: “I should go out with my friends rather than study for the exam”
Recursive Premise: “If I don’t pass the exam, this might affect my GPA, which...
...in turn might impact my chances of going to a good college”
Bad Outcome Premise: “Not going to a good college would be a disaster”
Conclusion: “I should not go out with my friends rather than study for the exam”

SSAS ✗

First Step Premise: “We should lower the legal drinking age from 21 to 18 in line with other countries”
Recursive Premise: “If we lower it to 18, next it will be 17, then 16, 15, etc. ”
Bad Outcome Premise: “If we lower the legal drinking age, we’ll have ten-year-olds getting drunk in bars!”
Conclusion: “We should not lower the legal drinking age ”

GAH ✓
Character Attack Premise: “Steve has cheated on a number of past exams”
Conclusion: “We should doubt Steve’s claim that someone else copied his work in this exam”

GAH ✗
Character Attack Premise: “The CEO was convicted of a DUI in college”
Conclusion: “We should doubt the CEO’s sales report”

CAH ✓

Argument Premise: “The car salesman argued that I should buy a gas car because...
...they are more reliable than electric cars”
Inconsistent Commitment Premise: “The car salesman chose to drive an electric car”
Credibility Questioning Premise: “The car salesman is not credible in this case”
Conclusion: “The car salesman’s argument that I should buy a gas car is not valid”

CAH ✗

Argument Premise: “Mark argued that you should not take illegal drugs as they can have dangerous side effects”
Inconsistent Commitment Premise: “Mark has taken illegal drugs in the past”
Credibility Questioning Premise: “Mark is not credible in this case”
Conclusion: “Mark’s argument that you should not take illegal drugs is not valid”

Table 2: Argumentation Scheme validation dataset. A (✓) indicates that the argument successfully answers its
critical questions. A (✗) indicates that some of the critical questions cannot be successfully answered and thus, the
argument is a fallacy.
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Model Precision Recall Macro-F1

RB 21.6 24.6 18.6

eSVM 68.3 55.8 60.3

RoBERTa 68.2 65.3 66.5

GPT-3.5-TURBO 59.0 46.2 45.5

GPT-4 53.5 55.0 51.7

eSVM+[ctx] 67.3 50.0 54.4

RoBERTa+[ctx] 62.0 58.4 59.9

GPT-3.5-TURBO+[ctx] 50.2 32.1 35.8

GPT-4+[ctx] 54.4 51.2 50.8

Table 3: Precision, Recall and Macro-F1 results of the
5-class fallacy detection task. [ctx] represents the con-
textual information added to the input of each model.

detection (i.e., 2-class classification) experiments,
and Table 5 contains the results of the fallacy (i.e.,
4-class) classification experiments. We have also
included the random baseline (RB) in order to rel-
ativise the results with respect to the class com-
plexity of each instance of the task. From all these
results, we have identified two interesting patterns.

First of all, for a corpus of this size (i.e., ∼2000
samples) and distribution, the best results were
consistently achieved by fine-tuning the RoBERTa
architecture. The eSVM model performed slightly
worse and the worst performing approach was the
zero-shot prompts for the GPT-3.5-TURBO and
GPT-4 model. It is important to mention that in
the zero-shot prompting experiments, no parame-
ters were specifically fine-tuned for our data, and
taking this into account, the results were surpris-
ingly good compared to a random or a majority
baseline. Furthermore, we could observe an im-
portant difference between GPT-3.5-TURBO and
GPT-4 when prompted to detect and classify fal-
lacies in natural language. We found out that in
all of the fallacy detection and classification tasks
GPT-4 significantly outperformed GPT-3.5-TURBO.
Specifically in the cascaded approach, GPT-4 was
able to outperform GPT-3.5-TURBO in more than a
20% with respect to macro F1 reaching a maximum
improvement of a 58% in the fallacy classification
task. After removing the negative samples, the GPT-
4 model is able to focus on more relevant linguistic
aspects of the text snippets than its predecessor,
resulting in a significant improvement in this task
(see Table 5). Finally, we were also able to observe
that in general, better results were achieved by the

cascaded approach. Therefore, when addressing
a fallacy identification problem, given the linguis-
tic complexity of this task, it is better to do it by
separating the detection and the classification than
doing both tasks at the same time.

The second pattern that we were able to observe
is that, including the context as we did in our ex-
periments was not helpful at all. Adding more
contextual information to the text snippet resulted
in redundant information that made the task more
difficult for the predictive models. Given the gen-
eralised bad performance of the models when just
including the adjacent text of the snippet to the in-
put, we consider that argumentative context should
be brought into consideration from a different per-
spective (e.g., explicitly modelling the underlying
reasoning of the argument). Since the detection
of fallacious reasoning is a task that involves the
analysis of finer grained reasoning and logical as-
pects of natural language, it might be a better idea
to support the natural language input with some
structural and argumentative features in the line of
what was proposed in (Jin et al., 2022), rather than
just including the adjacent text. However, we could
not integrate such features in our experiments since
part of the fallacy detection corpus did not contain
such annotations. Finally, we would also like to
point out that from the consistent drop of perfor-
mance observed between all of our experiments
with and without context, the development of an
effective segmentation algorithm that focuses on
the relevant linguistic aspects of the text is of ut-
most importance when addressing a high linguistic
complexity task such as the automatic detection of
argumentative fallacies.

5.2 Evaluation in the Wild

In order to validate the behaviour of these models
when making predictions outside of the training do-
mains, we have used the validation dataset created
on the basis of the argumentation scheme model
of argument (see Table 2). For this validation in
the Wild, we have selected the best model of the ex-
perimental evaluation considering both fine-tuning
and prompt-based models independently. As de-
picted in Table 6, we have evaluated the RoBERTa
and GPT-4 models considering both the multi-class
and the fallacy identification tasks (i.e., 5-class and
2-class classification problems respectively) pro-
posed at the beginning of this paper.

Firstly, looking at the 5-class classification re-
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Model Precision Recall Macro-F1

RB 47.1 47.0 46.4

eSVM 77.8 77.5 77.7

RoBERTa 79.8 79.6 79.6

GPT-3.5-TURBO 41.7 46.2 40.6

GPT-4 53.2 53.2 51.1

eSVM+[ctx] 76.8 74.0 74.8

RoBERTa+[ctx] 78.0 78.8 78.3

GPT-3.5-TURBO+[ctx] 47.1 48.8 43.5

GPT-4+[ctx] 56.6 56.7 54.1

Table 4: Precision, Recall and Macro-F1 results of the
2-class fallacy detection task. [ctx] represents the con-
textual information added to the input of each model.

Model Precision Recall Macro-F1

RB 22.9 22.1 22.4

eSVM 69.6 65.5 67.1

RoBERTa 75.4 78.0 76.2

GPT-3.5-TURBO 51.7 46.4 44.6

GPT-4 60.4 60.0 58.3

eSVM+[ctx] 79.7 72.1 74.8

RoBERTa+[ctx] 72.3 72.6 72.3

GPT-3.5-TURBO+[ctx] 45.9 38.1 35.1

GPT-4+[ctx] 58.7 57.0 55.7

Table 5: Precision, Recall and Macro-F1 results of the
4-class fallacy classification task. [ctx] represents the
contextual information added to the input of each model.

Arg. Scheme CQs RoBERTa GPT-4
5-class 2-class 5-class 2-class

AFEO ✓ Authority Fallacy None None

AFEO ✗ Authority Fallacy Authority Fallacy

AFPK ✓ None Fallacy None None

AFPK ✗ Authority Fallacy Authority Fallacy

AFPP ✓ None Fallacy Majority None

AFPP ✗ None Fallacy Majority Fallacy

AFPO ✓ Majority Fallacy Authority None

AFPO ✗ Majority Fallacy Majority Fallacy

SSAS ✓ None Fallacy Slippery Slope None

SSAS ✗ Slippery Slope Fallacy Slippery Slope Fallacy

GAH ✓ None None Ad Hominem Fallacy

GAH ✗ Ad Hominem Fallacy Ad Hominem Fallacy

CAH ✓ None None Ad Hominem Fallacy

CAH ✗ None None Ad Hominem Fallacy

Table 6: Evaluation in the Wild of the fallacy detection
LLMs.

sults, we can observe different behaviour between
RoBERTa and GPT-4. In the case of RoBERTa, it
failed to distinguish the fallacious aspects of the un-
derlying logic of four argumentation schemes. We
can see this problem with both AFEO that are clas-
sified as an authority fallacy, both AFPP that are
classified as non-fallacious while both AFPO are
labelled as an appeal to majority fallacy, and both
CAH that are classified as non-fallacious. This be-
haviour can be attributed to the fact that they look
too similar to the samples labelled as fallacious (in
the case of AFEO and AFPO) or non-fallacious
(in the case of AFPP and CAH) in the training cor-
pora. Only for three out of the seven argumentation
schemes was the model able to correctly distinguish
between fallacious and non-fallacious instances of
the same scheme, this is the case of AFPK, SSAS,
and GAH. Differently, GPT-4 only managed to cor-
rectly distinguish between an instance of the same
argumentation scheme being fallacious or not in
the AFEO and AFPO. All the rest of the argumenta-
tion schemes were labelled as fallacious belonging
to each of its respective fallacy classes. It is inter-
esting to mention that GPT-4 also failed to identify
the fallacy type in the valid AFPO, since the word
“scientist” appeared, the model predicted that it was
an appeal to authority fallacy, being it not a fallacy
and being structured as a popular opinion scheme,
meaning that the authority was not a relevant aspect
in the argumentative reasoning.

Secondly, looking at the 2-class classification
results, the observed behaviour between RoBERTa
and GPT-4 was also significantly different. In the
case of RoBERTa, except for the Ad Hominem
schemes, all the other argumentation schemes were
labelled as fallacious regardless of their logic. The
model was also not able to correctly discriminate a
fallacy in the case of CAH arguments, where both
of them were labelled as non-fallacious. Only the
natural language GAH schemes were correctly dis-
criminated between fallacious or not. On the other
hand, GPT-4 performed surprisingly well in this
instance of the task. All the schemes apart from
the Ad Hominem ones were correctly classified as
fallacious or not. However, both GAH and CAH
schemes were labelled as fallacious, regardless of
the actual reasons (e.g., critical questions) of being
fallacious.

6 Discussion
In this paper, we present the first analysis of the lim-
itations of approaching the fallacy detection prob-
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lem with LLMs. For that purpose, we provide a
new viewpoint to the existing work done in the
automatic identification of natural language falla-
cies through the use of the argumentation scheme
model of arguments. The argumentation scheme
model allows us to partially dissociate the logic
of the argument from the natural language of it,
evidencing the limitation that LLMs have when
used to approach complex natural language tasks
where logical reasoning is involved. For that pur-
pose, we first ran a set of experiments training a
machine learning and a deep learning algorithm
plus prompting two LLMs on existing annotated
corpora for fallacy identification, resulting in new
baselines for this task. Second, we evaluated the
best performing models on a specifically created ar-
gumentation scheme validation dataset that helped
us to understand how well were these models able
to identify fallacies based on the logic of the argu-
ment rather than over-fitting to a natural language
pattern not relevant for the definition of a fallacy.
From our findings we have been able to observe
that there is still much more work to do in this area,
and that relying exclusively on LLMs to approach
such a challenging task in the Wild may not be the
best option.
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