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a b s t r a c t

Introduction: Medical imaging is arguably the most technologically advanced field in healthcare,
encompassing a range of technologies which continually evolve as computing power and human
knowledge expand. Artificial Intelligence (AI) is the next frontier which medical imaging is pioneering.
The rapid development and implementation of AI has the potential to revolutionise healthcare, however,
to do so, staff must be competent and confident in its application, hence AI readiness is an important
precursor to AI adoption. Research to ascertain the best way to deliver this AI-enabled healthcare training
is in its infancy. The aim of this scoping review is to compare existing studies which investigate and
evaluate the efficacy of AI educational interventions for medical imaging staff.
Methods: Following the creation of a search strategy and keyword searches, screening was conducted to
determine study eligibility. This consisted of a title and abstract scan, then subsequently a full-text re-
view. Articles were included if they were empirical studies wherein an educational intervention on AI for
medical imaging staff was created, delivered, and evaluated.
Results: Of the initial 1309 records returned, n ¼ 5 (~0.4 %) of studies met the eligibility criteria of the
review. The curricula and delivery in each of the five studies shared similar aims and a ‘flipped classroom’

delivery was the most utilised method. However, the depth of content covered in the curricula of each
varied and measured outcomes differed greatly.
Conclusion: The findings of this review will provide insights into the evaluation of existing AI educational
interventions, which will be valuable when planning AI education for healthcare staff.
Implications for practice: This review highlights the need for standardised and comprehensive AI training
programs for imaging staff.
© 2024 The Authors. Published by Elsevier Ltd on behalf of The College of Radiographers. This is an open

access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Introduction

The Information Age1 has been a driving force for healthcare
innovation for around 40 years, with access to vast amounts of data
and technology which has equipped the workforce with the tools
and power to transform healthcare. The advent of artificial intelli-
gence (AI) has been one of the most revolutionary aspects of this
age. The ubiquity of AI has led to government, professional body,
and regulatory body action to address the necessity for integration
and regulation of AI, in the form of guidelines published.2e5 As
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interest in and use of AI has grown, some authors have claimed that
AI could render radiology as a specialism obsolete or automate
many roles within medical imaging, ultimately leading to job
losses.6e8 These claims have thus far proven to be redundant, but a
legacy of trepidation towards AI remains for some.7e10.

Numerous studies positing the capabilities of AI have been
published, with many claiming algorithms can be as competent as
their human counterparts.11e17 However, many sceptics and pro-
ponents alike have raised a concern over the claims that have been
made in such studies, citing limitations which could affect the
validity, generalisation, and reproducibility of results.18e20 The
aforementioned research aiming to verify the capabilities of AI has
led to an increase in qualitative research seeking to ascertain the
opinions of various facets of the healthcare workforce in relation to
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AI77,.10,21e23 These studies add value to the discussion and imple-
mentation of AI. Themes recurring in much of the recently pub-
lished literature indicate that whilst the earlier claims of a bleak
future in medical imaging have not had a detrimental effect on staff
outlook on their careers,7,23,24 there is still a perceived reluctance to
utilise it clinically.21,24e26

Common findings in these studies indicate that staff feel that
they do not know enough about AI to confidently implement it
safely and effectively in practice. Despite the use of AI tools
currently increasing in clinical practice, there is a self-reported lack
of ability to understand, critically appraise and ethically apply these
tools in routine clinical practice.9,21,23 AI guidance2e5 state that
education on AI is essential for its successful implementation.
Despite this guidance, there is a paucity of research to investigate
the current landscape of education on AI for healthcare staff.

AI education has also been recommended as part of The Topol
Review27 in the UK e both as part of pre-reg healthcare pro-
grammes, and as a continued development of the skillset of the
current workforce. From September 2023, the updated Health and
Care Professions council (HCPC) Standards of Proficiency for radi-
ographers28 state that clinicians must be able to demonstrate
awareness of the principles of AI and its application to practice, yet
there has been no investigation into the current status of educa-
tional provision. To mark the 75th anniversary of the founding of
the National Health Service (NHS), it was recently announced that a
£21 million AI Diagnostic Fund is to be made available to Trusts
allowing them to accelerate the deployment of promising AI tools
to help patients receive treatment more quickly.29 Citing that the
NHS spends £10 billion annually on medical technology and that
the global market is forecast to reach £150 billion in the next year,
this investment will be of enormous benefit to patients. In this
announcement, no indication is given of how the NHS plan to
prepare staff to understand and effectively use AI. Whilst claims
that future graduates will have AI education embedded in their
undergraduate training, specific details of how this will be under-
taken are lacking. In a survey of UK higher education institutes
(HEIs), preliminary findings show that 70 % (n ¼ 14) claim to have
already introduced AI to the curriculum, however when asked to
indicate how it has been introduced, details given were vague,
including “a lecture to 2 nd year”, “a lecture to L6”, and “L4-6
physics modules”.30 Further to this, medical imaging lecturers and
practice educators were surveyed about their thoughts on and
preparedness for delivering AI education. 52 % (n ¼ 17) said that
their institution has introduced AI education, but when asked to
provide details answers were vague, with examples such as
“increasing number of students including AI in dissertations” and
“virtual reality assessments in labs”. Only 14 % (n ¼ 4) of lecturers
and practice educators indicated they have completed some formal
training on AI e examples given ranged from modules as part of a
MSc in biomedical engineering to free online coding skills. 33 %
(n ¼ 11) indicated they are using AI in their role but only half of
those say they received training on how to operate the AI tech-
nologies. That only 14 % (n ¼ 4) of respondents claim to have
received any formal AI training indicates that there is a serious lack
of education on AI available to clinical imaging staff. Alongside the
updated HCPC standards of proficiency which now state that reg-
istrants must demonstrate an awareness of AI and new technolo-
gies, these figures show there is a demonstratable necessity for AI
education for the medical imaging workforce. Whilst some en-
deavours to undertake the process have commenced, these have
been described as piecemeal and unregulated, inaccessible,
conversely too low-level, and too complex, and lacking in hand's-
on practice.9,25,26,31e33

Clinical staff must exercise caution and ensure that AI does not
encroach into clinical practice unchecked. Some studies have found
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there could be a tendency for over-reliance and trust in AI to
perform tasks usually requiring human input.34 This could be due
to lack of confidence in ones’ own skill,24 time constraints or other
work pressures.35 It would be reckless to place faith in technologies
which, although purported to perform accurately, faster and
without fatigue, are still fallible. As with all new ways of working,
there must be a time of learning and adjustment. However, it could
be considered that an issue with the rapid deployment of AI solu-
tions is that there has been no time to learn or adjust. These
technologies are already here and in clinical use. Manufacturers
and vendors offer assurances that they can perform to tested,
specified levels.13,15 However, as clinicians guided by professional
codes of conduct and ethics, users must practice with the best in-
terest of patients at the core of their work.28

A Canadian scoping review36 attempted to examine and sum-
marise the range of AI educational offerings for healthcare pro-
fessionals at the time. This review appeared comprehensive,
reporting on a total of 41 programmes mainly from the United
States but with one each in Canada, Mexico, and France. However,
the criteria used to screen the published literature was broad and
the data analysed was composed of a mixture of empirical studies,
narrative articles, opinion pieces, and conference abstracts. Further
to this, the focus of some of the included data does not pertain
specifically to AI, with topics such as medical bioinformatics and
Bayesian Networks encompassed. These are considered higher
level concepts, beyond the realm of basic AI knowledge that would
be applicable for novices to the topic of AI.37 Moreover, recognising
the limitations of a previous attempt to review the literature e

where flaws in data collection and analytic methods were evident
e it becomes clear that results identifying heterogenous metrics
used to evaluate courses are significant, and meaningful compari-
son of the data was not achievable. Considering these challenges
and to address the subsequent limitations, this scoping review is
designed to provide valuable insight into the landscape of research
on AI educational interventions for medical imaging staff globally.
By doing so, it aims to contribute substantively to the ongoing
conversation about the future of medical imaging education
internationally.

Methods

A methodological framework proposed by Arksey & O'Malley38

was followed to conduct the review. This involved five stages: (1)
identifying the research question; (2) identifying relevant studies;
(3) selecting studies; (4) charting the data; and (5) collating,
summarising, and reporting the results.

Relevant keywords related to AI and medical imaging education
were identified (see Table 1) and used to search the databases
Medline and the Cumulative Index to Nursing and Allied Health
Literature (CINAHL) in July 2023. The initial searches yielded 1446
results (see Fig. 1). A total of 110 duplicate records were removed at
this stage. The remaining records underwent a screening process,
starting with title screening and followed by abstract screening. A
total of 1266 records were excluded during this process. The pri-
mary reason for exclusionwas that the papers did not alignwith the
focus of AI education. While the terms ‘AI’ and ‘education,’ or their
synonyms, appeared somewhere in the text of these papers, they
did not pertain to education on AI in the context of medical im-
aging. Many excluded papers were studies evaluating various AI
technologies and algorithms in clinical settings, for example
investigating the sensitivity and specificity of an AI tool to detect a
pathology. Other excluded records included conference abstracts
and editorials, which did not meet the inclusion criteria for
empirical studies. After the screening process, 70 full-text articles
were assessed for eligibility. Our inclusion criteria (see Table 2)



Table 1
Search strategy.

# Search term

1 exp Artificial Intelligence/
2 ((“artificial intelligence” or ai) not “machine learning” not ml not “deep learning” not dl)
3 #1 or #2
4 exp Radiography/
5 ((radiograph* or “radiograph* technologist*” or “radiograph* technician” or “diagnostic imag*” or “medical imag*”) not diagnosis not treatment not disease).tw.
6 Radiotherapy/
7 ((“radiation therap*” or radiotherapy or radiother* or “radiation oncolog* or radiotherapy technician” or “radiation technologist”) not diagnosis not treatment

not disease).tw.
8 exp Radiology/
9 ((radiology or radiologist or radiolog*) not diagnosis not treatment not disease).tw.
10 #4 or #5 or #6 or #7 or #8 or #9
11 exp Education, Professional/
12 exp Teaching/
13 exp Curriculum/
14 (teaching or curricul* or education* or student* or module* or “professional develop*” or CPD or CME or certific*).tw
15 #11 or #12 or #13 or #14
16 #3 and #10 and #15
17 limit 16 to english language
18 17 and “Journal Article”.sa_pubt
19 limit 18 to (journal article and “humans only (removes records about animals)”)
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encompassed specific keywords related to AI and medical imaging
education. We focused on studies that met these criteria to ensure
alignment with the scope of our review.

Results

Ultimately, only 5 papers met the inclusion/exclusion criteria
of novel educational interventions for medical imaging staff that
have been designed, delivered, and evaluated. However, works of
relevance to the topic have been cited throughout this paper. Of
the five studies included in this review, two were delivered in
the USA,39,40 two in Germany41,42 and one was delivered in the
United Kingdom.43 All five studies were educational in-
terventions; four were targeted to medical students, radiology
residents and adjacent professions such as attending physicians,
medical doctor (MD) PhD researchers, non-medical PhD re-
searchers and MDs. Only one was for radiographers.43 No other
categories of medical imaging staff were eligible for the other
four studies included in this review as the programs were
designed and delivered as initiatives specifically for doctors. A
finding of note from Schuur et al. in their 2021 systematic re-
view25 was that only 7 % (n ¼ 7) of the one hundred training
initiatives they reviewed explicitly included radiographers as
part of the target audience. For the full population breakdown
for each study see Table 3. Population size per study ranged from
n ¼ 5 to n ¼ 120 per lecture/session/day.

Findings

Both studies conducted in the United States39,40 and one
German study41 explicitly stated that their research aimed to
address an identified gap in AI training for medical and radiology
students. In contrast, the remaining two studies did not explicitly
indicate in their study aims that they sought to fill a recognised
need for AI training among medical imaging staff.

Despite their limited number, these studies were conducted
within a three-year timeframe and offer insights into current
trends within the medical imaging community. The increasing
emphasis on AI usage in medical imaging practice reinforces the
need for further research in this area. As mentioned earlier,
consensus in AI opinion research highlights one of the major
challenges in AI adoptiondi.e., the lack of knowledge among
476
clinicians. The main study characteristics have been summarised
(see Table 3) for clarity and ease of reference.

Mode of delivery

Four of the studies included in this review employed a combi-
nation of online and in-person didactic elements, along with syn-
chronous and asynchronous content delivery methods. The
necessity to adopt this approach was influenced mainly by re-
strictions imposed during the worldwide lockdown and social
distancing protocols, as dictated by the World Health Organisation
and local government guidance during the Covid-19 pandemic.44 In
the Perchik study40 it was noted that whilst originally in-person
lectures and technical demonstrations were planned, the switch
to online lessons was well received by participants and was so
successful that it allowed the programme to encompass 9 radiology
residency programmes across the USA, enabling the provision of
the intervention to a greater range of participants. Lindqwister
et al.39 do not offer any specifics as to the mode of delivery. It can,
however, be assumed that the intervention was delivered entirely
in person as when discussing the limitations of their study, it is
mentioned that a transition to online learning might have resolved
the issue with high attrition in later sessions.

A ‘flipped classroom’ approachwas utilised in three studies.41e43

This teaching approach, wherein the traditional lecture and
homework elements of a course are reversed, explain a bit more has
been reported to allow for more active and collaborative learning
during class time.45,46 Another benefit typically accredited to the
system is that there can be provision for more individualised sup-
port for students who may need additional help with the material.
In a flipped classroom, students are introduced to new material
outside of class, typically through asynchronous methods like
videos or readings.45,47 Synchronous class time can then be used for
activities that allow students to apply and deepen their under-
standing of the material.47,48

It appears that the flipped classroom approach was favoured by
participants in the Hedderich et al. study,41 as post-course feedback
was said to be positive. Participants in the van de Venter et al.
study43 described sometimes contradictory opinions in response to
the mode of delivery. The authors identified four themes in their
analysis of this: 1. Participants' professional and educational back-
ground influenced their experience 2. A meaningful learning



Table 2
Inclusion and exclusion criteria.

Inclusion criteria Exclusion criteria

Main subject AI education or curriculum Tangential to AI education e.g., informatics, programming, algorithm testing
Within medical imaging domain i.e., for radiographers, radiotherapists, radiologists Outside of medical imaging domain
Focus on level of knowledge, aptitude, or ability to use AI Focus on attitudes, perception, or opinions on AI
Delivers and evaluates an educational intervention about AI Uses AI to teach or evaluate an educational intervention

Figure 1. PRISMA flow diagram.
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experience 3. Barriers to learning and threats to module status and
4. The ideal introductory AI module. Within these themes, the
flipped classroom and online delivery was both praised and prob-
lematised by participants. The cost-effectiveness and flexibility of
the approach were highlighted as beneficial, but also as a barrier to
learning and development owing to isolation from peers.
477
Lindqwister et al.,39 Perchik et al.40 and Laupichler et al.42 do not
note any specifics or feedback on their participants’ preferredmode
of delivery. These studies do, however, mention high attrition rates
in later sessions and low response rates to post-evaluation feed-
back, with Lindqwister hypothesising that the poor attendance
towards the end could indicate a preference for online learning.



Table 3
Summary of study characteristics.

Author(s) Lindqwister et al. Hedderich et al. Perchik et al. Lauplicher et al. van de Venter et al.

Year 2020 2021 2022 2022 2023

Country USA Germany USA Germany UK

Aim To address the unmet
need for resources to
gain a basic
understanding
of AI via “formal
integration into
residency training”

To address to the
problem of
“educational offerings
tailored to the need of
medical professionals
are scarce” … yet
“successful adoption of
AI … requires them to
understand the
underlying principles
and techniques”

“To address the need
for practical and
accessible AI education
in Radiology”

“To design and evaluate
a novel AI-course for
medical students”

To evaluate and discuss
a postgraduate module
on AI for radiographers

Population Radiology residents at
Dartmouth College

Doctors, medical
students, PhD and non-
medical researchers at
Technical University of
Munich School of
Medicine

Radiology residents,
medical students &
attending physicians
across 9 radiology
residency programmes
in the South-East &
Mid-Atlantic US

Medical students in
semester 3 or higher at
Bonn Medical School

Students who had
enrolled and completed
the module

Sample size (n) n ¼ 5e12 (per lecture) n ¼ 50-120 (per day) n ¼ 50-120 (per day) n ¼ 24 (no total provided in the
text for number of
participants in the
module but 7 completed
the qualitative study)

Method AI-RADS course AI for Doctors: Medical
Imaging course

AI Literacy Course KI-LAURA course An Introduction to AI for
Radiographers course

Developed by Medical student fellow
in radiology

Medical and non-
medical imaging
researchers/lecturers

Panel of 3 attending
radiologists & 1 lead
radiology resident each
with 4e10 years'
experience in AI
research & education

Radiology,
ophthalmology &
neuroradiology experts

City, University of
London

Intervention type One monthly didactic
session; One monthly
journal club with self-
study
guide and academic
paper

Flipped classroom
delivery; online
asynchronous learning
materials &
synchronous lectures

Online synchronous
didactic lectures;
‘Hands-on’ session

Flipped classroom
delivery; online
asynchronous learning
materials, synchronous
lectures & tutored
exercises

Flipped classroom
delivery; online
synchronous tutorials/
discussion &
asynchronous peer
support forum

Duration 7 months 12 weeks One week One semester 12 weeks
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This preference has been noted in numerous studies post-
pandemic,49,50 with reasons cited including the flexibility it offers
and reduced travel time allowing for better study/life balance.
Conversely, some studies have also reported some negative opin-
ions regarding online learning,51,52 with participants citing isola-
tion, distraction and poor focus when engaging with remote
learning.

The curriculum offered in the five studies (see Table 4) ranged
from basic AI terminology40,41,43 to coding lessons40,41 and back-
ground and applications of high-level concepts such as naïve Bayes
and K-Nearest Neighbour.42 All five studies also state they provided
instruction on clinical applications of AI, with only Perchik et al.40

detailing the specific medical imaging domains included. Van de
Venter et al.43 specified their lessons comprised tuition on clinical
applications of AI in both projectional and cross-sectional imaging,
in a range of modalities. No study mentions any content regarding
image acquisition. Perchik et al.40 and Laupichler et al.42 both
indicate participants had hands-on practice, with the former given
time to practice interpreting a set of diagnostic images without AI
assistance, then comparing their interpretation to AI to assess how
human interpretation differs from AI. Participants in the Perchik
et al. study40 gained experience of lesion segmentation, interpret-
ing images flagged by AI for follow-up and working with AI
generated reports. The Lindqwister et al. study39 related each of the
algorithms covered to an application in clinical radiology, whilst
Hedderich et al.41 delivered special focus sessions highlighting
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particularly interesting fields of AI in medical imaging and how
they translate to clinical practice. No specific informationwas given
on how clinical applications were covered in the van de Venter et al.
study,43 but participant feedback states that an introductory
module “should have more examples of clinical applications”.
Interestingly, none of the studies specified provision of anymaterial
pertaining to AI applications in musculoskeletal imaging.

Outcomes to assess effectiveness

Four studies used self-reportedmeans of assessment to evaluate
the impact of their intervention, ranging from ability to describe
topics, understanding of concepts and applications, confidence in
reading literature pertaining to AI in medical applications and
comparative self-assessment of knowledge (CSA). As noted in
Table 5, all the studies reported success, participant satisfaction and
positive feedback. Lindqwister et al.39 demonstrates increased
participant confidence in reading AI in radiology journal articles
week-on-week, although this was not statistically significant. There
was, however, significantly enhanced confidence in participants'
ability to describe concepts that were mapped to the learning
outcomes of the course (p < 0.04), which the authors describe as
‘content mastery’. Hedderich et al.41 used Likert-scale ratings for
participants to rate their self-perceived skill on measures including
their ability to understand Python code, concepts in linear algebra,
creating code for statistical analysis, and applying an algorithm in a



Table 4
Course content.

Author(s) Course Learning Outcomes Curriculum

Lindqwister et al., 2020
AI-RADS

Describe foundational
algorithms … their
intellectual
underpinning …

applications to practical
radiography.
Proficiently reading
journal articles on AI in
radiology.
Identify potential
weaknesses in AI
design, database
features & performance
reports.
Identify areas where AI
techniques can be used
to address problems.
Describe different ways
information can be
abstractly represented
and exploited.
Demonstrate a fluency
in common
“buzzwords” in
artificial intelligence.

Probability: Naïve Bayes.
Pixel Math: K-nearest neighbour.
Dimensionality: K-means.
Ensembles: Random Forest.
Vector Manipulation: The Perceptron.
Gradients: Support vector machines.
Complexity: Neural networks.

Hedderich et al., 2021 None specified. Introduction to machine learning: Historical context, systematic considerations, and basics of linear
algebra.
Introduction to artificial neural networks: what can AI learn?
Basics of linear algebra.
Applying AI to imaging: special considerations for medical imaging.
Advanced learning methods with artificial neural networks: unsupervised learning.
Generative adversarial networks and medical image formats.
Critical appraisal of AI studies in radiology: reporting metrics and paper analysis
Structured reporting in radiology.
Explainable AI in medical imaging.
Computational pathology.
AI in dermatology.
AI in neuroscience: Ethical, legal, and societal aspects.
Ethics in AI.

Perchik et al., 2022 Core concepts
(evaluations mapped to
these):
Training/testing/
validation data.
AI/ML/neural network
hierarchy.
Ethics of AI.
Algorithm bias.
Upstream AI.
Overfitting.
Black box.

Introduction to terms and methods.
AI in neuro radiology.
AI in breast imaging.
Economics and ethics.
AI in abdominal imaging.
Thoracic medicolegal issues with AI discrepancies.
Algorithm bias.
Working on AI project.
Integration of AI and future in radiology.

Lauplicher et al., 2022 None specified. AI Fundamentals: Explains key AI terms, including Machine Learning and Deep Learning
Imaging Techniques: Covers various imaging methods and addresses quality assurance and diagnostic
challenges.
AI in Radiology: Explores AI applications in radiological practice, current research, and its impact on
human radiologists.
Hands-On Learning: Provides practical exercises with a DICOM viewer and AI in radiology.
Ophthalmology Imaging: Focuses on imaging techniques in ophthalmology and diagnosing common eye
diseases.
AI in Ophthalmology: Examines AI's role in ophthalmological diagnosis, its pros and cons, and ethical
considerations.
Python AI Basics: Introduces AI algorithms in Python with an eye-related example and compares them
with participants' abilities.
Neuroradiology Modalities: Explores common imaging modalities in neuroradiology and typical
findings.
AI in Neuroradiology Programs: Discusses AI's use in commercial neuroradiology software and evaluates
its benefits.
Practical Group Exercises: Engages participants in hands-on AI activities in neuroradiology.
Final Assignment Prep: Provides guidance on the course's final assignment, including content and
resources, and outlines the course evaluation process.
Final Assignment: Requires participants to create an informative interview video on unexplored AI
topics from the course.

(continued on next page)
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Table 4 (continued )

Author(s) Course Learning Outcomes Curriculum

van de Venter et al., 2023 None specified. Clinical applications of AI in projectional and cross-sectional imaging, reporting, ultrasound,
mammography, and interventional radiology.
Basic computer science fundamentals underpinning algorithms and associated workshop for hands on
work.
Impact of AI on workflow in medical imaging.
Ethical considerations associated with AI.
Patient and healthcare acceptability of AI.
Industry-led workshops to introduce state of the art AI applications and foster networking.

Table 5
Measures and outcomes.

Author(s) Reported outcome measures Key findings

Lindqwister et al., 2020 Pre- & post- didactic session questionnaire on self-reported
Likert scale measuring perceived understanding of concepts,
with questions mapped to learning objectives.
Post-journal club questionnaire on self-reported Likert scale
measuring self-reported confidence to understand academic
papers relating to topic.

Statistically significant increase in mean AI knowledge (p ¼ 0.042)
by Wilcoxin Sign-rank test.

Hedderich et al., 2021 Pre- and post-course questionnaires measuring opinions of AI
on Likert scale.
Self-perceived AI-related skills.
General course evaluation.

Attitudes were “very optimistic” before and after.
Deeper knowledge reduced optimism with respect to perceivable
patient benefits (p ¼ 0.020).
Self-assessed skill increased significantly post-course.
Feedback on course content was positive.

Perchik et al., 2022 Pre- and post- course survey measuring self-reported
familiarity with AI.
Graded pre- and post- course evaluation test 15 questions.

Low-level of exposure to AI and relevant training.
Statistically significant increase in objective understanding of AI.
Increased subjective understanding of AI terms & applications.

Lauplicher et al., 2022 ‘Then’ and ‘Now’ self-reported questionnaires using adapted
version of medical AI readiness scale for medical students
(MAIRS-MS).
Comparative self-assessment (CSA) gain.
General course evaluation.

Statistically significant increase in perceived AI readiness.
Increased CSA gain on AI readiness.

van de Venter et al., 2023 Thematic analysis of focus group discussions and semi-
structured, individual interviews.

Four themes describing the participants' experience of the module
were identified:
1. Participants' professional and educational background

influenced their experience.
2. A meaningful learning experience.
3. Barriers to learning and threats to module status.
4. The ideal introductory AI module.
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clinical setting. All self-perceived skills were noted to have
improved with p-values for each ranging from 0.001 to 0.042,
indicating varying levels of statistical significance. Participants in
the Perchik et al. study40 showed a significant (p ¼ 0.042) increase
in post-course evaluation scores and modest but statistically sig-
nificant (p ¼ <0.01) increase in comfort with fundamental AI ter-
minology and methods. Laupicher et al.42 assessed the success of
their course using an adapted version of the Medical Artificial In-
telligence Readiness Scale for Medical Students (MAIRS-MS), which
maps AI readiness to four factors: cognition, ability, vision and
ethics. The main change was to allow for the instrument to be
administered retrospectively, with participants instructed to com-
plete a post-course version and a “then” version referring to their
self-assessment of before the course. This will provide a measure of
change in AI readiness. The original MAIRS-MS was psychometri-
cally assessed and had acceptable internal consistency (Cronbach's
alpha coefficient ¼ 0.88). The adapted versions' Cronbach's alpha
was reported as 0.93 (“then”) and 0.88 (“post”). The authors also
calculated a measure of comparative self-assessment (CSA) gain to
account for the individual readiness of participants, as well as the
nature of reporting t-tests (i.e., some changes will likely occur
following participation in an intervention). The study reported an
overall significant trend (p<0.001) in MAIRS-MS scores from “then”
to “post” course. CSA gain averaged across all items was reported
only to be acceptable (55.6 %) and scores across individual items
ranged from 28.3 % to 73.5 %. Participants indicated satisfaction
with the overall course and rated the self-study elements and
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classroom sessions over the final assessment. The van de Venter
et al. study43 chose to employ a qualitative thematic analysis, rather
than a quantitative evaluation of participants' ability, knowledge, or
awareness of AI pre- and post-intervention. This study evaluation
also differed in that it sought feedback from its faculty as well as
students, and utilised semi-structured interviews as the data
collection method. This holistic approach was used as it allowed for
gathering in-depth information and an overview of both student
and faculty experiences of the module. Whilst this allowed for a
reflective and interpretative account of individual's own impres-
sions of the content and delivery, it does not provide data that can
be used to compare the impact of the module with the others
included in this review.

Discussion

All included studies acknowledged some limitations and rec-
ommended ways in which consequent studies could be improved,
as well as offering insight into the positive aspects of their in-
terventions. The populations and participants in the included
studies did not vary greatly, with most being medical students or
radiology residents (see Table 2). The metrics used, and outcomes
measured also display some homogeneity (see Table 5); for
example, the use of pre- and post-intervention surveys was
implemented in all but one study, which instead conducted a
qualitative analysis of their intervention.43 Likert scales were
implemented in the four studies which employed quantitative
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analysis,39e42 but there was no consistency between these studies
in terms of what they measured, ranging from self-perceived
ratings for skill,41 learner confidence and comfort in reading AI
literature,39 satisfaction with different delivery methods42 and
interest in and exposure to AI.40 Due to the disparity between
measured outcomes, it is not possible to accurately compare these
studies. However, the consensus indicates that AI education has
been demonstrated to yield positive results across the studied
populations. A greater level of standardisation in the reporting of
the studies would be required to allow the positive and negative
points in each to be objectively measured against the rest, or for
their success to be weighed against other. The use of validated
instruments would be of benefit to allow for adequate compari-
sons and conclusions to be drawn. The adapted MAIRS-MS, uti-
lised by Laupichler et al.42 appears to be the most robust tool of
the studies included herein, however the authors highlighted that
discrepancies between the content of their KI-LAURA course and
some of the individual items in MAIRS-MS could explain the large
variance in CSA gain within their study. Whilst the KI-LAURA
course was tailored to basic understanding of AI terminology
and its importance and relevance to the future of medical imaging,
the MAIRS-MS contains items pertaining to statistics which are
not considered to be central to basic AI literacy.37 Furthermore,
the instrument is designed to measure AI-readiness as a status
quo and despite being adapted by the authors to attempt to
address the need to measure a change in AI readiness, no confir-
matory factor analysis could be completed due to the small
sample size of the study. Finally, the instrument is designed to
gauge AI readiness, a concept that reflects participants' self-
reported preparedness to use AI in their place of work. The
point of the educational interventions described herein is not to
measure changes in readiness, but rather to assess the impact of
said intervention on skills, knowledge, and ability. It would be
more pertinent if an instrument was developed to measure those
attributes, which could also be called ‘AI literacy’.

Whilst each of the studies in this review has reported positive
findings and degrees of success in achieving their individual aims,
the results are not generalisable due to a range of factors and limi-
tations. This includes incongruous reporting between all studies,
small sample sizes, differing objectives and unvalidated measures,
varying level of curricular intensity, range of topics covered, differing
participant backgrounds. This, coupled with the fact only a meagre
number of published studies were available for inclusion in this re-
view indicate that there is an abundant need for more research into
this area. Further research is warranted in that a level of parity must
be sought in what is offered on any curriculum for AI education in
medical imaging, and how the corresponding impact is measured
must also be investigated. With the changes to the HCPC Standards
of Proficiency28 and the imminent arrival of AI technologies in hos-
pitals across the UK,29 it is essential that staff and students receive
sufficient educational interventions to ensure they are prepared for
working alongside these technologies. Failure to deliver this will
result in disparity and inequity in learning opportunitieswhich could
ultimately cascade to poor outcomes for patients and detriment to
the reputation of the professions concerned.

Limitations

Due to the nature of a scoping review, quality of the included
studies was not assessed. The lack of suitable studies for inclusion is
also a limiting factor, however given the nature of the topic and the
abundance of quasi-related literature, it was necessary that the remit
for inclusion be strict. Despite these limitations, the review has
highlighted a gap in the literature for design and delivery of quality
educational interventions, and the subsequent evaluation of such.
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Conclusions

AI education for medical imaging staff and students should be a
top priority for Health Trusts and universities. It is essential for the
development of professional roles and the future of medical im-
aging professions. Appropriate education is crucial for addressing
ethical concerns and tackling reluctance to pursue medical imaging
as a career. Also, the potential consequences of failing to ensure AI
education maintains pace with technological advances are signifi-
cant. Therefore, it is imperative that AI education is prioritised for
imaging staff to ensure the workforce are adequately prepared for
the future of medical imaging. The importance of clear and succinct
educational interventions formedical imaging staff is evident in the
literature. The numerous articles in circulation emphasise the
importance of informing the workforce and its key role in resilience
and patient care. Furthermore, the review of the literature suggests
that there is a clear need formore empirical research focused on the
design, content and validation of educational interventions or
curriculum additions. Little work has been done in this area to date
and future research should take these factors into account to inform
evidence-based approaches to AI education.
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