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Abstract: This paper shows that a highly simplified model of speech production based on the optimization of articulatory
effort versus intelligibility can account for some observed articulatory consequences of signal-to-noise ratio. Simulations of
static vowels in the presence of various background noise levels show that the model predicts articulatory and acoustic modifi-
cations of the type observed in Lombard speech. These features were obtained only when the constraint applied to articulatory
effort decreases as the level of background noise increases. These results support the hypothesis that Lombard speech is lis-
tener oriented and speakers adapt their articulation in noisy environments. VC 2024 Author(s). All article content, except where other-
wise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

When talking in a noisy environment, speakers adjust their output in several ways, resulting in so-called Lombard speech.
In addition to speaking more loudly, they increase their fundamental frequency (f0; Bond et al., 1989; Ibrahim et al., 2022;
Junqua, 1993; Lunichkin et al., 2023; Summers et al., 1988) and increase energy in higher harmonics of the produced
speech signal (Junqua, 1993; Summers et al., 1988), suggesting possible adaptations of voice source characteristics.
Lombard speech also shows a higher ratio between vowels and consonants in terms of duration and intensity; vowels tend
to be even longer and even louder than consonants (Castellanos et al., 1996; Junqua, 1993). These adaptations of voice
source and temporal features are accompanied by spatial adjustments of supraglottal articulation, such as larger lip aper-
ture and jaw lowering (Garnier et al., 2006; Garnier et al., 2018; Scobbie and Ma, 2019a; �Simko et al., 2016; Trujillo et al.,
2021), and lingual hyper-articulation (�Simko et al., 2016; Trujillo et al., 2021), resulting in an increase in F1 (Bond et al.,
1989; Garnier et al., 2006; Garnier et al., 2018; Ibrahim et al., 2022; Junqua, 1993; Lunichkin et al., 2023; Scobbie and Ma,
2019b; Summers et al., 1988). These acoustic and articulatory modifications are hypothesized to arise to improve the audi-
tory feedback of the speaker in noisy environments (Luo et al., 2018) and/or increase speech intelligibility for the listener
(Garnier et al., 2010; Garnier et al., 2018; Junqua et al., 1999), including articulatory enhancements of visual cues
(Alexanderson and Beskow, 2014; Fitzpatrick et al., 2015; Garnier et al., 2018; Trujillo et al., 2021).

In this paper, we model articulatory effects of Lombard speech, namely, spatial adjustments of lip and jaw articu-
lation and F1 increase, as emergent consequences of acoustic adaptations to maintain a reasonable level of intelligibility of
produced speech. This model of speech production is based on the optimal control theoretic (OCT; Todorov, 2006)
assumption that speech articulation satisfies conflicting requirements of production efficiency and perceptual efficacy (Elie
et al., 2023a,b; Nelson, 1983; Parrell and Lammert, 2019; Patri et al., 2015; Simko and Cummins, 2010; Windmann et al.,
2015). Articulatory movements are, thus, predicted to minimize a multi-objective cost function, modeled as a weighted
sum of cost components associated with production effort and decreases in intelligibility for a listener. This idea follows
Lindblom’s H&H theory (Lindblom, 1990) that variations associated with hypo- and hyper-articulation emerge from the
balance between the effort cost and intelligibility requirement (Lindblom, 1990). The model presented here builds on pre-
vious optimal control theory studies where speech intelligibility was conceptualized as a function of the acoustic correlates
of phonemes (Elie et al., 2023a,b), surface duration of speech constituents (Windmann et al., 2015), or the distance from
articulatory targets (Simko and Cummins, 2010, 2011; �Simko et al., 2014).

The present account offers an extension of the OCT-based model of speech production proposed in Elie et al.
(2023a) by adding a term which compensates for the loss of intelligibility due to decreasing acoustic signal-to-noise ratio
in the intelligibility model. Using an articulatory model (Maeda, 1990) that maps articulatory configurations to acoustic
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consequences, we present simulations predicting articulatory configurations of vowels for various levels of background
noise, based purely on the requirements of optimality.

Section 2 presents the OCT-based model of speech production. Section 3 presents the acoustic model used to
compute the acoustic intensity, and Sec. 4 presents our extension of the intelligibility model that accounts for loss of intel-
ligibility in noisy environments. Finally, Sec. 5 presents the simulations of vocalic configurations produced in various levels
of background noise. Simulations are intended to compare the results of our model with observed articulatory and acoustic
effects of Lombard speech. Given the simplistic nature of our model, this comparison is purely qualitative.

2. Optimal control of speech

The multi-objective cost function used in this paper models two costs: a least effort cost and a cost of not being intelligi-
ble, hence, the following cost function:

CðxÞ ¼ aEEðxÞ þ aI ð1� IðxÞÞ; (1)

where E and I are the effort and intelligibility functions, respectively, and aE and aI are the weights assigned to the effort
cost and intelligibility requirement, respectively. The vector x contains the parameters to optimize, namely, a vector of
static articulatory parameters.

Similar to our previous paper (Elie et al., 2023b), here, we consider only static configurations using the Maeda
articulatory model (Maeda, 1990). Consequently, the vector x from Eq. (1) contains the values of the seven parameters of
the Maeda model, where each value is contained between �3 and þ3.

Additionally, we use the same model of articulatory effort as was used in Elie et al. (2023b), namely, a function
of the normalized Euclidean between the target distance of the target articulatory position and their position at rest:

EðxÞ ¼ 1
Emax
jjxjj2 ¼ 1

63
jjxjj2; (2)

where Emax ¼ 63 is used to normalize the effort cost to a value between zero and one, leading to the same value range as
intelligibility.

3. The acoustic model

The acoustic model presented in this section is used to compute formant frequencies and also compute sound pressure
level, defined as in Eq. (3). Formant frequencies are computed using the Maeda model (Maeda, 1990), which can generate
midsagittal shapes of the vocal tract from a vector of seven independent articulatory parameters.

Intensity was computed from acoustic simulations of speech given a static configuration of the vocal tract using
extended single matrix formulation (ESMF) synthesis (Elie and Laprie, 2016). ESMF is a physical model of the vocal tract
which simulates acoustic propagation in time-varying vocal tract area functions. It is coupled with a two-mass self-oscillating
model of the vocal folds. We used static area functions to simulate 250ms of speech. Subglottal pressure and fundamental
frequency of the glottal source were fixed at 800 Pa and 100Hz, respectively. Sound pressure level was computed as

LdB ¼ 20 log10 prms=prefð Þ; (3)

where prms is the root mean square value of the output pressure signal and pref ¼ 2� 10�5 Pa is the reference sound pres-
sure. Figure 1 shows examples of simulated speech signals for two French vowels /€a/ and /i/. This example shows that given
a fixed subglottal pressure and a fixed fundamental frequency, the output acoustic level may change depending on the shape

Fig. 1. Example of simulated speech sounds for two static vowel configurations, corresponding to /€a/ (top) and /i/ (bottom). (Left side)
Midsagittal shape of the vowels returned by the Maeda model, and (right side) simulated sound pressure are shown.
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of the vocal tract. The sound pressure level, computed as in Eq. (3), is 93.8 dB for /€a/ and 88.5 dB for /i/. Note that prms is
computed over an interval included in the steady state of the acoustic pressure (here, between t¼ 0.075 s and t¼ 0.175 s).

4. The intelligibility model

In this paper, the intelligibility model is derived from two different aspects: vowel formant frequencies and sound pressure
level. For vowel formant frequencies, the intelligibility model is similar to the model presented in our recent paper (Elie
et al., 2023b), i.e., a simple model of the probability of vowel recognition based solely on its formant frequencies. In this
paper, we modulate the intelligibility function as a function of signal-to-noise ratio, such as

I ¼ PðvjfÞ � gðDLÞ; (4)

where PðvjfÞ is the conditional probability of recognition of the vowel, v, given the formant vector, f, and gðDLÞ is a func-
tion modeling the loss of intelligibility as a function of the signal-to-noise ratio, DL. The signal-to-noise ratio, DL, is
defined as the difference in dB between the sound pressure level of the produced vowel and the sound pressure level of
the background noise.

4.1 Intelligibility based on formant frequencies

The conditional probability, PðvjfÞ, of vowel, v, recognition given a formant vector, f, is computed using a specifically
designed formant-to-probability (FtP) model. The FtP model used in this paper was built following an approach similar to
the one presented in Elie et al. (2023a,b). The main difference is the use of a quadratic discriminant analysis (QDA) model
instead of a Gaussian mixture model (GMM). Using a QDA enabled the nonvocalic samples (#) to be grouped in a single
class, as opposed to the GMM which requires modeling them into a large number of Gaussians to cover their distribution
in the acoustic space.

Additionally, instead of using formants extracted from an American English database, we used formants
extracted from a French database, the IFCASL (Trouvain et al., 2016) oral corpus, which contains read speech of 54
French native speakers. We chose to use French vowels to make a qualitative comparison possible with previous Lombard
speech studies based on French data (Garnier et al., 2006; Garnier et al., 2018). The QDA was trained to recognize 11
monophthong vowels of French.

4.2 Intelligibility based on acoustic intensity

For this paper, we consider a global function of intelligibility as a function of the signal-to-noise ratio, DL, which is
applied independently of vowel category. For that purpose, the loss of intelligibility function, gðDLÞ, has been approxi-
mated by evaluating the intelligibility of utterances as a function of the signal-to-noise ratio using automatic speech recog-
nition (ASR). It consisted of computing the word error rate (WER) for real speech, returned by the ASR system Whisper
(Radford et al., 2022) to which a controlled acoustic level of white noise had been artificially added. We used the same
corpus for the real speech signals as for the training data of the FtP model described in Sec. 4.1. The level of noise was
controlled such that the actual signal-to-noise ratio, DL, matched a target, which was varied between �10 and 50 dB with
an increment step of 1 dB. We used the pretrained large-v2 ASR model from Whisper (Radford et al., 2022) with language
set to French.

Figure 2 represents the WER returned by the ASR system Whisper as a function of DL. It shows a sigmoid func-
tion where, as expected, the WER is high when the signal-to-noise ratio, DL, is low and the WER is low for high DL. The
next step consisted of fitting a logistic function to these observations in the form

Fig. 2. WER as a function of signal-to-noise ratio, DL. The solid line represents the observation and the dashed line represents the fitted logis-
tic function as defined in the text.
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rðDLÞ ¼ 1� 1
1þ e�bðDL�cÞ ; (5)

where b and c are the two parameters to estimate. The fit has been performed by minimizing the root mean square error
between the generated r function and the observation. Figure 2 represents the fitted r function as a dashed line with
b ¼ 0:1873 and c ¼ 9:0783. In our model, the g function should increase with DL as a speech sound is more likely to be
recognized in a high signal-to-noise ratio than in a low one. Consequently, we chose to define gðDLÞ to apply in the intel-
ligibility function of Eq. (4) as

gðDLÞ ¼ 1� rðDLÞ ¼ 1

1þ e�bðDL�cÞ : (6)

5. Simulations

In this section, we present the results of simulations consisting of optimizing the three cardinal vowels of the French
vocalic triangle, namely, /€a, i, u/ for various background noise levels. In all of these simulations, the weight assigned to the
intelligibility cost, aI , is set to one.

The optimization method was as follows. We started from a randomly generated initial solution, where each
parameter of the Maeda vector followed a uniform distribution between �3 and þ3. Then we used the Nelder-Mead
method (Nelder and Mead, 1965) to find a local minimum. Once the Nelder-Mead method found a local minimum, we
modified the solution randomly and reran the Nelder-Mead optimization. We repeated this step until a convergence crite-
rion was met: if the new local solutions did not improve the best solution for three successive attempts, we returned the
global best solution. For each simulation, we ran this process 150 times and kept the solution for which the cost function
was the lowest.

5.1 Results with constant weight assigned to least effort

In a first set of simulations, the weight assigned to the least effort requirement, aE , is kept constant, either zero or one, for
various background noise levels. The background noise level is increased from 0 to 90 dB with an increment step of 10 dB.

Figure 3 shows the results with a constant weight assigned to least effort for two different values of aE , namely,
zero and one. When aE ¼ 0, there is no constraint on articulatory effort: the optimization consists, then, of finding the
solution which maximizes intelligibility as defined in Eq. (4), regardless of the articulatory effort required to produce this
solution. When aE ¼ 1, articulatory effort is penalized: optimization returns a solution which is a balance between high
intelligibility and low articulatory effort. When no constraint is applied to the least effort requirement, namely, when
aE ¼ 0, we observe (top left panel of Fig. 3) a shrinking of the vowel space: F1 increases for /i/ and /u/ with the back-
ground noise level at it goes from around 200Hz for Lnoise ¼ 0 dB to around 400Hz for Lnoise ¼ 90 dB while it decreases

Fig. 3. Results of simulations with a constant least effort constraint. (Top) The positions of the simulated vowels /€a, i, u/ are shown in the F1-
F2 vowel space for different levels of background noise (from 0 to 90 dB) for no least effort requirement (aE ¼ 0, top left) and with aE ¼ 1
(top right). (Bottom) The lip aperture (left) and the jaw height (right) are shown for the simulated vowels as a function of background noise.
The lip apertures and jaw heights obtained for aE ¼ 0 are denoted by solid lines while dashed lines denote lip apertures and jaw heights
obtained for aE ¼ 1.
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for /€a/ (going from 1000Hz for Lnoise ¼ 0 dB to less than 900Hz for Lnoise ¼ 90 dB). For the three vowels, there is no sig-
nificant change in lip aperture with various background noise levels. In this case, our model did not succeed in predicting
the articulatory and acoustic adjustments associated with Lombard effect, such as more lip aperture (Garnier et al., 2006;
Garnier et al., 2018; Scobbie and Ma, 2019a; �Simko et al., 2016; Trujillo et al., 2021) and raise of F1 in low vowels (Bond
et al., 1989; Garnier et al., 2006; Garnier et al., 2018; Ibrahim et al., 2022; Junqua, 1993; Lunichkin et al., 2023; Scobbie
and Ma, 2019b; Summers et al., 1988). When the simulations do not consider any constraint on articulatory effort in
low-level background noise (the dark purple line in the top left panel in Fig. 3), simulations return a purely intelligibility-
optimized solution. However, in real speech situations, this purely intelligibility-based optimization of speech is not neces-
sary in a quiet environment, and speakers are more likely to additionally use the least effort constraint to determine their
degree of hypo-/hyper-articulation in speech (Lindblom, 1990). It is possible that these purely intelligibility-optimized solu-
tions also correspond to or are close to the sound-pressure-level-optimized solutions. This is supported by the fact that at
equivalent signal-to-noise ratio, Lombard speech has been reported to be more intelligible than non-Lombard speech
(Dreher and O’Neill, 1957; Summers et al., 1988).

Figure 3 also shows the results when articulatory effort is penalized with aE ¼ 1. The top right plot of Fig. 3
shows a significant acoustic effect on /i/, which tends to centralize: F1 and F2 move toward the center of the vocalic trian-
gle. Conversely, there is no significant effect on F1 and F2 for /€a/ and /u/. Note that /u/ is completely centralized for very
high noise level (90 dB) and merges with /i/. For /i/, we observe an increase in lip aperture with increased background
noise level, starting from around 1.5 cm for Lnoise ¼ 0 dB, up to around 2.5 cm for Lnoise ¼ 80. Then, lip aperture drops to
around 1.5 cm for Lnoise ¼ 90 dB. One possible explanation for the drop in lip aperture at 90 dB is that to compensate for
the loss in intelligibility for this background noise level would require too much articulatory effort; the optimal result in
this case is a vocal tract configuration close to the neutral configuration, hence, centralization. This would also explain the
centralization of /u/. Similar to the case without an effort cost, lip aperture for /€a/ stays constant. However, note that it is
now slightly lower than 3 cm, which is less than that in the no least effort requirement case, where a lip aperture of /€a/ of
around 5 cm was predicted. A likely explanation is that producing a large lip aperture of i.e., 5 cm, requires too much
effort. As a consequence, when effort is penalized, the optimal /€a/ is located closer to the center of the vocalic space as
shown in the top panel of Fig. 3.

These preliminary experiments showed that our model fails to predict the articulatory and acoustic effects of
Lombard speech when the speaker keeps the effort cost weight constant for different signal-to-noise ratios. This result sug-
gests that the speaker needs to adapt their degree of hypo- and hyper-articulation of speech to activate Lombard speech.
This idea is explored in Sec. 5.2, where simulations are presented with varying weights assigned to the effort cost for vari-
ous background noise levels.

5.2 Results with decreasing weight assigned to the effort cost for increasing background noise

In a second set of simulations, the weight assigned to the effort cost, aE , varies as a function of background noise level.
We chose to apply a simple linear function of the background noise level Lnoise as follows:

aE ¼ �
1
50
ðLnoise � 40Þ þ 1: (7)

This is designed with aE ¼ 1 for Lnoise ¼ 40 dB and aE ¼ 0 for Lnoise ¼ 90 dB. Similar to the first set of simula-
tions presented in Sec. 5.1, background noise level is increased from 0 to 90 dB with an increment step of 10 dB.

Figure 4 shows results when the weight assigned to the effort cost follows Eq. (7). In this case, our model predicts
the vocalic shift previously observed in real Lombard speech (Garnier et al., 2006; Garnier et al., 2018): the first formant,
F1, is raised in frequency as the background level increases. In addition, our model also predicts a slight increase in F2 with
background noise level. For /u/ and /€a/, the effect of Lombard speech is visible when the background noise is above a certain
level. Indeed, the vocalic shift appears when the background noise is above 70 dB for /€a/ and 80 dB for /u/. Interestingly, the
effect is much more progressive for /i/; in this case, F1 and F2 increase gradually with background noise level.

The articulatory effect of Lombard speech, as shown in the bottom panel of Fig. 4, reflects the acoustic effect for
/€a/ and /i/. Lip aperture for /€a/ increases when background noise is above 80 dB while lip aperture for /i/ increases contin-
uously with background noise level. Jaw height shows the opposite pattern, which suggests that the increase in lip aperture
is mainly caused by the lowering of the jaw. For /u/, although we observe a vocalic shift similar to the other vowels, we do
not observe a modification of lip aperture as it stays rather constant around 1 cm. However, we observe a significant low-
ering of the jaw; jaw height goes from 14 cm for Lnoise ¼ 0 dB to less than 8 cm for Lnoise ¼ 90 dB. One possible explana-
tion for this is that French /u/ requires strong lip protrusion, which would prevent large lip aperture. However, a larger lip
aperture for Lombard /u/ has been experimentally observed in French (Garnier et al., 2018).

6. Conclusion and future work

The presented work serves as a proof of concept. The simulations successfully showed that an optimal control theory
model, which includes a cost for effort and the requirement of being intelligible, can predict several key articulatory char-
acteristics of Lombard speech and their acoustic consequences. Increasing background noise level has the effect of raising
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the first (and second) formant frequency and lowering the jaw for the simulated vowels /€a/, /i/, and /u/, as well as increas-
ing lip aperture in the optimal solutions for /€a/ and /i/ but not for /u/. The vowel /u/ also showed significant jaw lowering
in the presence of a high level of background noise. These results are consistent with observed effects in the literature
(Bond et al., 1989; Garnier et al., 2006; Garnier et al., 2018; Ibrahim et al., 2022; Lunichkin et al., 2023; Scobbie and Ma,
2019a,b; �Simko et al., 2016).

For the very high volume of background noise, the articulation of (acoustically sufficiently similar) /u/ seems to
have switched to a very low (open) jaw position while maintaining small lip aperture. Although optimal in terms of the
constraints imposed by our OCT account, this articulatory configuration might be difficult for a human vocal tract to pro-
duce. To mitigate this discrepancy, more realistic “embodiment” constraints might need to be imposed on the static articu-
latory model in the future.

To obtain realistic articulatory effects, we needed to release the constraints applied to articulatory effort in the
presence of noise. Within the optimal control theory framework, this suggests that when producing Lombard speech,
speakers adapt their speaking style, namely, they allow for a more effortful articulation compared to speaking in a more
quiet environment. This is consistent with previous studies which showed that for an equivalent signal-to-noise ratio,
Lombard speech is more intelligible than speech produced in a quiet environment (Dreher and O’Neill, 1957; Summers
et al., 1988): intelligibility is given more importance than the articulatory effort in Lombard speech.

Importantly, the modeling predictions presented in this paper can be treated as emergent from balancing the
requirements of production efficiency and perceptual efficacy of speech produced in the loud environment. The presented
model does not contain any requirements explicitly driving the resulting articulation toward the observed patterns; these
are instead consequences of trade-offs between independently motivated objectives encompassing the speaker and the lis-
tener. Also, as we use purely listener-oriented intelligibility criteria as a relevant constraint, these modeling results lend sup-
port to the listener-oriented hypothesis of Lombard speech (Garnier et al., 2010; Garnier et al., 2018; Junqua et al., 1999).

We consider this paper as a first step in optimization-based modeling of speech production and variation due to
background intensity level adjustments; therefore, the presented results are primarily qualitative and may not reproduce
quantitative details of adjustments. Nevertheless, despite many simplifications, the model reproduces several key observed
Lombard speech phenomena.

In particular, some of the supraglottal adjustments in Lombard speech can be expected to interact with adjust-
ments in voice source features, including subglottal pressure, as well as acoustic correlates of changes in glottal source
characteristics, i.e., changes in f0, and changes in spectral tilt, which we have not included in our current model. We aim
to implement these adjustments—and their consequences in terms of intelligibility and articulatory effort—in future ver-
sions of our model. One of the simplifications that we make is the assumption that the intelligibility function presented
in Fig. 2 is independent of vowel quality and voice source features (such as sub-glottal pressure, f0, and spectral tilt).

Fig. 4. Results of our simulations with a decreasing weight assigned to the effort cost for increasing background noise. The top left plot shows
the position of the simulated vowels /€a, i, u/ in the F1-F2 vowel space for different levels of background noise (from 0 to 90 dB). The top right
panel shows the weight assigned to the least effort requirement, aE , as a function of the background noise level, Lnoise, following Eq. (7). The
middle right plot shows the intelligibility function, I , corresponding to the optimal solution for the three vowels as a function of the noise
level, Lnoise. (Bottom) The lip aperture (left) and jaw height (right) for the simulated vowels as a function of background noise.
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Also, Eq. (4) assumes that the influences of formant frequencies and signal-to-noise related phenomena on intelligibility
do not interact in a complex way. The potential interactions between the different sources of intelligibility loss may quanti-
tatively impact the adjustments in different ways for different vowels shown in Figs. 3 and 4. However, we expect the qual-
itative pattern to hold for all vowels, i.e., an increase in lip aperture, jaw lowering, and consequent F1 increase for
increased levels of background noise.

Another area of future development will focus on adapting the present account to the dynamics of speech articu-
lation using dynamical models, such as those presented recently (Elie et al., 2023a). These, we believe, will enable us to
model effects such as faster jaw movements (�Simko et al., 2016) in Lombard speech or larger modifications of duration
and intensity of vowels than of consonants (Castellanos et al., 1996; Junqua, 1993).
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