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Abstract 

Recent experiments in bonded PMMA layers have shown dramatic changes in dynamic crack growth 

characteristics depending on the interface location and toughness. In this paper we present a peridynamic 

(PD) analysis of this phenomenon and determine three elements that are essential in a model reproducing 

the observed fracture behavior: (1) softening near the crack tip to account for changes in PMMA due to 

heat-generation induced by the high strain rates reached around the crack tip in dynamic fracture; (2)  

independent extension (mode I) and shear (mode II) modes of fracture; (3) a two-parameter fracture 

model, which matches both strength and fracture toughness for any horizon size.  Once these elements 

are in place, the PD model captures the experimentally observed dynamic fracture characteristics in bi-

layer PMMA: crack branching or not at the interface, depending on the interface location; crack running 

along the interface for a while before punching through the second PMMA layer; slight crack path 

oscillations near the far end of the sample. The computed crack speed profiles are close to those measured 

experimentally. The model produces an enlargement of the fracture process zone when the crack running 

along the interface penetrates into the second PMMA layer, as observed in the experiments. This is where 

nonlocality of the PD model becomes relevant and critical.  

Keywords: Dynamic fracture, PMMA, peridynamics, interface failure, crack initiation, crack branching 

1. Introduction 

PMMA (polymethyl methacrylate), also known as acrylic glass, is widely used as an alternative to glass 

in many industries. To increase PMMA’s mechanical performance, several layers are usually bonded 

together by adhesive. The presence of interfaces affects the fracture behavior. At an interface, a crack 

may arrest, propagate along it for a while before continuing to grow through the next layer, or not change 
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its direction, depending on the interface’s position, orientation, fracture toughness, and the material 

properties of the bonded layers [1]. In the recent papers [2], [3], dynamic fracture in bi-layered PMMA, 

consisting of two PMMA sheets bonded using an acrylic adhesive, has been experimentally studied using 

Digital Gradient Sensing. It was observed that the failure behavior is strongly influenced, in non-trivial 

ways, by the interface fracture toughness and its location in the bi-layer system, relative to the pre-crack 

tip. Trying to computationally explain and predict this behavior is the goal of the present paper. 

In classical continuum mechanics, the governing equations are written in terms of partial differential 

equations (PDEs). When simulating fracture, these models have significant shortages since spatial 

derivatives are not defined across discontinuities like cracks. To overcome this difficulty, various 

approaches have been proposed to adjust/redefine the domain as cracks grow. Under the framework of 

finite element method (FEM), a widely used numerical method to approximate PDE solutions, the element 

deletion method and cohesive elements have been used to simulate dynamic brittle fracture. In the 

element-deletion method, all elements that meet certain fracture criterion are deleted. This approach 

leads to mass loss and has convergence difficulties as the mesh size goes to zero [4]. Cohesive elements 

need to be predefined along the crack path, which is not known in advance, especially in dynamic fracture 

problems ([5], [6]). Nonlocal models have been recently shown to correctly predict dynamic brittle 

fracture behavior in homogeneous materials, including crack branching (see e.g. [7]–[10]). In the present 

work we offer another example that shows the relevance of using a nonlocal damage model to simulate 

dynamic fracture. 

Peridynamics was introduced as a nonlocal form of continuum mechanics by Silling in 2000 [11] for 

modeling damage and fracture. Since then, it has been extended to a variety of other problems in which 

domain changes/discontinuities are part of the problem [12]–[18]. In peridynamics, each material point is 

connected through peridynamic bonds to other points within a certain neighborhood region called “the 

horizon”. For elasticity, the properties of these bonds are obtained by matching the classical strain energy 

density under a homogeneous deformation [19]. 

In the recent work [20], using a bond-based PD model with the simplest brittle bond-failure model but 

accounting for the heat-affected zone near the crack tip in dynamic fracture of PMMA, we were able to 

match the observed crack patterns and crack propagation speed in dynamic fracture of monolithic PMMA. 

In this paper, we show that that model is insufficient to also capture the observed influence a material 

interface has on the dynamic fracture behavior of bonded PMMA samples. To be able to predict the 

behavior in the problem with the interface, we need to introduce two additional critical/necessary 
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components in the model: one that relates to capturing the correct shear deformations and independent 

modes of fracture, and the other related to capturing not only crack propagation correctly but also crack 

initiation. The experiments (from [2], [3]) used here to validate our model employ a pre-crack at the tip 

of the V-notch in the first plate of the PMMA bi-layer, loaded dynamically, but cracks have to initiate in 

the second, pristine PMMA layer, as well as the interface. As we shall see, a crack initiates along the 

interface before the crack tip in the first layer reaches the interface.  

   The paper is organized as follows: Section 2 presents a brief review of peridynamics; in section 3, the 

experimental tests on bonded PMMA layers from [2] and [3] are briefly reviewed; section 4 discusses the 

proposed  peridynamic model for simulating fracture in PMMA structures with interfaces; in section 5  the 

numerical results from the proposed PD model are shown and compared with those from the 

experiments, and the relevance of the nonlocal PD damage model is discussed; in section 6 conclusions 

are drawn. 

In the paper, the following notation for the tensor product and dot product of two vectors 𝒑 and 𝒒 will be 

used, respectively: (𝒑 ⨂ 𝒒)𝑖𝑗 = 𝑝𝑖𝑞𝑗 , and (𝒑 ∙ 𝒒) = 𝑝𝑖𝑞𝑖. 
2. A brief review of peridynamics for deformation and damage  

   In peridynamics, spatial derivatives are replaced by an integral over a “horizon” region. Mathematical 

difficulties present in classical models when discontinuities, like cracks, develop in the domain are thus 

avoided. The PD equations for dynamic problems are: 

𝜌�̈�(𝒙, 𝑡) = ∫ 𝒇(𝒖(�̂�, 𝑡) − 𝒖(𝒙, 𝑡), �̂� − 𝒙)𝐻 𝑑𝐴�̂� + 𝒃(𝒙, 𝑡) (1) 

where �̈�(𝒙, 𝑡) is the acceleration vector field at point 𝒙 and time 𝑡, u is the displacement vector field, b is 

the body force density, and ρ is the mass density. The integrand f is the peridynamic pairwise force density 

function that describes the interaction between material points within the nonlocal region, the horizon 

region H (see Figure 1), defined as:  𝐻 = {�̂� ∈ ℝ2: ‖�̂� − 𝒙‖ ≤ 𝛿} (2) 
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where 𝛿 is the radius of the normally circular(2D)/spherical(3D) horizon region. The force density between 

point 𝒙 and points outside the horizon region is zero. 

 

Figure 1 Deformation of a peridynamic bond. 

    Let 𝜼 = 𝒖 (�̂�, 𝑡) − 𝒖 (𝒙, 𝑡)  be the relative displacement and 𝝃 = �̂� − 𝒙  the relative position in the 

reference configuration between two material points of �̂�  and 𝒙 . From Eq. (2) we have ||𝝃|| > 𝛿 ⇒ 𝒇(𝜼, 𝝃) = 𝟎. When the pairwise force derives from a potential 𝑤, a micro-elastic material is defined by 

the following interaction force: 

𝒇(𝜼, 𝝃) = 𝜕𝑤(𝜼, 𝝃)𝜕𝜼  (3) 

A linear micro-elastic material is obtained if we consider: 

𝑤(𝜼, 𝝃) = 𝑐𝑠2||𝝃||2  (4) 

where 𝑐 is called the bond micromodulus and s is the relative elongation of the bond: 

𝑠 = ‖𝜼 + 𝝃‖ − ‖𝝃‖‖𝝃‖  (5) 

The pairwise force derived from Eq. (3) and Eq. (4) is: 

𝒇(𝜼, 𝝃) = {𝑐𝑠 𝜼 + 𝝃‖𝜼 + 𝝃‖,             |𝝃| ≤ 𝛿0,                 |𝝃| > 𝛿  (6) 

The above model is the bond-based PD model, which assumes pairwise interactions do not directly 

depend on other deformations nearby. As a result, the Poisson’s ratio for such a model is pre-determined 

as 1/3 under 2D plane stress conditions and 1/4 in 2D plane strain and 3D problems [21]. For problems in 

which the Poisson’s ratio value is critical in determining the behavior, the state-based PD model [22][23] 

or other modified versions of bond-based PD model [24]–[28] can be used. Another limitation of bond-
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based PD for modeling failure is that the fracture modes are coupled to each other. In a problem in which 

this coupling does not match the experimental values for the different fracture modes, one also needs to 

consider using a more general model, like the state-based PD. In the next section we review one such 

model, the so-called “enhanced” bond-based PD, which is, as we shall see, a particular case of the state-

based PD model.  

2.1. The “enhanced” bond-based peridynamics 

A particular case of a state-based model is a modified bond-based approach that adds bond rotation as 

a degree of freedom in the model. This has been called an “enhanced” bond-based peridynamic model 

[27][28]. With this additional degree of freedom in the tangential direction of the bond, bond rotation is 

restricted. While not mentioned in [27][28],  this model can be considered to be, in fact, as we shall see 

below, a simplified state-based PD model because only the displacements of the nearest neighbors are 

used in computing strains at a point, whereas in a state-based model the interaction between two points 

is determined by the motion of all nodes inside the horizon (see, e.g., [23] page 1174).  

 

Figure 2 Kinematics in the “enhanced” bond-based PD model (redraw from [29]). 

As shown in Figure 2, the relative displacement vector 𝜼  can be decomposed into three parts: 𝒆 

corresponds to the bond stretch, 𝒗  is the bond shear deformation relative to 𝒙 , and 𝝎(𝒙)𝝃  is the 

infinitesimal rotation, where 𝝎(𝒙) is the rotation tensor under infinitesimal deformations assumption. 

The expressions of these quantities are: 

𝒆 = ((𝒖(�̂�, 𝑡) − 𝒖(𝒙, 𝑡)) ∙ 𝒏)𝒏 = (𝒏⨂𝒏)(𝒖(�̂�, 𝑡) − 𝒖(𝒙, 𝑡)) 𝒗 =  𝒖(�̂�, 𝑡) − 𝒖(𝒙, 𝑡) − 𝒆 − 𝝎(𝒙)𝝃  

(7) 
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where 𝒏 = 𝝃‖𝝃‖ is the unit vector along the bond direction. 

The bond rotation-angle vector 𝒓 is defined as: 

𝒓 = 𝒗‖𝝃‖ = (𝑰−𝒏⨂𝒏)(𝒖(�̂�,𝑡)−𝒖(𝒙,𝑡))‖𝝃‖ −𝝎(𝒙)𝒏  (8) 

For infinitesimal deformations, using the Taylor series expansion of the displacement vector about 

material point 𝒙, we have: 𝒖(�̂�, 𝑡) ≈ 𝒖(𝒙, 𝒕) + (∇𝒖)(�̂� − 𝒙) 𝜼 = (∇𝒖)𝝃 = 𝜺(𝒙)𝝃 + 𝝎(𝒙)𝝃 
(9) 

where 𝜺(𝒙)  and 𝝎(𝒙)  denote the infinitesimal strain tensor and infinitesimal rotation tensor, 

respectively. 

Since 𝝎(𝒙) is skew-symmetric, we have (𝒏⨂𝒏)𝝎(𝒙)𝒏 = 0 . Using Eq. (9), the bond rotation-angle 

vector 𝒓 can be rewritten as: 

𝒓 = 𝒗‖𝝃‖ = (𝑰−𝒏⨂𝒏)(𝜺(𝒙)𝝃+𝝎(𝒙)𝝃)‖𝝃‖ −𝝎(𝒙)𝒏 =  (𝑰−𝒏⊗𝒏)‖𝝃‖ 𝜺(𝒙)𝝃  (10) 

where 𝑰 is the second-order identity tensor.  

In this formulation, the elastic micro potential is given by: 

𝑤(𝜼, 𝝃) = 12 𝑐𝑠2‖𝝃‖ + 12𝜅(𝒓 ∙ 𝒓)‖𝝃‖ (11) 

where 𝑐  is the bond elongation micromodulus and 𝜅  is the bond shear micromodulus that will be 

calibrated to the elastic parameters. Because of the geometry of the impact problems studied here (see 

[3], or Figure 7 below), we use plane stress conditions, with constant micromodulus given by (see [27]): 

𝑐 = 6𝐸𝜋𝛿3(1 − 𝜈) 𝜅 = 6𝐸(1 − 3𝜈)𝜋𝛿3(1 − 𝜈2) (12) 

where E is the elastic Young’s modulus, and 𝜈 is the given Poisson’s ratio. 

Using Eq. (9), the bond relative elongation 𝑠 can be written in terms of the strain tensor 𝜺(𝒙) and 

rotation tensor 𝝎(𝒙): 
𝑠 = 1‖𝝃‖𝜼 ∙ 𝒏 = (𝜺(𝒙)𝒏) ∙ 𝒏 + (𝝎(𝒙)𝒏) ∙ 𝒏 = (𝜺(𝒙)𝒏) ∙ 𝒏 (13) 
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Here we used the fact that the rotation tensor 𝝎 is skew-symmetric, therefore (𝝎(𝒙)𝒏) ∙ 𝒏 is zero. 

Thus, the bond relative elongation, computed from Eq. (5), is independent of the rotation tensor 𝝎 . The 

calculation of the local strain 𝜺 tensor, which is used to compute the bond rotation-angle vector 𝒓, is 

shown in Section 2.3. 

Using Eq. (3) and Eq. (11), the force density function now becomes: 

𝒇(𝜼, 𝝃) = 𝜕𝑤(𝜼, 𝝃)𝜕𝜼 = {𝑐𝑠𝒏 + 𝜅(𝑰 − 𝒏⨂𝒏)𝒓, |𝝃| ≤ 𝛿0,                            |𝝃| > 𝛿  (14) 

Notice that 𝒇(𝜼, 𝝃)  has two parts, one acting along the bond (elongation) and the other acting 

perpendicular to the bond direction (related to shear deformation). In order to find the nodal force from 

Eq. (14), we need 𝒓 (see Eq. (10)), which requires computing the local strain 𝜺. We explain how the 

procedure for this calculation works in Section 2.3 at the discrete level. The discretization is discussed in 

Section 2.2.  

 

Important remark: please note that, while not specified in reference [28], this formulation is valid only 

for infinitesimal deformations and infinitesimal rotations. These conditions are met in the impact problem 

discussed in our paper, but for a problem with large deformations, the more general state-based PD model 

should be used. 

   

2.2. Numerical discretization 

The PD equations of motion (see Eq. (1)) can be discretized with a variety of methods [30][31]. Here, we 

use the meshfree discretization with one-point Gaussian quadrature over the domain [19] which uses a 

uniform grid with spacing Δ𝑥, modified by a scheme to correct for the partial nodal volumes of a uniform 

grid covered by the circular horizon. Nodes are placed in the center of the cells generated by the uniform 

grid. We use the partial-volume integration algorithm for the numerical quadrature [32]. A comparison of 

different partial-volume schemes with an exact computation is given in [33].   

Some techniques were introduced in [30] to modify the micromodulus near a boundary to account for 

the incomplete horizon and reduce the so-called “peridynamic surface effect”. Given the dynamic loading 

in the tests below, the ‘surface effect’ is expected to have a relatively minor influence on the results (see 

[34]) and we do not consider such modifications in this study.  
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We adopt the meshfree discretization to numerically approximate solutions of the PD equations. This 

numerical method provides great advantages for problems that involve fracture and damage, such as 

crack branching, fragmentation, etc. [7]. With this method, the spatially discretized version of Eq. (1) is: 

𝜌�̈�𝑖(𝑡) =∑ 𝒇(𝒙𝑗 , 𝒙𝑖 , 𝑡)𝑉𝑖𝑗 + 𝒃𝑖𝒙𝑗∈𝐻𝑖  (15) 

where 𝑖 and 𝑗 are node numbers, 𝑉𝑖𝑗 is the volume of node 𝑗 covered by the horizon of node  𝑖.     
For the time integration, we use the velocity-Verlet explicit algorithm [35]:   

�̇�(𝑡𝑛+12) = �̇�(𝑡𝑛) + ∆𝑡2 �̈�(𝑡𝑛) 𝒖(𝑡𝑛+1) = 𝒖(𝑡𝑛) + ∆𝑡�̇�(𝑡𝑛+12) �̇�(𝑡𝑛+1) = �̇�(𝑡𝑛+12) + ∆𝑡2 �̈�(𝑡𝑛+1) 
(16) 

where subscript 𝑛  is the time step number, and 𝒖 , �̇�  and, �̈�  denote displacement, velocity, and 

acceleration vectors, respectively.  

2.3. Local strain estimation in the discretized “enhanced” bond-based peridynamics 

In order to find the nodal force (see Eq. (14)), we need 𝒓 (see Eq. (10)), therefore we need to compute 

the local strain 𝜺.  Based on the Taylor series expansion in Eq. (9), to obtain the local strain, we need the 

displacement gradient. To approximate the displacement gradient, one method is to use the finite 

difference method for nodal displacements of nearest neighbor nodes. Another way is to use a linear 

curve fit of displacement values of nearest neighbors, and approximate the gradient with a constant 

tensor of that locally (at the current node) linear displacement field. The latter is adopted in [28]  and we 

follow that here. We explain the procedure in more detail than provided in [28] and also use a more 

consistent notation than in [28], to improve clarity.  
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Figure 3 Schematic of cell 𝐶𝑖  and local region 𝐿𝑖. 
We specify the cell 𝐶𝑖 = {�̂� ∈ ℝ2: ‖�̂� − 𝒙𝑖‖∞  ≤ 12𝑑𝑥}, which has a square shape and contains the node 𝑖 as the center. We also define the “local region” of node 𝒙𝑖,  𝐿𝑖 = {�̂� ∈ ℝ2: ‖�̂� − 𝒙𝑖‖∞  ≤ 𝑑𝑥}, which 

contains node 𝑖 and its nearest neighbors [28]. For a uniform grid, 𝐿𝑖 contains up to 9 nodes in 2D and 27 

nodes in 3D. The schematic of 𝐶𝑖  and 𝐿𝑖 are shown in Figure 3. The linear displacement approximation at 

some 𝒙  in cell 𝐶𝑖  is, therefore, assumed to be:  �̅�𝑖(𝒙, 𝑡𝑛+1) = 𝒎𝑖(𝑡𝑛+1)𝒙(𝑡𝑛+1) + 𝒄𝑖(𝑡𝑛+1) (17) 

where �̅�𝑖(𝒙, 𝑡𝑛+1) is the approximation of the displacement field in the cell 𝐶𝑖  at time 𝑡𝑛+1, 𝒎𝑖(𝑡𝑛+1) is a 

matrix whose entries are obtained from a linear curve fit of displacements of nodes in 𝐿𝑖 at time 𝑡𝑛+1, and 𝒄𝑖  is the vector corresponding to the rigid body motion. In this section, the estimated strain and the 

coefficient matrix 𝒎𝑖 are at a fixed time step. Therefore, to make the expression more concise, 𝑡𝑛+1 is not 

explicitly shown in the following equations.  

By taking the derivative of this approximate displacement field �̅�𝑖, we find the local constant strain 𝜺𝑖  
at node 𝑖. As shown below, 𝜺𝑖  is expressed in terms of the constant coefficient matrix 𝒎𝑖 at a fixed time 

step 𝑡𝑛+1: 

𝜀𝛼𝛽𝑖 = 12(𝜕�̅�𝛼𝑖𝜕𝑥𝛽 + 𝜕�̅�𝛽𝑖𝜕𝑥𝛼) = 12 (𝑚𝛼𝛽𝑖 +𝑚𝛽𝛼𝑖 ) (18) 

where 𝑚𝛼𝛽𝑖  are the components of the coefficient matrix 𝒎𝑖 corresponding to node 𝑖, with 𝛼, 𝛽 = 1,2 for 

2D cases, and 𝛼, 𝛽 = 1,2,3 for 3D cases. 
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To obtain the components of the matrix 𝒎𝑖, we use the displacement of nodes in 𝐿𝑖. In 2D, for example, 

there are two displacement components, along the 𝑥1 and 𝑥2 directions. As an example, obtaining the 

coefficients in Eq. (17) in the 𝑥1 direction, can be setup as a linear curve-fitting problem: �̅�1𝑖 = 𝑚11𝑖 𝑥1 +𝑚12𝑖 𝑥2 + 𝑐1𝑖  (19) 

where �̅�1𝑖  is the estimated node displacement in 𝑥1 direction, 𝑚11𝑖 , 𝑚12𝑖 , and 𝑐1𝑖  are the coefficients to be 

found. The data set used to fit the curve is the position and displacements of the nodes inside 𝐿𝑖. To find 

the linear best fit to the given set of data points, the linear least squares method is used. The optimal 

parameters (𝑚11𝑖 , 𝑚12𝑖 , and 𝑐1𝑖 ) are found by minimizing the sum of squared residuals 𝑆𝑖, as shown below: 

𝑆𝑖 =∑(𝑢1𝑖(𝐼) − �̅�1𝑖(𝐼))2𝐾𝑖
𝐼=1  (20) 

where 𝐾𝑖 is the total number of nodes inside the local region 𝐿𝑖, superscript (𝐼) is the local node index 

inside 𝐿𝑖, 𝑢1𝑖(𝐼) is the displacement calculated by Eq. (16) and �̅�1𝑖(𝐼) is the estimated displacements, along 

the 𝑥1 direction. 

To write the linear curve-fitting problem Eq. (20) in matrix forms, we have 𝑴1𝑖 = [𝑚11𝑖 ,𝑚12𝑖 , 𝑐1𝑖 ]𝑇 

denoting the column vector which contains elements in the coefficient matrix 𝒎𝑖  and vector 𝒄𝑖 , and 𝑼1𝑖 = [𝑢1𝑖(1), 𝑢1𝑖(2), … , 𝑢1𝑖(𝐾)]𝑇 representing the column vector of nodal displacements along 𝑥1 direction, 

and 𝑿𝑖 containing the nodal coordinates, as shown below: 

𝑿𝑖 = [  
  𝑥1𝑖(1) 𝑥2𝑖(1) 1𝑥1𝑖(2) 𝑥2𝑖(2) 1⋮ ⋮ ⋮𝑥1𝑖(𝐾) 𝑥2𝑖(𝐾) 1]  

  
 (21) 

Eq. (20) can now be written in the following matrix form: 

𝑆𝑖 =∑(𝑢1𝑖(𝐼) − �̅�1𝑖(𝐼))2𝐾
𝐼=1 = (𝑼1𝑖 − 𝑿𝑖𝑴1𝑖 )𝑇(𝑼1𝑖 − 𝑿𝑖𝑴1𝑖 ) (22) 

By taking the derivative of 𝑆𝑖  with respect to 𝑴1𝑖 , one obtains the ‘normal equations’ [36] for the 

minimization problem in Eq. (20): 𝜕𝑆𝑖𝜕𝑴1𝑖 = −2𝑿𝑖𝑇(𝑼1𝑖 − 𝑿𝑖𝑴1𝑖 ) = 0 

𝑿𝑖𝑇𝑿𝑖𝑴1𝑖 = 𝑿𝑖𝑇𝑼1𝑖  

(23) 
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𝑴1𝑖 = (𝑿𝑖𝑇𝑿𝑖)−1𝑿𝑖𝑇𝑼1𝑖  

Following a similar process, 𝑴2𝑖 = [𝑚12𝑖 ,𝑚22𝑖 , 𝑐2𝑖 ]𝑇 which corresponds to the displacement component 

in 𝑥2 direction is obtained. 

𝑴2𝑖 = (𝑿𝑖𝑇𝑿𝑖)−1𝑿𝑖𝑇𝑼2𝑖  (24) 

where 𝑼𝟐 = [𝑢2(1), 𝑢2(2), … , 𝑢2(𝐾)]𝑇 contains nodal displacements along 𝑥2 direction. 

Combining 𝑴1𝑖  and 𝑴2𝑖  into the coefficient matrix 𝑴𝑖 = [𝑴1𝑖 ,𝑴2𝑖 ], 𝑼1𝑖  and 𝑼2𝑖  into the displacement 

matrix 𝑼𝑖 = [𝑼1𝑖 , 𝑼2𝑖 ], we have: 

𝑼𝑖 = [  
  𝑢1𝑖(1) 𝑢2𝑖(1)𝑢1𝑖(2) 𝑢2𝑖(2)⋮ ⋮𝑢1𝑖(𝑘) 𝑢2𝑖(𝑘)]  

  ,𝑴 = [𝑚11𝑖 𝑚21𝑖𝑚12𝑖 𝑚22𝑖𝑐1𝑖 𝑐2𝑖 ] 𝑴𝑖 = (𝑿𝑖𝑇𝑿𝑖)−1𝑿𝑖𝑇𝑼𝑖 
(25) 

In practice, at a certain time step 𝑡𝑛+1 , the displacement 𝒖(𝑡𝑛+1) = 𝒖(𝑡𝑛) + ∆𝑡�̇�(𝑡𝑛+12) = 𝒖(𝑡𝑛) +∆𝑡(�̇�(𝑡𝑛) + ∆𝑡2 �̈�(𝑡𝑛)) is calculated based on the displacement, velocity, and acceleration of the previous 

time step. Then the displacement 𝒖(𝑡𝑛+1) is used to calculate the coefficient matrix 𝑴𝑖  using Eq. (25). 

After obtaining the coefficient matrix 𝑴𝑖, the approximate strains at node 𝑖 are calculated using Eq. (18). 

The strain used in Eq. (10) to calculate the rotation angle vector 𝒓 of bond 𝝃𝑖𝑗  is obtained by averaging the 

strain of node 𝑖 and node 𝑗. After the bond rotation-angle vector 𝒓 is calculated with Eq. (10), the pairwise 

force is updated using Eq. (14). With the new pairwise force, the acceleration �̈�(𝑡𝑛+1) and the velocity �̇�(𝑡𝑛+1) are computed.  

Compared with state-based peridynamics, where the force in bond 𝝃𝑖𝑗  depends on the displacements 

of all points in the horizon of node 𝑖 and horizon of node 𝑗, only the displacements of the nearest neighbor 

of node 𝑖 and node 𝑗 are used to approximate the local strain and calculate the bond force. Therefore, 

this model can be seen as a particular case of the state-based model. In the next section, we discuss 

damage criteria for bonds. 

2.4. Damage criteria for independent modes of fracture 

In the regular bond-based peridynamics, damage is modeled using the critical bond relative elongation, 

allowing a bond to break and no longer sustain a force once the damage criterion is met [19].  Modes of 

fracture (for example, mode I and mode II) are coupled in bond-based PD, and the coupling may not 
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always be close to the actual values for modes I and II. Moreover, especially for shear failure under small-

displacements, some bonds remain unbroken and bridge a shear crack, when they shouldn’t (see [37]), 

and this happens for the “enhanced” bond-based model unless we introduce a specific mode II failure 

using the bond shear angle.    

 

Figure 4 Configuration of bonds before and after a shear deformation (redraw from [38]). 

As shown in Figure 4, observe three bonds (𝝃𝒙1,𝒙2, 𝝃𝒙1,𝒙3, 𝝃𝒙1,𝒙4), connecting node 1 with nodes 2, 3, 

and 4, respectively. Assume a shear deformation moves nodes 2, 3, and 4 to the right. In Figure 4, the 

dash lines indicate bonds after shear deformation, for which we have 𝑠(𝝃𝒙1,𝒙2) < 0, 𝑠(𝝃𝒙1,𝒙3) ≈0, 𝑠(𝝃𝒙1,𝒙4) > 0. If the critical relative bond elongation is used, exclusively, as a damage criterion, bond 𝝃𝒙1,𝒙4 might break, but bonds 𝝃𝒙1,𝒙2 and 𝝃𝒙1,𝒙3 will not break under this pure mode II deformation. If we 

were to directly use the angle change between the initial and deformed bonds, we can see from Figure 4 

that there is no unique angle change related to the imposed shear deformation. This is why we need to 

introduce the “bond shear angle”, as presented in [38], [29] and explained below. 
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Figure 5 Diagram of bond shear angle computation. 

In addition to calculating the bond relative elongation, another bond direction is needed to form an 

angle that can capture angle changes due to shear deformations. For example, to evaluate 𝝃𝒙1,𝒙2 in Figure 

5, we select another bond 𝝃𝒙1,𝒙3 called ‘reference bond’. Both bonds share the same starting point (node 

1). After deformation, the two bonds stretch, rotate, and become �̂�𝒙1,𝒙2and �̂�𝒙1,𝒙3. To calculate the angle 

change, we first rotate �̂�𝒙1,𝒙3 to make its direction coincide with 𝝃𝒙1,𝒙3. 

The rotation from �̂�𝒙1,𝒙3  to 𝝃𝒙1,𝒙3  can be described by a rotation matrix 𝑹: �̂�𝒙1,𝒙3‖�̂�𝒙1,𝒙3‖ = 𝑹 𝝃𝒙1,𝒙3‖𝝃𝒙1,𝒙3‖ 

𝑹 = [cos𝜑 −sin𝜑sin𝜑 cos𝜑 ] (26) 

where 𝜑 is the direction change of 𝝃𝒙1,𝒙3 under the deformation. Notice that 𝑹 includes the bond rotation 

caused by infinitesimal rotation 𝝎(𝒙) and bond shear deformation 𝒗 shown in Section 2.1. 

By multiplying 𝑹−1 to �̂�𝒙1,𝒙3 and �̂�𝒙1,𝒙2, we have: �̃�𝒙1,𝒙3 = 𝑹−1�̂�𝒙1,𝒙3 �̃�𝒙1,𝒙2 = 𝑹−1�̂�𝒙1,𝒙2 𝑹−1 = 𝑹𝑇 = [ cos𝜑 sin𝜑−sin𝜑 cos𝜑] (27) 

Now we have �̃�𝒙1,𝒙3  along the same direction as 𝝃𝒙1,𝒙3. We can use �̃�𝒙1,𝒙2 and �̃�𝒙1,𝒙3 to calculate the 

change of angle formed by 𝝃𝒙1,𝒙2 and 𝝃𝒙1,𝒙3 due to deformation. 
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Figure 6 Bond shear angle: 2D simple shear case (redraw from [38]). 

As shown in Figure 6, we take the bond 𝝃𝒙1,𝒙4  in Figure 4 as an example. By applying a uniform shear 

angle 𝛽 to the 2D body, the bond 𝝃𝒙1,𝒙4  changes in both length and direction under the simple shear 

deformation. For convenience, the locations of node 1 before and after deformation are assumed to 

coincide. We choose a horizontal bond 𝝃𝒙1,𝒙5, whose direction does not change under simple shear, as 

the reference bond. Since the direction of 𝝃𝒙1,𝒙5 does not change, the rotation matrix 𝑹 is the identity 

matrix. Therefore, in this case, �̃�𝒙1,𝒙4 = 𝑹−1�̂�𝒙1,𝒙4 is the same as �̂�𝒙1,𝒙4.  

The shear angle 𝛽 of bond 𝝃𝒙1,𝒙4 is, in general, computed by:  

𝛽 = |(�̃�𝒙1,𝒙4 − 𝝃𝒙1,𝒙4) ∙ 𝒆𝟏𝝃𝒙1,𝒙4 ∙ 𝒆𝟐 | (28) 

where 𝒆𝟏 is the unit vector parallel to 𝝃𝒙1,𝒙5  and 𝒆𝟐 is perpendicular to 𝒆𝟏. Since all three bonds in Figure 

4 have the same elongation along 𝒆𝟏 and same component along 𝒆𝟐, the three bonds will have the same 

bond shear angle 𝛽 under the shear deformation in Figure 4.  

The critical bond relative elongation and critical bond shear angle are separately calibrated to the modes 

I and II (using the 𝐺𝐼𝐶  and  𝐺𝐼𝐼𝐶  experimentally measured values). With the constant micromodulus given in 

Eq. (12), one obtains the critical relative elongation 𝑠c and critical shear angle 𝜃c for plane stress conditions as 

(see [29]): 

𝑠𝑐 = √2𝐺𝐼𝐶𝑐𝛿4  (29) 
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𝛽𝑐 = √ 240𝐺𝐼𝐼𝐶(8𝑐 + 7𝜅)𝛿4 

The bond between node 𝑖 and node 𝑗 is broken when the relative elongation or the shear angle exceeds 

their critical values: 

𝜇(𝒙𝑖 − 𝒙𝑗) =  {1,   s ≤ 𝑠c and 𝛽 ≤ 𝛽c0,     s > 𝑠c or 𝛽 > 𝛽c  (30) 

To plot the evolution of damage in simulations, a useful damage-related quantity is the damage index 

of a node 𝑖 , which is a scalar defined as the ratio of the number of broken bonds and the total number of 

bonds for node 𝑖. The value for the damage index varies between zero and one (fully damaged): 

𝜑(𝒙𝑖) = 1 − ∑ 𝜇(𝒙𝑖 − 𝒙𝑗)𝒙𝑗∈𝐻𝑖∑ 1𝒙𝑗∈𝐻𝑖  (31) 

 

3. Review of experimental test results 

    The dynamic fracture of bi-layered PMMA samples was studied using Digital Gradient Sensing (DGS) 

technique [3]. The bi-layer PMMA samples were made by bonding two PMMA samples using acrylic 

adhesive (Weld-on 16). Material properties for PMMA and the adhesive used are shown in Table I. By 

varying the adhesive thicknesses between the PMMA layers (25μm and 100μm), a strong (thin layer) or 

weak (thick layer) interface is obtained. The impact loading, generated by a striker and a long bar, is 

transferred into PMMA via two faces of a V-notch. At the end of the V-notch, there is a pre-crack with a 2 

mm length (cut by razor blade). During the crack propagation, the crack path is captured by 32 images 

which is used to estimate the average crack velocity. The dimension of the bi-layered PMMA specimen is 

illustrated in Figure 7.  

At the impact speeds used in [3], crack branching was observed in both cases: strong and weak interface. 

Interestingly, in the weak interface case (d=28 mm from the initial crack tip), the crack travels along the 

interface a short while (~12 mm) before continuing its growth into the second layer as two cracks 

commencing from the tips of the interface crack. For the strong interface (d=28 mm from the initial crack 

tip), the crack propagation along the interface is significantly shorter (4 mm). 

As shown in Figure 8, as the interface location changes (weak interface at d=7 mm, 17 mm, 42 mm from 

the pre-crack tip), the crack paths and the angle between the two daughter cracks are very different. In 

each case, the crack propagated under mostly mode-I conditions until it reaches the interface. For all 
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configurations except d=7 mm, the mode-I crack reaches the interface, then branches into two symmetric 

daughter cracks (with respect to the horizontal direction), propagating upward and downward along the 

interface. In the cases d=17 mm and 42 mm, the interface crack (which grows under mixed-mode 

conditions but dominated by mode II) travels around 2 mm and 22 mm, respectively. After growing along 

the interface for a while, both cracks penetrate the second PMMA layer simultaneously. Also, the two 

daughter cracks growing in the second layer have initial angles between ±28° and ±11° relative to the 

horizontal direction.  

For all cases, mode-mixity 𝑡𝑎𝑛−1 𝐾𝐼𝐼𝐾𝐼  is close to zero before the crack reaches the interface and after it 

passes through it. However, for all cases except d=7mm, mode-mixity has a steep increase as the crack 

reaches the interface, meaning that crack growth happens under mixed-mode conditions at the interface. 

These experimental observations show that the interface properties and interface location have 

significant influence on the PMMA fracture behavior [3].  

Table I Material properties for PMMA and adhesive (from [3]). 

 PMMA Weld-on 16 acrylic Adhesive 

Young’s Modulus, GPa 5 2.85 

Poisson’s ratio 0.35-0.4 --- 

Fracture Toughness 𝐾𝐼𝑐, 

MPa.m0.5 
1.31 

1.01 (Strong Interface) 

0.68 (Weak Interface) 

Fracture Toughness 𝐾𝐼𝐼𝑐 , 

MPa.m0.5 

1.44 2.20 (Weak Interface) 

3 (Strong Interface, assumed) 

Density, kg/m3 1010 --- 

Thickness, mm --- 
0.025 (Strong Interface) 

0.1 (Weak Interface) 

Tensile Strength (MPa) 70 MPa 23 MPa (Weak Interface) 

50 MPa(Strong Interface, 

assumed) 
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Figure 7 Photographs of fractured specimens showing crack path selection in (a) Configurations and the associated specimen 

geometry (from [3]) (b) ‘Weak’ 90° layered configuration (c) ‘Strong’ 90° layered configuration. Arrowhead indicates crack 

growth direction (from [3]). 

 

Figure 8 Photographs of fractured specimens showing crack path selection in d=(a) 7 mm, (b) 17 mm, (c) 42 mm (from [2]). 

4. Peridynamic modeling of PMMA bi-layer under dynamic impact 

4.1. Loading conditions 

In this paper, we use the same loading condition as our previous study in monolithic PMMA simulation  

[20]. We simulated the impact experiment with a 3-D LS-DYNA model in [20] to obtain the impact pressure 

on the surface of the V-notch (see Figure 9) using a dynamic solver. Notice that if the contact is not ideal, 

(a) 
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only a certain percentage area of V-notch is in contact with the long bar. In such a case, the impact 

pressure may not necessarily be evenly distributed on the surface. In this paper, we simplify the loading 

condition by assuming the impact pressure is evenly distributed along the contact part of the V-notch.  

 We used the pressure pulse from the LS-DYNA model to identify the fracture initiation time, 𝑡𝑓, and the 

corresponding pressure. Since the experimental loading was unclear after PMMA crack initiation, several 

different load conditions were compared in our previous work [20]. We concluded that the loading 

condition that dropped gradually produced consistent crack propagation speed with the monolithic 

PMMA experiment and the PMMA split fully. Therefore, we use the gradual decrease in loading as used 

in our previous work [20] (see  Figure 9). 

 

Figure 9 (a) The impact pressure profile ([20]) used in all simulations in this work, (b) PD nodes on the part of the V-notch 

surface subjected to body forces converted from the pressure profile. 

4.2. The PD model accounting for PMMA softening due to heating near the crack tip 

In the dynamic fracture experiment on PMMA, the temperature rise at the propagating crack tip has 

been observed and measured [39]. The heating near the crack tip is the result of polymer crazing. As the 

craze fibrils form, there is significant molecular chain motion in the active layer [40]. Eventually, the 

molecular chain scission [40] and pull-out from surrounding material [41] happens during the failure of 

craze fibrils. All these processes of the polymer craze can generate heat.  

The temperature at the tip of a running crack in PMMA can get as high as 530 °C , higher than the glass 

transition temperature for this material [42]. Based on the result of experimental measurements and 

molecular dynamics simulations ([43], [44]), Young’s modulus of PMMA drops from 5.02 GPa at room 

temperature to 0.56 GPa at 650 K (see Table II).  
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Table II Young’s modulus of PMMA under different temperature ([43], [44]).  

T (K) 200 250 300 350 400 450 500 550 600 650 

E (GPa) 5.02 4.29 3.81 3.52 3.11 2.71 1.25 1.25 0.79 0.56 

 

In our previous work [20], we proposed and tested a PD model that considered thermal softening 

around the crack tip. The area in which the temperature increased is called the “Heat Affected Zone” 

(HAZ). A rule for how large should the HAZ be relative to the nonlocal region size in our PD model is given 

in [20].  

To roughly estimate the extent of the HAZ during dynamic fracture, we analytically solve the heat 

transfer over the time scale relevant to the dynamic crack propagation problem. Our aim is to find how 

deep a significant temperature rise penetrates into the material around the tip of the crack, assuming that 

at the crack tip we have a fixed temperature. 

The 1D diffusion problem we solve is the following [45]: 𝜕𝜃(𝑥, 𝑡)𝜕𝑡 = 𝑘 𝜕2𝜃(𝑥, 𝑡)𝜕𝑥2  𝜃(𝑥, 0) = 𝑓(𝑥), 𝜃(0, 𝑡) = 𝑇1, 𝜃(𝐿, 𝑡) = 𝑇2 

(32) 

where 𝜃(𝑥, 𝑡) is the temperature (℃) at point 𝑥 and time 𝑡, 𝑘 is the thermal diffusivity 𝑚2 𝑠⁄ , 𝑓(𝑥) is the 

initial condition, 𝐿 is the length (𝑚) of the 1D bar and 𝑇1 and 𝑇2 are boundary conditions at 𝑥 = 0 and 𝑥 = 𝐿, respectively.  

    The solution to Eq. (32) can be obtained with the separation of variables [46]: 

𝜃(𝑥, 𝑡) = 𝑇1 + (𝑇2 − 𝑇1)𝐿 𝑥 +∑𝐷𝑛 sin (𝑛𝜋𝑥𝐿 )𝑒−𝑘(𝑛𝜋𝐿 )2𝑡∞
𝑛=1  

𝐷𝑛 = 2𝐿∫(𝑓(𝑥) − 𝑇1 − (𝑇2 − 𝑇1)𝐿 𝑥)sin (𝑛𝜋𝑥𝐿𝐿
0 )𝑑𝑥 

(33) 

We set the diffusion coefficient of PMMA to be 𝑘 = 1.35 × 10−7 cm2s  [47], a sufficiently large 𝐿 = 0.1m, 

initial temperature of 𝑓(𝑥) = 25 °C ,and the boundary conditions of 𝑇2 = 25 °C, and 𝑇1 = 377 °C (= 650 

K) corresponding to the softening of 0.5 GPa in Table II). In Figure 10, we show the temperature 

distribution at 5, 10, 20, and 50 μs. At an approximately 300 m/s crack propagation speed in PMMA (see 

[2]), the crack advances 1.5 mm in 5 μs. During this time interval, no significant increase in temperature 
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is noticed for points which are more than 3 μm away from the crack tip. Notice that the result matches 

well with the observation in [39]: the size of the heat affect zone is in the order of 3 μm. Our results show 

that thermal diffusion, in our example, is sufficiently slow compared with dynamic fracture. Over the 

duration of crack propagation, the heated zone relevant to the dynamic crack growth problem is limited 

to a small region around the crack tip. Therefore, in our study, we assume that the size of heated zone is 

constant during the dynamic fracture. 

 

Figure 10 Temperature distribution at 5, 10,20, and 50 μs simulated in a 1D problem using boundary conditions of 𝑇1 = 377 °𝐶, 

and 𝑇2 = 25 °𝐶. 

4.3. Locating the fracture process zone 

    To apply the HAZ at the crack tip, we need to first determine the crack tip location (𝒙tip) at each solution 

time-step (n). We use the strain energy density values (𝑤𝑖) at each node and time step (𝑛 − 1), calculated 

as follows: 

𝑤𝑖 = ∫ 𝑤(𝝃, 𝜼; 𝑡𝑛−1)𝐻𝑖  (34) 

    We calculate the value of 𝑤𝑖 using 𝑤(𝝃, 𝜼) for unbroken bonds from the previous solution step to locate 𝒙tip, defined here as the node with the highest 𝑤𝑖 value. After locating 𝒙tip, we define the HAZ to be a 

circle centered at 𝒙tip with a radius 𝑟HAZ equal to 2 × 𝛿 [20]. When we compute the pairwise force on 

each bond, we first test whether the bond is inside HAZ. We define a parameter 𝜆HAZ  that decides 
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whether a bond is inside the HAZ or not, based on the distances 𝑑𝒙 and 𝑑�̂� of nodes 𝒙 and �̂� to node 𝒙tip 

as follows (see Figure 11): 

𝜆𝐻𝐴𝑍(𝒙 , �̂�) = {1,         𝑑𝒙 ≤ 𝑟𝐻𝐴𝑍  𝑎𝑛𝑑  𝑑�̂� ≤ 𝑟𝐻𝐴𝑍0,         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (35) 

Since bond rotations are also considered in our model, the constitutive model for PMMA bonds inside 

the HAZ is different from our previous work (see [20]). Here, the PMMA bonds in the HAZ are assumed to 

be given by a bi-linear function (for both the stretch part and shear part), as follows:  

𝒇(𝜼, 𝝃) = {𝑐[0.1𝑠 + 0.09𝑠0]𝒏 + 0.1𝜅(𝑰 − 𝒏⨂𝒏)𝒓,    if 𝑠 > 0.1𝑠0 and 𝜆HAZ = 1𝑐𝑠𝒏 + 𝜅(𝑰 − 𝒏⨂𝒏)𝒓,                                                    otherwise  (36) 

Note that 𝒇(𝜼, 𝝃) = 𝟎 when |𝝃| > 𝛿. We first assume the PD micromodulus is unchanged when the bond 

relative elongation is smaller than 0.1𝑠0 (see Figure 11). As the overstress macromolecules cause local 

heating, the Young’s modulus of PMMA decreases. Therefore, in the HAZ, for the bond which relative 

elongation is larger than 0.1𝑠0 , we decrease the micromodulus to 0.1𝑐  and 0.1𝜅 , according to the 

measured behavior in [48]. In the previous model [20], we only modify the bond micromodulus 𝑐. 

Since the fracture energy of PMMA is almost unchanged as the temperature changes [49], it is assumed 

to be constant in our PD model. To maintain the fracture energy 𝐺0 in bilinear model same as the linear 

model, the following condition needs to be satisfied (areas under linear and bilinear functions need to 

match): 12 𝑐𝑠02 = 12 𝑐(0.1𝑠0)2 + 𝑐(0.1𝑠0)(𝑠𝑏𝑖−0 − 0.1𝑠0) + 12 (0.1𝑐)(𝑠𝑏𝑖−0 − 0.1𝑠0)2 (37) 

We find the critical strain 𝑠𝑏𝑖−0 for the bilinear function is 2.40𝑠0. 

 

Figure 11 (a) Heat Affect Zone around the crack tip, (b) Linear and bi-linear bond force-relative elongation relation. 
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4.4. PD interface modeling in bi-layered PMMAs 

In the experimental tests [3], bi-layered PMMAs were made by gluing two PMMA together with the 

acrylic adhesive, Weld-on 16 (see Table I for material properties). Note that the adhesive thickness for the 

strong interface is 25 μm. If we were to explicitly model the actual adhesive material thickness with the 

PD model, assuming that thickness to be spanned by a full horizon region (thus around 8 nodes across, if 

we use a horizon factor of 4, see below), we would end up with more than 400 million nodes and a costly 

computation. To reduce the computational cost, we instead introduce an approximate way of 

representing the actual interface, effectively simulating a much thicker interface in the PD model by 

employing a much larger horizon size and, implicitly, a much coarser discretization grid. In this way we 

significantly increase the computational efficiency, without, hopefully, qualitatively affecting the results. 

As we shall see, this hope is realized.  

    To model the interface, we assign mechanical properties of the interface material to all PD bonds 

crossing the interface geometrical location, as shown in Figure 12. The micro properties of interface bonds 

are calibrated to the measured interface properties (Young’s modulus and fracture toughness) given in 

Table I. This approach means that the effective thickness of the interface in the model is twice the horizon 

size. With the horizon size used in the next section, the effective thickness of the interface in the PD model 

is 16 and 48 times larger than the actual thickness of the weak and strong interfaces, respectively.  

  

Figure 12 Modeling the adhesive interface: all bonds crossing the interface line are considered to be “interface bonds”, 

calibrated to the material properties of the adhesive used in experiments. 

As measured by the uniaxial tensile test in [2], the tensile strength of the weak interface is 23 MPa. 

Since there is no experimental data for the tensile strength of the strong interface, we assume it to be 50 

MPa, larger than that of the weak interface but smaller than PMMA’s. For problems in which there is no 

pre-crack, for example the interface in this study, the strength is independent of the fracture toughness. 
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To take the interface strength into account, we used the bilinear model proposed in [50]. As shown below, 

the maximum bond force 𝑐𝑠1 is calibrated to the ultimate strength. Once the bond relative elongation 

exceeds 𝑠1, the bond is softened and the bond force decreases to 0 at 𝑠𝑐 which is calibrated to the energy 

release rate. 

 

 

Figure 13 The bilinear model for the tensile part of interface bond force. 

Because we have not found any experimental data regarding the dependency of stiffness or fracture 

toughness of the acrylic adhesive on possible heating at the tip of a dynamically running crack, here we 

assume no softening of the adhesive around the crack tip. Therefore, we assume that there is no 

temperature rise and the interface bonds are not influenced by the HAZ. For some results in which we do 

consider softening of interface bonds as well, please see the Appendix. 

Since we only consider the tensile strength of the interface, the shear part of the interface bond force 

is not affected by the bilinear model. The new constitutive model for interface bonds is shown as follows: 

𝒇(𝜼, 𝝃) = {𝑐𝑠1 𝑠 − 𝑠0𝑠1 − 𝑠0 𝒏 + 𝜅(𝑰 − 𝒏⨂𝒏)𝒓,          if 𝑠 > 𝑠1  𝑐𝑠𝒏 + 𝜅(𝑰 − 𝒏⨂𝒏)𝒓,                         if 𝑠 < 𝑠1  

𝑠1 = 2𝜎𝑢3𝐸 , 𝑠𝑐 = 2𝜋𝐺𝐼𝐶3𝜎𝑢𝛿  

(38) 

where 𝜎𝑢 is the ultimate tensile strength. 

5. Numerical Results 

In our previous work on dynamic fracture in monolithic PMMA ([20]) we presented 𝛿-convergence (see 

[51]) results that helped select an appropriate horizon size, based on matching the experimentally 
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measured crack propagation speed and the morphology of crack paths. In the simulations shown below, 

we choose that horizon, 𝛿 = 0.8 mm. For the discretization, based on previous studies on m-convergence 

([51]) for dynamic brittle fracture problems (see [52][53]), we choose a value 𝑚 = 𝛿𝑑𝑥 = 4 for the horizon 

factor. This value was found to provide a good balance between computational efficiency and 

independence of the crack path on the grid orientation. We therefore discretize the domain using uniform 

grid spacing of 0.2 mm, resulting in m-factor 
𝛿𝑑𝑥 = 𝛿𝑑𝑦 = 4. The total number of nodes is about 400K. To 

ensure numerical stability of the computations, the time step for all of the results shown below is set to 

be 0.02 μs. We use a PD code implemented to run on an Intel Xeon E5-2670 2.60-GHz processor with the 

Tesla P100 GPU. On this system, the wall-clock time to run most of the examples shown here take about 

10-15 minutes to complete. We verified our implementation against Abaqus results for some of the 

examples shown in [27] and [28] on elastic deformations (uniaxial tension and simple shear for different 

Poisson ratios – 0.1 and 0.2). These verification results are not shown here for the sake of brevity. 

    In the following sections we present results with the “full” model, that contains all of the critical 

components mentioned in the Introduction section. To demonstrate that indeed these components are 

critical in correctly predicting the dynamic fracture behavior of PMMA with material interfaces, in the 

Appendix we show simulation results from models that are missing at least one of the three critical 

components: (1) softening near the crack tip to account for changes in PMMA stiffness due to heat-

generation induced by the high strain rates reached around the crack tip in dynamic fracture; (2)  

independent extension (mode I) and shear (mode II) modes of fracture; (3) a two-parameter fracture 

model, that can match both strength and fracture toughness for any horizon size (bond failure with a 

softening phase) to be able to predict initiation as well as crack propagation. Without the softening near 

crack tip, the simulated crack propagation velocity in PMMA is around twice as fast as the experimentally 

measured values. The independent modes of fracture and two-parameter fracture model are important 

to capture the mode II-dominated fracture (along the interface) and crack initiation at the interface and 

in the second PMMA layer. More details are shown in Appendix.  

5.1. Simulation results for the influence of the weak and the strong interface 

With the heat affected model and interface model defined in Section 4, the damage maps for the PMMA 

sample with the two different interface properties are shown in Figure 14. The crack paths of both samples 

match well with the experiment. In the PMMA sample with the weak interface, the crack travels about 8 

mm (3 mm less than the experiment result) along the interface before penetrating the second layer. In 
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the PMMA sample with the strong interface, the crack travels for 3 mm (1 mm less than the experiment 

result) along the interface before penetrating the second layer. As the fracture energy of the interface is 

lower, the interface bond is easier to be broken which leads to a longer crack path along the interface. 

For the PMMA sample with the strong interface, the angle between the two branched daughter cracks 

is ~50o, which is 12% less than experiment measured angle (~56o) [3]. For the PMMA sample with the 

weak interface, the angle between the two branched daughter cracks is ~40o, which is 11% more than the 

measured experiment angle (~36o) [3]. The waviness in crack paths (near the right boundary) is also 

observed in simulation results and the shape matches well with the experiment results. The difference in 

the crack angle may be caused by the difference in boundary conditions. In the PD simulations, we assume 

that the top and bottom edges are free, whereas in the experiment, on the top and bottom edges of the 

specimen there are putty layers that absorb some of the stress waves and reduce wave reflection back 

into the specimen. Simulation movies of crack propagation for samples with the interface at 28mm are 

shown in Movies 1 and 2 (damage index) and 3 and 4 (strain energy density) for the weak and strong 

interfaces, respectively (see Supplementary Materials). 

The comparison between experimental results and simulation results in terms of crack speed is shown 

in Figure 15. In both cases, the cracks reach the interface around 15 μs later than the experiment result. 

This is due to the lower crack velocity, compared with experimental measurements, around 150 μs. In 

both cases, there is a rapid increase in crack velocity when cracks reach the interface and a steep drop as 

the crack tips get out of the interface.   

The drop in crack velocity around 150 μs is not caused by the presence of the interface. Such drop was 

also observed in monolithic PMMA simulations in our previous research [20]. This drop may be caused by 

the difference in loading conditions and boundary conditions. The loading condition in the simulation is 

simplified. The loading conditions in the experiment maybe not be smooth over time, may not be evenly 

distributed along the notch, and may have different amplitudes. The difference in the boundary conditions 

(putty strips were used in the experiment on the top and bottom sample edges [2], while we assume 

stress-free boundaries in the simulations) also affect wave reflections/reinforcement and change the 

crack velocity. 
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Figure 14 Damage map for bi-layered PMMA with the (a) weak interface and (b) strong interface. PD model finds crack 

branching in both cases, as seen in experiments. Crack propagate along the weak interface about 8 mm. See also Movies 1 and 2 

(damage index), and corresponding strain energy density in Movies 3 and 4. 

 

 

Figure 15 Comparisons of the histories of crack tip propagation speeds for bi-layered PMMA with (a) the weak interface and (b) 

the strong interface. 

5.2. Simulation results on the influence of interface location 

In this part, we study the influence the interface location has on the dynamic fracture behavior of the 

bi-layer PMMA system and discuss the roles different model components play in the simulation results. 

In Figure 16, we show the damage map of PMMA samples with the weak interface placed at different 

locations away from the tip of the pre-crack. For the sample with the interface located 7 mm from the 

pre-crack tip, the crack does not branch at the interface. It penetrates into the second layer and continues 
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to run straight as a single crack, which is what happened in the experiments as well. In the experimental 

results reproduced in Figure 8, the crack deviates slightly from its initial straight path near the final third 

of the specimen (most likely because of slight asymmetries in loading or boundary conditions), but does 

not branch. For the sample with the interface at 17 mm, the damage map also matches the experimental 

observations. The angle between the two branched cracks is ~54o, very close to that measured from the 

experiments (56o) [2]. For the sample with the interface at 42 mm, the crack branches at the interface, 

and travels for about 20 mm along it. In the experiments, the crack runs along the interface for 22 mm. 

The angle between the two branched cracks is ~23o, very close to the experimental measurements (22o) 

[2]. The damage maps are similar to the experiment results, and they show the same trend: the farther 

the interface is from the pre-crack tip, the longer the crack travels along the interface. The evolution of 

crack propagation for these samples is shown in Movies 5-7 (damage index), and Movies 8-10 (strain 

energy density), respectively. 

 

Figure 16 Damage map for bi-layered PMMA with the interface located at (a) 7 mm, (b) 17 mm, and (c) 42 mm from the tip of 

the pre-crack, respectively. See also Movies 5, 6, and 7 (damage index), and corresponding strain energy density in Movies 8, 9, 

and 10. 
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Figure 17 Zoomed-in view of nodal damage index maps (a)-(d) and nodal velocity vector plot (e)-(h) for bi-layered PMMA with 

the interface location at 42 mm at: 238 𝜇𝑠 for (a) and (e), 250 𝜇𝑠  for (b) and (f), and (c)(g) 262 𝜇𝑠, 286 𝜇𝑠 for (d) and (h), from 

the moment loading is applied. The size of the horizon region is shown in (a). The limits of the interface effective thickness in the 

PD model are shown with red dashed lines in the top row. See also Movies 11 and 12.  

Notice that in the computed results shown in Figure 16 and Figure 17Error! Reference source not 

found., for the sample with interface location at 42 mm, the interface cracks are not perfectly vertical. 

This is because the interface is modeled by considering all bonds crossing the geometrical line of the actual 

interface as “interface bonds”. This means that the effective thickness of the interface in our model is 

equal to twice the horizon size, and, for the horizon size used here, that is much larger than the actual 

thickness of the experimental sample (16 times thicker than the weak interface). This is why the computed 

interface cracks have a slight tilt. In the damage and nodal velocity vector plots around the interface 

location, shown in Figure 17, the lengths of the arrows are proportional to the nodal velocity magnitude 

values, and their color indicates the corresponding nodal damage index. The simulation movies 

corresponding to these plots are Movies 11 and 12.   

In Figure 17, we show several snapshots of the crack growth near the interface. After branching, the 

cracks first grow along the interface and then change direction and penetrate into the second PMMA 

layer. In the results in [6] simulated using cohesive elements, the interface is damaged but penetration 

into the second PMMA layer does not happen. The nonlocal PD model captures an enlargement of the 

fracture process zone (see Figure 17) just before the main crack reaches the interface and branches, and 

once again when the crack traveling along the interface changes direction and penetrates into the second 
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PMMA layer. Experiments have shown that enlargement of the fracture process zone is a characteristic 

of crack branching in dynamic brittle fracture [54]. One can also observe some tilt through the 

experimental samples thickness for cracks penetrating into the second PMMA layer, visible as “whiter” 

crack portions in Figure 7 and Figure 8, at the entrance in the second layer, signatures of light being 

reflected from the rougher/twisted crack surfaces at those locations. A 3D model would likely show these 

twists, while here, in our 2D simulations, they are noticeable as wider damage along the crack paths. 

Models based on describing cracks as mathematical surfaces/curves can miss these aspects that are 

critical in correctly dissipating the right amount of energy as the dynamic cracks advance. This is where 

nonlocal models, as the PD one introduced here, show their relevance and benefits in dynamic brittle 

fracture. 

In the damage maps shown in Figure 18Error! Reference source not found., we notice that before the 

crack tip reaches the interface location, some damage initiates along the interface, at the mid-line through 

its thickness and develops into a crack. This is caused by stress waves interacting and creating mode I 

fracture conditions ahead of the crack tip. The velocity vector plots in Figure 18 show how nodes along 

the mid-line through the interface width have velocity vectors pointing in opposite directions, initially. 

This initial interface crack opens up in the material over a length similar to the width of the fracture 

process zone of the approach main crack is created. Once the main crack reaches the interface crack, it 

starts growing along the interface but in mixed mode, dominated by mode II conditions (see Figure 17). 

The dominant fracture mode switches again as the interface crack tips approach the second PMMA layer, 

as the dominant fracture mode is mode I again. Experimental observations (see [2] page 323) confirm that 

cracks are under mixed-mode fracture when propagating along the interface and switch to mode I after 

penetrating into the second layer.  
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Figure 18 Zoomed-in view of damage map in (a)-(c), and velocity vector plot (color of arrows shows damage index values)   in 

(d)-(f) for the yellow box area shown in (a) for the sample with the interface located at 42 mm. Snapshots in  (a) and (d) taken at 

218 𝜇𝑠, (b) and (e) at 222 𝜇𝑠, and (c) and (f) at 226 𝜇𝑠 from the  moment loading is applied. An interface crack develops before 

the main crack reaches there. 

 

 Comparison of histories of simulated crack propagation speeds with experimental measurements is 

shown in Figure 19. For all three cases, the computed crack velocity matches relatively well the profiles 

from experiments. For the case with the interface at 7 mm, the crack velocity is faster than the 

experimental results before 110  μs. For the case with interface at 17 mm, the crack velocity is slower at 

the beginning, but faster after crack branching. There are several potential reasons that the results do not 

match the experimental values closer: (a) the Poisson’s ratio of the adhesive is not reported in the 

experimental paper; in the computations here we used the same value as that of PMMA; (b) differences 

between the boundary conditions used in the simulations and the experimental conditions, both along 

the notch and the top and bottom boundaries, e.g. free boundaries (outside of the loaded notch) used in 
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the PD model while putty strips used on the top and bottom edges in the experimental setup [2], which 

partially absorb waves reaching those boundaries.  

 

Figure 19 Comparisons of the histories of crack tip propagation speeds for bi-layered PMMA with the interface location at (a) 7 

mm, (b) 17 mm, and (c) 42 mm show PD simulation match experimental measurements. 

 

6. Conclusions 

A peridynamic (PD) model for studying dynamic fracture in PMMA samples and the influence of location 

and fracture toughness of a material interface was introduced. Following some recent experimental 

results that point to the dramatic impact different interface fracture energies and different interface 

locations have on the dynamic fracture behavior of the PMMA system, we evaluate the performance of 

the PD model and its abilities to reproduce the complex behavior observed in experiments. Since the 

computational cost of explicitly modeling the very thin interface was high, we chose to model the interface 

at a larger scale. We treated all bonds crossing the interface line as “interface” bonds, leading to an 

effective interface width equal to twice the PD horizon size.  

By testing various components in the model, we determined the three essential ones for correctly 

capturing dynamic brittle fracture in a PMMA system with interfaces: (1) softening around the crack tip 

to account for PMMA properties changing due to heat generated in rapidly running cracks; (2) 

independent fracture modes (mode I independent from mode II); (3) a bi-linear model for bond force-

strain behavior that can match both fracture toughness and material strength for any PD horizon size (a 

bond-failure model with softening). We explained the influence of each of these components on the 

results. The heat-dependent stiffness of PMMA in dynamic fracture has a major influence on determining 

the crack propagation speed. The independent modes of fracture (mode I and II) are essential in capturing 

the correct mode-II dominated failure along the interface. The bi-linear (two-parameter) bond-failure 
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model allows for the correct crack initiation at the interface (a crack opens along the interface before the 

main crack reaches it) and into the second PMMA layer.  

We varied the fracture toughness for the interface to match the values obtained experimentally with a 

thinner or thicker adhesive layer between the PMMA plates. The PD model results match, qualitatively, 

the influence of the interface toughness observed experimentally. The crack paths and angles of crack 

branching are also well captured. In particular, the computed results with the PD model show cracks travel 

significantly longer along the interface for the sample with a weaker interface, compared with the 

stronger one. The experimentally measured crack propagation velocities trends, including the velocities’ 

increase when cracks move along the interface, are also well reproduced by the computational results 

from our model.  

 By changing the location of the weak interface in the PMMA bi-layer at a distance d = 7 mm, 17 mm, 

42 mm from the pre-crack tip, our model captured the crack paths and crack tip velocities accurately and 

showed the trend, observed experimentally, that the propagating crack travels longer along the interface 

the farther away the interface is from the pre-crack tip location. The nonlocality in the PD model helps in 

showing that the fracture process zone is enlarged just before the crack reaches the interface, as it 

branches. After branching and running along the interface, the fracture process zone is again enlarged as 

the cracks penetrate into the second PMMA layer. A physical confirmation of this behavior is observable 

in the experimental results in the form of non-planar crack surfaces at their entrance in the second PMMA 

layer.  It is unclear if local models of this problem would be able to capture such behavior, which is likely 

critical in predicting dynamic cracks’ behavior in bi-layer PMMA structures.   The new PD model introduced 

here helps us gain a better understanding of the mechanisms in dynamic fracture of PMMA with 

interfaces, and can provide insights when designing multi-layer PMMA structures. 
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Appendix 

To demonstrate the criticality of each of the model components discussed in Section 4, we show from 

PD models that lack as least one of the essential components. We also show results from a PD model in 
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which interface bonds are also softened, to mimic the potential sensitivity of the glue to rapidly 

propagating cracks. 

Results from models missing at least one critical component 

    The PD  model introduced in Section 4, three elements were called “critical”: (1) the HAZ that softens 

bonds around the crack tip to account for changes in PMMA mechanical properties due to heat generated 

by the rapidly propagating crack; (2) independent modes  of fracture (mode I independent from mode II, 

achieved here by using a special case of a state-based model); and (3) a bi-linear model for bond-failure 

(bond-softening before final failure), capable to  match both a given fracture toughness and the material 

strength, with any horizon size.  

    The influence of the HAZ has been studied in our previous study [20]. Without HAZ, the simulated crack 

propagation velocity in PMMA is around twice as fast as the experimentally measured values. In Figure 

20, we compare the crack propagation velocity in the case with the interface at 7mm. 

 

Figure 20 Comparisons of crack propagation speed (PD models with and without HAZ) in the bi-layered PMMA with the interface 

location at 7 mm. Experimental results from [2]. 

    Having independent modes of fracture (mode I independent from mode II) is also critical to accurately 

capturing the mode-II dominated fracture along the interface. In Figure 21, we show the results from 

bond-based models in which the mode II fracture is not independent from mode I. We observe that for 

the cases with the interface located at 17 and 28 mm, the cracks do not branch at the interface, and do 

not run along the interface. 
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Figure 21 Damage maps at 240 𝜇𝑠 (from the moment the loading is applied) obtained with the PD bond-based model (mode II 

not independent from mode I) for the bi-layered PMMA  with interface location at: (a) 7 mm, (b) 17 mm, (c) 28 mm, and (d) 42 

mm. 

        A bond-failure model that uses a sudden drop of bond force from its highest value to zero (a one-

parameter bond-failure model) can only match, for a given horizon size, either the fracture toughness or 

the material strength. Using this model with a critical bond strain matched to the fracture toughness, for 

example, will match a material’s strength for a particular size of the PD horizon. That size, however, may 

turn out to be extremely small and thus not usable for practical computations. A two-parameter bond-

failure model, however, can match both the fracture toughness and the material strength, for any horizon 

size (see [50] for details). Matching material strength is critical in obtaining crack initiation at the correct 

stress levels in samples in which there are no pre-cracks. This is exactly our case in which we have crack 

initiation at the interface (before the main crack arrives there) and crack initiation into the second PMMA 

layer. Simulation results from a model that uses a one-parameter bond-damage model instead of the bi-

linear model used in the main text of the paper are shown in Figure 22. While branching appears to happen 

at the interface for the 17, 28, and 42 mm, there is very little propagation along the interface.  

 

Figure 22 Damage maps at 240 𝜇𝑠 (from the moment the loading is applied) from the PD model with a one-parameter bond-

damage model for bi-layered PMMA with the interface location at: (a) 7 mm, (b) 17 mm, (c) 28 mm, and (d) 42 mm. 
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Results from model with heat-induced softening of interface bonds 

While we do not have available data on the temperature variation of material properties for the glue 

material used in the PMMA bi-layered structure, it may be reasonable to assume a similar type of behavior 

as the HAZ model we used for PMMA.  We therefore assume that interface bonds are affected by heat. In 

the model used here we do not include the independent modes of fracture (we use the bond-based 

model), nor the bi-linear bond-failure model. We hypothesize that the glue is more sensitive to the high 

temperatures caused by the rapid crack propagation, compared with PMMA. We use the bilinear model 

(pink dash line) shown in the figure below. The micromodulus of interface bonds decreases to 0.01𝑐𝑔𝑙𝑢𝑒 

when the bond strain is larger than 0.1𝑠0. 

 

Figure 23 Heat-affected model for interface bonds. 

The constitutive model for interface bonds in the HAZ is: 

𝒇(𝜼, 𝝃) = { 
 𝜼 + 𝝃‖𝜼 + 𝝃‖ 𝑐(𝝃)[0.01𝑠 + 0.099𝑠0],       if 𝑠 > 0.1𝑠0 and 𝜆𝐻𝐴𝑍 = 1 𝜼 + 𝝃‖𝜼 + 𝝃‖ 𝑐(𝝃)𝑠,                                                                       otherwise (39) 

Similar to Eq. (37), to maintain the fracture energy 𝐺0 the same, the following condition needs to be 

satisfied (areas under linear and bilinear functions need to match) for the interfacial bonds: 12 𝑠02 = 12 (0.1𝑠0)2 + (0.1𝑠0)(𝑠𝑔𝑙𝑢𝑒−𝑏𝑖−0 − 0.1𝑠0) + 12 (0.01)(𝑠𝑔𝑙𝑢𝑒−𝑏𝑖−0 − 0.1𝑠0)2 (40) 

    The critical strain 𝑠𝑔𝑙𝑢𝑒−𝑏𝑖−0 for the bilinear function of interface bonds is 4.23𝑠0. 

With this model, the damage maps for PMMA samples with weak/strong interface and samples with 

different interface locations are shown below. The histories of the crack tip propagation speeds are 
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compared with experiments as well. In Figure 24 and Figure 25, the crack path and crack velocity of PMMA 

samples with weak/strong interface match well with the experiments. 

However, since in the regular bond-based model (with one-parameter bond-failure model), the mode 

II fracture is not independent from mode I fracture, and the material strength will differ depending on the 

horizon size, mode II-dominated fracture and crack initiation along the interface are not going to be 

accurately captured. Indeed, as seen from Figure 26, the crack lengths along the interface obtained by 

these simulations, especially when d = 42 mm, are significantly smaller compared with the experimental 

results [2]. Also, when d = 7 mm, the crack branches inside the second layer of PMMA, which is not 

observed in experiments [2]. Since the HAZ in PMMA is considered here, crack propagation speeds, shown 

in Figure 25 and Figure 27 are in good agreement with experiments.  

 

Figure 24 Damage maps from the bond-based PD model with heat-induced softening of interface bonds for bi-layered PMMA 

with: (a) weak interface, and (b) strong interface. 

 

Figure 25 Comparisons between experimental results (from [3]) and results obtained with the bond-based PD model with heat-

induced softening of interface bonds for crack propagation speed in the bi-layered PMMA with: (a) strong interface, and (b) 

weak interface. 
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Figure 26 Damage maps from the bond-based PD model with heat-induced softening of interface bonds for bi-layered PMMA 

with the interface location at: (a) 7 mm, (b) 17 mm, and (c) 42 mm. 

 

Figure 27 Comparisons between experimental results (from [2]) and results obtained with the bond-based PD model with heat-

induced softening of interface bonds crack propagation speed in the bi-layered PMMA with the interface location at: (a) 7 mm, 

(b) 17 mm, and (c) 42 mm. 
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