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Abstract
This article seeks to understand how the Cultural Analytics’ methodological approach and computational 
tools help interpret large image datasets. A set of 87 730 images of 389 Olympic athletes was collected 
from Instagram and analyzed, featuring a timespan from September 2011 to November 2020. The image 
set was structured and organized using computer vision processing combined with interactive visualization 
tools (Google Vision, PixPlot, Image Network Plotter). The analysis, mixing quantitative and qualitative meth-
ods, identified patterns represented as image clusters. Regular personal computers served as the hardware 
platform. Approximately 60 % of the athletes’ posts were related to non-sports topics, highlighting common 
characteristics of the visual culture disseminated on Instagram, such as selfies, lifestyle, leisure, travel, 
and food. Images of sports content, considered a central aspect of the research, had a lower frequency 
of publications featuring topics such as competitions, training, exercises, and sports practices in general. 
Beyond this result, the study offers a possible technical framework for similar researchers using large image 
datasets.
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1	 Introduction: Olympic beauty, 
Digital Humanities and Cultural 
Analytics

The Olympic Games are one of the most sig­
nificant global media events. Since their re­
vival in 1896, they have been a hallmark of 
tests and the introduction of innovative com­
munication technologies for larger audienc­
es ever since. More recently, with the growth 
of the mobile broadband Internet and social 
networks, visual content production has ris­
en enormously, with viewers, press, athletes, 
and delegations managing their channels 
and publishing images and videos. The abun­
dance of posts presents a problem for media 
communication analysts and scholars: How 
can they identify patterns and trends among 
thousands of images?

These image collections under discus­
sion come from the Olympic cycle: the pre­
paration, training, team selection, and com­
petitions that move such sports every four 

years. The iconography of athletes in compe­
tition, overcoming difficulties and limitations 
and eventually reaching victory operates as a 
connective thread between past and present 
times and features some constant aesthetic 
values. The concept of Olympic athletic beau­
ty articulates two main sources: Eco’s (2010) 
reasoning that beauty is relative to time and 
culture, achieving what Gumbrecht (2006) 
identifies as athletic beauty, arising from the 
unique and incomparable ability that sports 
have to captivate spectators through the ab­
undant production of images propagated by 
the media. 

Digital Humanities (DH) is a broad field 
of knowledge involving several areas, blend­
ing computational tools to aid understanding 
problems derived from the Humanities (Ev­
ans & Rees, 2012; Liu, 2012; Svensson, 2016). 
The field “(…) marks a move beyond a privi­
leging of the textual, emphasizing graphical 
methods of knowledge production and or­
ganization, design as an integral component 
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of research, transmedia crisscrossings, and 
an expanded concept of the sensorium of 
humanistic knowledge” (Burdick, Drucker, 
Lunenfeld, Presner, & Schnapp, 2012, p. 122). 
According to Berry (2012), DH approaches 
does not only propose quantifying tradition­
ally qualitative research. Instead, they prior­
itize ideas in which computational tools can 
stir curiosity, reveal evidence, suggest pat­
terns and structures, or reveal trends, allow­
ing them to understand and identify cultural, 
social and political processes on a large scale, 
thus making visual data analysis readily 
available. For Burdick et al. (2012), the screen 
culture of the 21st  century allows the visual 
to become increasingly fundamental to DH. 

From this context, Lev Manovich devel­
oped the concept of Cultural Analytics (Hoch­
man, Manovich,  & Chow, 2013; Manovich, 
2009, 2012, 2013, 2017a, 2017b, 2018), ex­
panded in his eponymous book (Manovich, 
2020). CA (Cultural Analytics) emerged from 
DH, based on the need to analyze patterns 
and trends of the contemporary digital cul­
ture, covering different types of media (in ad­
dition to textual media) using computational 
tools. 

It is possible to summarize the concept 
from Manovich’s (2020) perspective as the 
author advocates the utilization of various 
computational and design methodologies. 
These methods include data visualization, 
media, interaction design, statistics, and ma­
chine learning. These tools are used to probe 
and analyze contemporary culture on an ex­
tensive scale. The objective of this approach 
is to glean insights into the creative output, 
imaginative processes, and values of hun­
dreds of millions of individuals worldwide. 
These insights are extracted from the content 
these individuals share online, in both pro­
fessional and personal contexts.

Visualization methods related to CA en­
able the exploration of extensive collections 
of visual cultural data, without necessari­
ly using metric or statistical measurement. 
Through computational procedures, it be­
comes possible to observe trends that can­
not be identified by reading, viewing, or to 
interact individually with each of the artifacts 
or even small sets. This technique can be 
applied to vast media universes, operating 
at much faster playback speeds than cus­

tomarily intended. It is necessary “to com­
press massive media universes into smaller 
observable media landscapes compatible 
with human information processing rates” 
(Manovich, 2020, p. 255) while maintaining 
sufficient detail to identify subtle patterns. 
The author emphasizes the idea of agility and 
scalability in data interpretation. As an ex­
ample, Manovich (2020) postulates that one 
should be able to discern patterns in a mil­
lion images as fast as it would take to do so 
in a single image, enabling for the insightful 
understanding of large datasets.

Image sets, such as the ones analyzed 
here, can be arranged in a variety of settings 
according to their metadata (such as au­
thors, dates, likes, hashtags), content prop­
erties (the presence of faces, logos, objects, 
for example) or visual properties (such as 
dominant colors, amount of texture, number 
of shapes, among others). The key to under­
standing this methodological strategy is that 
it is based on a qualitative rather than a quan­
titative approach, allowing the researcher to 
work with large datasets. Previous method­
ologies for analyzing image groups usually 
involved manual counting of the observed 
features (e. g., the average shot length in a 
movie, how many shots are close-ups, how 
many feature Coca-Cola bottles), demanding 
the researcher to consider each item subjec­
tively, albeit guided by the assigned method­
ology and translate the potential richness of 
the image datasets usually into a spreadsheet 
for further calculation and summarization. 

Manovich (2020) acknowledges the po­
tential of media visualizations, but also rec­
ognizes their limitations in disclosing all 
possible patterns within a collection of ima­
ges. These visualizations are especially bene­
ficial when the amassed images share com­
mon characteristics, which underscores the 
significance of sample selection. Despite its 
limitations, Manovich (2020) defends the 
methodological validity of this approach. He 
justifies its labeling as visualization by focus­
ing on one of its key operations: the arrange­
ment of elements in a manner that facilitates 
pattern recognition for the user, particularly 
for ones that might otherwise be challenging 
to detect. This approach does not delegate 
the complete interpretation of the dataset to 
machine learning engines, opting to empow­
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er the human observer / analyst instead. The 
concept of media visualization features three 
operations:

1.	 Zoom to see the entire collection (image 
montage)

2.	 Temporal and spatial sampling
3.	 Remapping (rearranging the media sam­

ples into new configurations)

In this sense, when thinking about image 
analysis capabilities and the construction of 
data visualization models, Manovich (2020) 
emphasizes the importance of computatio­
nal tools in this development. He outlines 
three pivotal decisions that drive the creation 
of data representations, which in turn enable 
these representations to be computed, man­
aged, understood, and disseminated through 
data science techniques. Manovich (2020) 
underscores the critical role of computation­
al tools in the development of image analysis 
capabilities and the construction of data visu­
alization models. These key decisions involve 
the selection of the objects, the resources 
used, and the coding involved, emphasizing 
that the objects chosen, the resources se­
lected, and the coding involved are the “(…) 
three decisions responsible for creating data 
representations and, consequently, making 
them computable, manageable, knowable, 
and shareable through data science tech­
niques” (p. 131).

In this text, we question how the meth­
odological approach of Cultural Analytics in 
the field of Digital Humanities helps inter­
pret large image datasets with computational 
tools, identifying which patterns are present 
in the representation of Olympic beauty as 
collected from contemporary athletes’ Insta­
gram posts and indicating a potential frame­
work for similar research endeavors. The text 
is organized as follows: After this introduc­
tion, we present an overview of the method­
ology, explain each of the main tools used on 
its features and results, and discuss the re­
search outcomes in the final considerations.

2	 Methodological selection

This article revisits the results from a doctoral 
thesis questioning how the legacy of Olympic 

athletic beauty represented a visual dialogue 
between the records of antiquity and the con­
temporary on Instagram (Teixeira, 2022). It is, 
hence, thematically aligned with the thesis 
and reflects the path developed there, but it 
presents a different experience in the points 
that we highlight below:

1.	 The analyses come from the database col­
lected on Instagram, not considering an­
tique civilization sources as did the thesis.

2.	 The emphasis is on the stages of the analy­
sis process rather than discussing the cul­
tural implications of the results.

3.	 Technical-methodological aspects are 
highlighted.

4.	 The revision of graph and figures.
5.	 The emphasis on the clusterization of im­

ages to identify groups and patterns.

The choice of DH and CA techniques ema­
nated from an ambition to identify patterns 
more comprehensively, and in this section of 
the text we present the steps taken in detail. 
The process is summarized in four stages: the 
definition of the research corpus, the collec­
tion of records, the application of computer 
vision techniques, and the creation of visual­
izations.

Instagram was chosen for the analysis 
because it is the leading online source on 
how the visual representations of this con­
temporary Olympic Athletic Beauty are de­
fined and updated continuously. The time­
span analyzed in the investigations considers 
the emergence of this platform in 2010 and its 
development until mid-2020. Photography 
was still the focus of social media throughout 
this timeframe, while video formats were ad­
vancing among audiences.

Several criteria were adopted to define 
the sample used in the study. When consider­
ing the quotas for individual competitors for 
the Tokyo 2020 Games, two main sports fields 
were selected: track and field athletics and 
wrestling, adding up to a share of 19.7 % of the 
competitors. A historical criterion was con­
sidered, as both are some of the oldest com­
petition modalities, dating back to Ancient 
Greece. Also, individual sports that held the 
most extensive number of qualifying events 
until the time of collection were prioritized, 
considering that the postponement of the 
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Games also delayed the selection of the com­
petitors. 

Consequently, the selected sports of the 
Summer Olympic Games were:

	› Athletics  – Running: 100 m, 400 m, and 
marathon events

	› Athletics  – Jumps: high jump, pole vault, 
long jump, and triple jump

	› Athletics – Throwing: discus and javelin
	› Wrestling

Considering the qualifying slots available for 
the Tokyo 2020 Games, the total number of 
competitors in the Olympics was 11 315 ath­
letes,1 between individual and collective mo­
dalities, from 206 countries, distributed in 
339 events (International Olympic Commit­
tee, 2020). The next step to define the corpus 
of athletes was a criterion based on the sta­
tistical relevance of the data, applied to help 
reduce the sample size. Based on a sample 
calculation (Gil, 2008), considering a confi­
dence level of 95 % and a margin of error of 
5 %, a minimum sample of 372  individuals 
was indicated. The best performance indices 
obtained for track and field athletics between 
May 1, 2019 and June 29, 2020 were then col­
lected (World Athletics, 2021); and for wres­
tling, between September 2019 and May 2020 
(United World Wrestling, 2021). 

Once the sports modalities were de­
fined, the Instagram profile selection began. 
This step was performed manually from the 
preliminary qualifying listing for Tokyo 2020 
(United World Wrestling, 2021; World Ath­
letics, 2021). The names of the athletes who 
would have their Instagram profiles previ­
ously analyzed were defined to validate the 
final set, considering those with the best re­
sults at that moment, thus representing the 
potential favorites for a spot in the Olympic 
Games. The pre-analysis and selection of 
athletes exclusively considered public / open 
profiles, in addition to prioritizing those veri­
fied by the platform.

The final sample listing contained 389 
profiles of athletes, both men and women, 

1	 Number referring to positions open in 2020. 
With the postponement of the Olympic Games 
due to COVID-19, the number was subsequent­
ly changed.

from 86 different countries. It was a deliber­
ately diverse dataset, based on the supposi­
tion that such diversity of contexts and back­
grounds would reveal transnational visual 
patterns stemming from the Olympic imag­
ery. Basic information was gathered with 
the Phantom Buster tool, recording general 
profile data, such as profile name, biography 
description, total of followers, total of posts, 
and whether it is a verified account or a busi­
ness account.

The first collection of the data contained 
in each post came later, using a data scrap­
ing script written in Python by user ARC298, 
currently unavailable, between December  4 
and  7, 2020. This script ran the entire time­
line of a listing of profiles, storing information 
from publications such as date, username, 
caption text, the total number of likes, and 
the total number of comments. In addition, 
the tool also saved the first post, either image 
or video, disregarding sequences, or carou­
sel posts. The complete collection featured 
115 204  publications from the 389 selected 
profiles, with 86.1 % of images and 13.9 % of 
videos. The significantly greater volume of 
static images, which exceeds the number of 
videos by over six times, justifies the exclu­
sion of posts containing moving content. Only 
the entries with photographs (static images, 
visual combinations of photography, and 
design and graphic cards) were considered 
in the analysis. Out of these criteria, a data­
set of 87 730 images was used for processing, 
visualization and analysis. This image bank 
included posts from September 19, 2011, the 
date of the first publication collected, until 
November 30, 2020.

3	 Computer vision tools dedicated 
to the development of an image 
analysis method 

Based on the research steps presented, a se­
ries of computer vision tools were used to 
construct and validate a valid methodologi­
cal path that could indicate imagery analysis 
and interpretation processes based on a prior 
ordering of an extensive database using com­
putational tools. In this sense, the proposed 
path is described below, followed by the re­
spective tools. 
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 1.	Computer vision processing: finding la­
bels with Google Vision

2.	 Interpreting and understanding the iden­
tified labels: GENUS

3.	 Building views to find and analyze clusters:
	 a) �Image cluster viewing with ImageNet: 

PixPlot
	 b) �Image cluster viewing with Google Vi­

sion: Image Network Plotter

The above order mirrors the one developed 
in the thesis, which was this text’s starting 
point. Other work pipelines are possible, ei­
ther shorter or longer, incorporating updated 
tools or merging them. The following sections 
detail the tools with the respective analyses 
made possible by each based on the theme 
and research previously discussed.

3.1	 Google Vision
Google Vision was the first computer vision 
technology used in this research. This plat­
form contains tools that detect the presence 
of objects, logos, types of visual composition, 

photographic techniques, or abstract con­
cepts. Vision AI’s artificial intelligence allows 
automated image analysis, using previous­
ly trained models to detect texts, objects, 
brands and emotions, among other possibili­
ties (Google, 2021), while involving less tech­
nical complexity than other competitors and 
open-source projects.

Three different computational tools were 
applied to analyze big data image banks. For 
processing the Google Vision API, a Python 
script provided by Mintz (2019b) enabled the 
labeling of images in bulk form, containing 
the data extracted from the application re­
lationally, allowing the definition of a mini­
mum confidence index of 50 % in the results. 
With this initial processing, it was possible to 
generate different visualization types of im­
ages to identify possible groupings, similari­
ties and differences between them.

The Google Vision API processing iden­
tified approximately 875 000  tags on the im­
age dataset, having determined 3101 unique 
labels, about ten per image. From the labels’ 

Figure 1:	 Sets of labels by frequency
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analysis, it was possible to establish some 
groups based on those containing a defini­
tion considered easy to interpret based on 
the analysis of the images. More than 70 la­
bels were categorized as “miscellaneous,” 
as these contained images with numerous – 
often conflicting  – contexts and interpreta­
tions. For example, the API tagged the label 
“asphalt” in a pattern emphasizing the differ­
ences in perception between humans and 
machines. Images of roads, athletic race­
tracks, and concrete floors received the label, 
ignoring a contextual clue, seeing that track 
sports events do not use such material, even 
if they resemble a minor road. Figure 1 pres­
ents the 20 identified sets, ordered by the per­
centage of labels in the image dataset. 

The definition of these groupings con­
veyed a first understanding of how the com­
puter vision process works. At first, the ma­
chine vision’s denotative, descriptive logic 
caught our attention. As Manovich (2020) 
asserted, computational tools are highly ca­
pable of detecting objects in images, even if 
they cannot grasp context and coherence. 
In this sense, the detection of clothing items 
(clustered in the “uniform” category) showed 
a high frequency of markings, with images 
containing some sportswear such as shorts, 

wrestling singlets or bathing suits. Similarly, 
the identification of parts of the human body 
was also recurrent.

Sets of categories considered subjective 
were also verified. In the “happiness” categ­
ory, subjectivity appeared more superficial­
ly because, despite featuring a qualitative 
character, labels such as “smile” and “happy” 
were grouped, which tend to be easily iden­
tified by the machine. The same happened 
with the “event” category, where it was pos­
sible to verify competitions, sporting events, 
or training in environments characteristic 
of these practices, covering labels such as 
“championship,” “competition event,” and 
“entertainment.” Despite the greater subjec­
tivity, the “day-to-day” category was valid 
when analyzing images with labels such as 
“daytime,” “kitchen,” “beach,” and “field hou­
se,” among others.

3.2	 GENUS
The author developed the second tool, GE­
NUS (Teixeira, 2021). This cloud-based tool 
employs HTML, PHP, and MySQL database 
structuring languages. Its main objective is 
to help understand and interpret found la­
bels and facilitate categorization methods, 
dynamic filtering, and image visualization. 

(((Fig­
ure 1)))

Figure 2:	 GENUS interface

Source: Teixeira (2022).
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The tool also helps the researcher to organize 
an assortment of details about the database 
that can be adapted and edited freely. In this 
sense, the platform seeks to solve one of the 
main limitations of public institutional im­
age collections and clusters available online: 
the limited editing possibilities of categories, 
metadata, and tags initially inserted by their 
administrators or database creators, where 
adaptations and the creation of “new forms 
of organization” are not allowed (Manovich, 
2020, p. 254). Such limitation is problematic 
because it restricts the construction of new 
interpretations that stem from the contact 
of established datasets with innovative tech­
niques and research questions. The GENUS 
platform made possible the filtering and in­
teractive visualization of the images from the 
labels in an orderly and distributed way by 
date, by likes or by users, presenting the mo­
saic format shown in Figure 2.

This interface automated the data orga­
nization, helping the qualitative analysis and 
the interpretation and understanding of how 
the automated labeling on the images oc­
curred. Many labels could only be adequate­
ly understood when compared to the mosaic 
images. Images that depended on a specific 
context or connotation for interpretation, 
such as subjective meanings, visual gags, 
language puns, or in-jokes, were not fully la­
beled. Figure 2 represents a mosaic of 1 328 
images selected from the “entertainment” 
label and arranged in descending order by 
number of likes. In this example, it is possible 
to understand better what type of image the 
computer vision defined as entertainment 
within the sports-themed image set. The mo­
saic view allowed inferring that, as verified, 
Google Vision labels images of events and 
athletic sports practices as entertainment. 
Furthermore, different from all other tools, 
GENUS considers image engagement in the 
form of likes and comments, thus allowing a 
better interpretation of the images that pres­
ent labels with potentially greater engage­
ment capacity. 

This example illustrates one of the fea­
tures of GENUS. The image set was created 
from the collected data and labeled by image 
processing with Google Vision, which helped 
understand image clusters without requir­
ing a manual categorization. The grouping / 

consolidating of categories can be automated 
using the labels previously identified by com­
puter vision APIs such as Google Vision. In 
this sense, it was possible to test interactive, 
organized visualizations that allowed more 
possibilities of interpretation of the dataset. 
This tool seeks to compose the methodolog­
ical process, offering flexibility in manipulat­
ing the views, having an important role in the 
process of qualitative analysis and interpre­
tation of images, which is often lost with oth­
er computational applications.

3.3	 PixPlot
Developed by the Yale Digital Humanities 
Laboratory (DHLab, 2021), PixPlot is an ap­
plication for dynamically exploring thou­
sands of images using a pre-trained neural 
network (Szegedy et al., 2015) for image 
tagging and visualizations generation, made 
available by an open-source Python code. Ac­
cording to Manovich (2020), this tool helps to 
recognize emerging subjects in photographs, 
organizing them by similarity.

PixPlot uses a neural network trained on 
ImageNet. ImageNet is an ongoing research 
project, founded in 2009, that provides re­
searchers worldwide with image data for 
training large-scale object recognition mod­
els (ImageNet, 2021). According to its official 
website (DHLab, 2021), PixPlot processes 
one of the layers of this pre-trained network 
to derive descriptions of images in a multi­
dimensional space, transforming them into 
a map distributed on the computer screen, 
preserving the clusters, their locations, and 
an interpretable global form. Therefore, the 
resulting visualizations project the images 
grouped by similarity in a two-dimensional 
way, allowing the user to navigate through 
the spaces, enlarging, reducing, or selecting 
image groupings identified by the tool, as 
well as creating their groupings or selecting 
and viewing other specific observed sets.

This previous analysis showed evidence 
of specific patterns used in these visual col­
lections. By closely observing the groupings, 
it was possible to establish an initial hypoth­
esis, indicating that there seems to be a po­
larization between the image types in two as­
pects: athletic sports and “instagrammable,” 
a current term in everyday life, adapted from 
the concept created by Manovich (2016, p. 

(((Fig. 
3)))
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73), “Instagramism”, with a similar meaning 
of images with the potential for higher online 
circulation. Therefore, it is possible to ar­
gue that this social media behavior presents 
points of similarity, with common aspects re­
peatedly explored by its users. Likewise, the 
division between sports / competition and 
non-sports images was evidenced, highlight­
ed in the discussions on athlete branding 
(Arai, Ko,  & Kaplanidou, 2013; Doyle, Su,  & 
Kunkel, 2022; Geurin-Eagleman  & Burch, 
2016; Smith & Sanderson, 2015).

When segmenting the analyses from the 
profiles of Olympic athletes, the initial expec­
tation suggested that sports could be the pri­
mary theme based on the labels’ clustering. 
However, when separating the categorical 
groupings, about 40 % of the images contained 
other labels with sports aspects (those with es­
sentially sports categories: “uniform,” “sport,” 
“event,” or “equipment”). On the other hand, 
groupings with similar characteristics to what 
is constantly shared on Instagram (Arai et al., 
2013; Geurin-Eagleman  & Burch, 2016; Hu, 
Manikonda, & Kambhampati, 2014; Manovich, 
2017b), such as “body,” “photo,” “vehicles,” 
“pose,” “day-to-day,” “food,” “animals,” “art,” 
“nature,” and “landscape” represented almost 
60 % of the labels identified in the dataset.

This first finding indicated that the hu­
man analytical presence is fundamental for 
a contextual understanding of what is rep­
resented in the images. The use of machines 
could benefit from going beyond denotative 
recognition toward a deeper contextual, con­
notational understanding of the images, es­
pecially regarding athletic representations on 
digital social networks. However, as argued 
by Manovich (2020), computational process­
ing helps organize data while emerging pos­
sible aspects and patterns need to be further 
explored by human analysts. Therefore, in 
possession of these first data, diagnoses and 
hypotheses, intelligent applications were 
tested, generating mass visualizations of 
the images in a grouped way to corroborate, 
complement or contradict the previous tex­
tual analysis, adding visual and interpretive 
aspects intrinsic to the theme.

Before using the labels found in Google 
Vision image processing to generate visual­
izations, an additional analysis was proposed 
using another computer vision application: 

PixPlot. This approach sought to complement 
the previous analyses, based on another type 
of processing (other than the use of Google 
Vision labeling), allowing comparison and 
validation of the results obtained, generating 
an image map of the same image dataset. In 
addition to creating a map distributing the 
images geographically by similarity, it auto­
matically identified ten prominent clusters 
(hotspots) from the processing. By qualita­
tively observing the images of these sets, it 
was possible to name them according to the 
main characteristics identified. For a better 
static visualization (non-interactive), Figure 3 
was created by manipulating the initial out­
put in Photoshop and coloring the clusters. 

The position of the groups on the map 
(Figure 3) displayed a coherent logic. At the 
top, the images that involved aesthetic ele­
ments clustered where the presence of the 
athletes was not the central visual aspect 
identified. Graphic design and text featured 
posts with graphic manipulation, whether 
inserting texts, modifying photographs or cre­
ating some graphic layout. The “objects” set 
contained images with non-human elements 
(Latour, 1993), which may be related, in some 
way, to the sport (such as medals, trophies, 
equipment, or uniforms) or not (animals, 
drinks, food, among others). These two sets 
were easily identified because they deal with 
objective topics, with visual elements that ma­
chines can detect with a low margin of error.

The other groups presented a more sig­
nificant definition of complexity because they 
dealt with images with subjective, interpreta­
tive themes and contents that are difficult to 
detect. Despite the difficulty, it was possible 
to identify general patterns in each set. Fol­
lowing the map (Figure 3), the “selfies” and 
“portraits” sets contained images focused on 
people, usually with a close-up, emphasizing 
the athlete, with the framing being its central 
differential aspect. Selfies were not necessar­
ily restricted as those photographs taken by 
the photographers themselves, but by those 
that presented an angle and framing that vi­
sually referred to this aesthetic. This logic is 
similar to the one used in the Selfiecity proj­
ect (Manovich  & Tifentale, 2015), in which 
selfies were identified as images with frames 
close to the close-up as used in film produc­
tions (Gerbase, 2012). Portraits, on the other 
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hand, showed images with more open fram­
ing, reminiscent of cinematographic medi­
um shots (Gerbase, 2012), emphasizing the 
face to the detriment of the body. Groups of 
images defined as “poses” were found, where 
the open shots, in addition to showing some 
behavior or body expression, permitted a 
more subjective and contextual analysis of 
what was being represented, advancing be­
yond the athlete’s image exclusively.

“Day-to-day poses” presented images of 
athletes performing activities, for the most 
part, outside of sports practice, showing 
scenes of their daily routine, such as sitting 
on a couch or in other environments, some­
times accompanied by other people, such as 
family and children. These images, in gener­
al, represented the life of athletes external to 
the practice of sports and their profession. 
This set is located geographically close to the 
“objects” set as we found, many times, some 
element of this group was identified in the 
photos. “Poses in nature,” on the other hand, 
appeared next to the “portraits” on the oppo­
site side of the map, considering that most 
of these images were representations of ath­

letes in some place, usually outdoors, with 
lots of green or water, standing in front of the 
camera, with a tangential relationship with 
sports practice. In the same way, the images 
of the “body bathing suit” were left off. This 
set, a little wider, was more subjective. How­
ever, most of the images invariably showed a 
combination of the athletes’ bodies, with few 
clothes (sometimes bathing suits), posing 
in environments with water, for example, a 
beach – justifying the proximity to the group 
of poses in nature  – or a pool, emphasizing 
moments of relaxation (equally unrelated 
to sports practice), thus representing, in the 
same way, an idea of a vacation or a break. 
These aspects approach the dimension “off­
stage,” proposed by Doyle et al. (2022).

Finally, the last four thematic sets repre­
sented the athletes’ sports practice and activ­
ity. This category meant poses at events, that 
is, images of athletes, usually accompanied 
by coaches or colleagues at sporting events 
in general, ranging from competitions or 
awards to training, or unofficial events. They 
were, for the most part, representations of 
athletes related, even if superficially, to some 

Figure 3:	 PixPlot: general analysis (sets)

Source: Teixeira (2022).
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Figure 4:	 PixPlot: general analysis (examples of grouped sets)

Source: Teixeira (2022).
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event associated with their sports activity. 
“Training poses” contained photographs of 
athletes in gyms or athletics tracks, usually 
alone, not wearing “formal” uniforms (with 
a competition aspect), without many people 
around or without some element that would 
label the activity as official / institutional. 
This thematic group represented specific 
types of training, that is, those directly linked 
to the modality practiced by the athlete.

On the other hand, “training” featured 
more generic physical activities, primarily 
in gyms, where the athlete performed a pre­
paration simulating their sport or simply a 
physical exercise, such as bodybuilding or 
weightlifting. In the “competition” set, im­
ages showed athletes in uniform, practicing 
physical activities in specific environments 
(gyms or stadiums), usually with an audience 
or some infrastructure that indicated that it 
was a possible sporting event or organized 
competition.

Figure 4 shows examples of posts that 
illustrate the types of images in each set. It 

is essential to highlight that these groupings 
indicate specific interpretive patterns, in 
which, invariably, there are divergent images 
that, from the qualitative visual analysis, may 
only fit into a variety of sets. However, it was 
possible to identify patterns and common 
elements in the groups that indicate trends, 
allowing the naming of their themes.

In addition to the groupings automat­
ically identified by the tool, the process of 
interactive visual analysis on the platform 
allowed for finding new thematic sets and 
their development into subsets. By manipu­
lating the image map in Photoshop and col­
oring the clusters to differentiate them, it was 
possible to verify some dense point group­
ings. This was a clue indicating that the more 
similar the images, the greater their concen­
tration, as shown in Figure 5, which allowed 
the discovery of unexpected interpretations. 
PixPlot provides an image selection and vi­
sualization tool in a specific area, thus allow­
ing qualitative visual interpretation and the 
identification of new themes in the groups. 

Figure 5:	 PixPlot: general analysis (subsets)

Source: Teixeira (2022).
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Among the non-sports explored aspects, 
elements such as animals, food, means of 
transport (cars, bicycles, motorcycles, planes, 
maritime transport) and tourist monuments, 
among others, are worth mentioning. Along 
with the sporting elements, timers, uniforms, 
the Olympic rings, the Rio 2016 sign and the 
gym, among others, were found.

3.4	 Image Network Plotter
The last visualization method chosen was 
the image network plotter algorithm from 
the analysis of optical networks, previously 
explored by one of the authors (Teixeira  & 
Silva, 2020). In this computational method­
ological approach, the labels obtained by 
Google Vision are considered vertices of a 
bi-modal network through tools and met­
rics of network analysis and graph theory 
embedded in the Gephi software (Bastian, 
Heymann,  & Jacomy, 2009). Their approxi­
mations or distances can associate each im­
age through the co-occurrence (or absence 
of co-occurrence) between the labels, where 
two images with the same label, for example, 
are connected. By using network layout algo­
rithms such as ForceAtlas2, it is possible to 
distribute the network nodes  – images and 
labels. These algorithms are responsible for 
spatially organizing the network data (Jaco­
my, Venturini, Heymann,  & Bastian, 2014), 
generating a distribution of images and la­
bels according to the adequate connections 
between them. Thus, it was possible to plot 
these referenced images in an image graph, 
in a two-dimensional space, generated from 
the Image-network plotter script (Mintz, 
2019a), working with the transposition of 
textual information to a visual network that 
amplifies the analyses. 

From the interpretation of Google Vi­
sion labels and the PixPlot image map, the 
last visualization was performed using image 
graphs from Google Vision results, aiming 
to validate and complement the previous 
findings. From the initial graph derived from 
Google Vision processing, presented in the 
methodological proposal by Mintz (2019b), 
it was possible to infer the distribution per­
centage of each group detected, which al­
lowed us to find eight clusters in the network. 
The groupings were automatically identified, 
having their visual validation for identifying 

and defining the thematic groups. When con­
sidering “sports” and “gym” as classes with a 
direct sports relationship, less than 30 % of 
the athletes’ images referred more objective­
ly to sports. Despite a different format from 
PixPlot, the sets found in the graph presented 
similar characteristics to those previously in­
vestigated. Figure 6 shows the developments 
identified from plotting the images within the 
graph.

Unlike the map generated by PixPlot 
(Figure 3), the framing of the photos did not 
appear as a relevant criterion in the organiza­
tion and distribution of the graph. When con­
sidering the Google Vision labels, the theme 
established from the types of content in the 
images determined the groupings. However, 
the overall result showed similar patterns to 
the previous analysis. The sets considered 
sports (“athletics,” “wrestling,” and “gym”) 
were minor compared to the “Instagram­
mable” and non-sporting aspects, such as 
“selfies,” “daily life,” “food,” “graphics,” “cars,” 
“landscapes,” and “nature.”
Therefore, the general analysis indicated 
the existence of two distinct visual lines: 
a) “athletic,” focusing on a predominantly 
sports aesthetic, with images of competi­
tions, training, exercises, or sports practices; 
b) “Instagrammable / non-sports,” in which 
Instagram reinforced its own culture, which 
seemed to be replicated in the behavior of 
athletes’ posts on the platform, with images 
of selfies, food, lifestyle, and other aspects 
about the Instagram culture. In the end, it 
was possible to infer an overlapping trend 
of “Instagrammable aspects” about athletic 
aspects, reinforcing similar results found in 
other studies that relate sports, athletes, and 
Instagram (Arai et al., 2013; Doyle et al., 2022; 
Geurin-Eagleman  & Burch, 2016; Smith  & 
Sanderson, 2015).

4	 Final considerations

From the methodological point of view, the 
presented approach proved adequate, eluci­
dating a series of developments and reflec­
tions about a large volume of images. Cul­
tural Analytics, together with DH, combined 
with methods of analysis and computer vi­
sion, was considered efficient for the orga­
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nization and structuring of the visual corpus 
of the research. As expected, the complexity 
and subjectivity in the published images de­
mand a qualitative methodological strategy. 
Based on the structuring of the clusters, a se­
ries of subsequent interpretations were made 
possible.

Social media occupied the role of digi­
tal media, causing the productive spectrum 
and its emitters to be amplified again. Every 
individual can now produce and dissemi­
nate content, achieving the same scalability 
previously only possible by the traditional 
mass media. Digital platforms have created 
an environment that allows for different pos­
sibilities, such as massive reach for all users, 
expressive financial gains and integration be­
tween bodies, institutions, committees, com­
panies, people, and athletes, among many 
other parts.

Athletes were inserted in this context, 
where they also started to produce, share 
and commercialize their images for a spe­
cific niche and in a generalized and global­
ized way. The current Olympic situation thus 

constitutes a feedback system. The media 
coverage of the Olympic Games carried out 
by traditional media has amplified the reach 
of the athletes’ image, boosting the growth 
and relevance of their official profiles on so­
cial media. The extent of this repercussion 
depends on the competitive results obtained 
during competitions, broadcast on a global 
scale, in which winning athletes have poten­
tially more opportunities for media expo­
sure than non-winners. The growth of digital 
profiles, aided by this media exposure and 
achievements, can be pointed out as one of 
the primary sources of monetary resourc­
es for modern Olympic athletes (Arai et al., 
2013; Geurin, 2017; Geurin & McNary, 2021; 
Hayes, Filo, Geurin, & Riot, 2020).

In this context, Instagram is one of the 
leading social media platforms used by ath­
letes to reflect their athletic and profession­
al image. This platform combines a series 
of aspects and functionalities that make it 
a catalyst for athletic beauty (Gumbrecht, 
2006), mainly through the exploration of the 
aesthetic visuality of the content, and, in the 

Figure 6 :	 Image graph: general analysis (sets)

Source: Teixeira (2022).
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case of the present analysis, of sport and the 
Olympic Games. In this way, analyzing the 
posted images and their patterns allows a 
deeper understanding of how Olympic ath­
letes use this digital ecosystem in the media.

In the visual analysis of the collected 
images, a primary division was observed be­
tween the types of images published by the 
athletes, reinforcing relevant aspects point­
ed out in the previous discussion. Most of 
the photographs posted (60 %) referred to 
non-sporting, informal, offstage, or “Insta­
grammable” aspects, that is, those that high­
lighted common characteristics of the visual 
culture disseminated on Instagram, such 
as selfies, lifestyle, leisure, travel, and food, 
among others. Images of a sports nature, 
considered a central aspect of the research, 
had a lower frequency of publications, using 
topics such as competitions, training, exer­
cises, and sports practices in general. Howev­
er, by emphasizing a predominantly athletic 
visual representative aesthetic, these specific 
contents allowed a series of other consider­
ations.

The sports visual representations could 
be divided into two main aspects: training 
and competition. In the representations that 
emphasized the training, the images showed 
a bias that highlighted the exposure of the 
athletes’ muscular bodies, whether in gyms 
or other informal training environments. 
These images also tended to accentuate an 
idea related to the effort and dedication of 
athletes, expressing a concept close to Hel­
lenic sports and agonistic idealism. On the 
other hand, the images that represented 
competitions, with official and institutional 
bias characteristics, often presumed a re­
lationship between happiness, conquest, 
victory and commercial aspects. The visual 
sporting representations denote an econom­
ic and commercial character along with the 
victory. Images on Instagram are the means 
that justify an end, their main purpose being, 
in most cases, commercial results.

The tools presented contribute in dif­
ferent ways to this process. Google Vision 
offered labeling based on a model that prior­
itizes image annotation, being fundamental 
in the detection and description of objects 
and elements present in the images. This 
characteristic helps the researcher to make 

inferences according to certain types of re­
curring objects and other visual elements. By 
associating the labeling of diverse objects in 
a photo with the analytical insight of the re­
searcher, a range of possible inferences was 
found. GENUS, in this sense, helps in inter­
preting the labels and filtering image types 
associated with their detection. Thus, it is 
up to the researcher to qualitatively analyze 
the results derived from such filtering. Final­
ly, the computer visualization tools tested 
in this research (PixPlot and Image Network 
Plotter) order and structure this tangle of da­
ta-related images, visually organizing the im­
age elements and allowing an analysis of the 
whole from the parts, making it possible to 
determine potential groupings. Such clusters 
need dedicated interpretation and individual 
analysis by the researcher, as well as their in­
ternal relationship and association with the 
other clusters. Again, the qualitative bias and 
the possibilities of filtering presented by GE­
NUS showed to be critical.

From the point of view of usefulness, 
both visualization tools proved to be valid. 
Two different processes were used to cre­
ate the graphs to compare and validate the 
methods. Despite being different, they pre­
sented similar results, which was considered 
a positive point, especially considering that 
the processed image dataset was the same. 
However, despite the similarities, the mod­
els had some matching points, indicating 
the use of both. PixPlot stood out for being 
a faster and easier-to-navigate application, 
with the great advantage of navigation tools 
within the graph, such as zoom, selecting 
images from a pre-selected area, and other 
visualization modes. In addition, computer 
vision processing considered aspects of the 
image, such as framing and angle of the pho­
tos, something that did not happen in the Im­
age Network Plotter.

On the other hand, the second tool, us­
ing information from Google Vision, allows 
the export of the list of labels used, expand­
ing its use on other platforms, as was the case 
with GENUS, for example. From these data, 
together with the graph processing, it was 
possible to have percentage quantitative in­
formation on the size of each cluster or label 
within the database. In addition, identifying 
objects and context within the images proved 
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to be more satisfactory than the first tool, 
with more depth, variety, and assertiveness 
in the labels.

Among other learning experiences, the 
computational capacity for data processing 
should be considered part of the research 
planning and design. When working with im­
ages, the processing requirement is consider­
able. When viewing works such as the Selfie­
city project (Manovich  & Tifentale, 2015), 
where millions of images were analyzed, a 
bank with less than 100 000 photographs does 
not depend on a very arduous computational 
task. However, this hypothesis needed to be 
revised when analyzing the present research. 
At various times throughout the process, it 
was necessary to establish new cuts in the 
dataset size to reduce the computational de­
mand. It is worth emphasizing that the results 
presented ran on “conventional” computers, 
widely available to consumers and research­
ers alike.

The main contribution of this article is to 
offer a methodological path where it is possi­
ble to explore and relate some of the numer­
ous computational analysis tools currently 
available. By showing, comparing, and dis­
cussing some of these methods, it was possi­
ble to determine the importance of computa­
tional tools in ordering and structuring large 
volumes of images. 

Manovich (2020) emphasizes the limita­
tions of relying solely on the quantitative in­
sights provided by computer vision for image 
analysis. While purely quantitative methods 
can identify patterns derived from simple 
image attributes (such as color palettes, si­
ze, and metadata) or more intricate aspects 
through computer vision techniques, a 
comprehensive understanding of the subject 
under scrutiny necessitates a qualitative ap­
proach. This approach often requires the in­
volvement of one or more human research­
ers, despite recent advancements in artificial 
intelligence. To illustrate, discerning which 
sports brands were most frequently tagged in 
each image dataset can contribute to a wider 
discussion on national team funding and the 
economics of sport – a level of analysis that, 
for the time being, no algorithm can accom­
plish single-handedly. 

While acknowledging the necessity of 
a complementary approach, researchers in 

this field must also recognize that machine 
learning tools often lack transparency regar­
ding their use of training datasets. Denton, 
Hanna, Amironesei, Smart, and Nicole (2021) 
argue that machine learning systems often 
miss marginalized communities due to the 
underrepresentation or misrepresentation of 
these groups in the data upon which these 
systems are built, and that a straightforward 
technological problem-solving mindset is un­
able to address these issues. They advocate 
the need to critically examine the creation 
and use of machine learning datasets, con­
sidering both their infrastructural, workforce 
and symbolical – genealogical aspects. Craw­
ford and Paglen (2021) echo this discussion, 
emphasizing the need to scrutinize the train­
ing sets used in artificial intelligence. They 
particularly stress the importance of exam­
ining datasets containing images of people, 
as these datasets, in turn, shape our under­
standing and perceptions. In the research on 
Olympic images that formed the basis of this 
text such complex issues were not consid­
ered on its forefront but fomented the use of 
more than one tool to organize the visualiza­
tions. The reasoning was not to rely naively 
and automatically on the results brought by 
only one tool, but cross-check it with com­
peting ones. Besides that, the observation of 
Olympic sports contents as seen by athletes’ 
Instagram feeds featured in itself a more 
egalitarian approach that sits on the cultural 
mainstream.

The transparency of training datasets 
and its implications has become a point of 
discussion within creative communities fol­
lowing the rise of generative image AI plat­
forms like OpenAI’s Dall-E and Stability 
AI’s Stable Diffusion, which became popu­
lar in late 2022. These platforms have been 
criticized for allegedly using training data 
sourced from unauthorized materials cre­
ated by artists and owned by stock image 
dealers. While this topic may seem tangen­
tial to the focus of this text, it underscores 
the point that no dataset or training model 
achieves the utopian vision depicted by Ar­
gentine writer Jorge Luis Borges in his short 
story, “The Aleph”, first published as a short 
story in 1945 and later compiled in an epon­
ymous book. In Borges’s story (Borges, 2000), 
the Aleph is a point in space that contains all 
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other points, allowing anyone who investi­
gates it to see everything in the universe from 
every angle simultaneously, without distor­
tion, overlap, or confusion. This concept can 
be seen as an idealized, unbiased model for 
analysis – a utopia that, regrettably, remains 
within the realm of fiction. 

After all, Digital Humanities (DH) meth­
odologies strive to progressively enhance 
automated categorization and analysis with 
manual, qualitative, and interpretive per­
spectives. This synergistic strategy leverag­
es both the expansive capabilities of digital 
tools and the unique potential for insightful 
discoveries inherent to human researchers.
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