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Abstract 

Although trust is identified as critical for success-
fully integrating Artificial Intelligence (AI) into organi-
zations, we know little about trust in AI within the or-
ganizational context and even less about distrust in AI. 
Drawing from a longitudinal case study, in which we 
follow a data analytics team within an organization 
striving to become AI-driven, this paper reveals how 
distrust in AI unfolds in an organizational setting 
shaped by several distrust dynamics. We present three 
significant insights. First, distrust in AI is situated and 
involves both social and technical trust referents. Sec-
ond, distrust is misattributed when a trust referent is 
rendered partly invisible to the trustor. Finally, distrust 
can be transferred between social and technical trust 
referents. We contribute to the growing literature on in-
tegrating AI in organizations by presenting a model of 
distrust transference activated by social and technical 
trust referents.  
 
Keywords: Artificial intelligence, trust, distrust 
transference, social and technical trust referents, AI-
driven organizations. 

1. Introduction  

As organizations launch initiatives to become AI-
driven (Agrawal et al., 2018; Iansiti & Lakhani, 2020), 
they commonly introduce artificial intelligence (AI) to 
automate and transform work (Berente et al., 2021; Rai 
et al., 2019; von Krogh, 2018). Alongside these 
developments, a spectrum of concerns has come to the 
fore regarding the consequences of using AI 
technologies in and for organizations, including how AI 
may influence job content, job security, and human 
autonomy (Christin, 2017; Kellogg et al., 2020). It is, 
thus, not surprising that practitioners and scholars alike 

have pointed out the importance of trust for the 
successful integration of AI into the workplace 
(Fountaine et al., 2019; Glikson & Woolley, 2020; 
Leonardi et al., 2022), and failure to establish trust in AI 
contributing to rejection or disuse of the technology 
(Brayne & Christin, 2021; Dietvorst et al., 2015).  

With few exceptions (Leonardi et al., 2022; 
Lumineau et al., 2022; Söllner et al., 2016), however, 
studies on AI and trust have focused on the direct 
relationship between an individual human trustor and a 
specific AI artifact (Jacovi et al., 2021; Lockey et al., 
2021), rather than on how trust is shaped in an 
organizational context. This oversight is unfortunate 
since developing AI often engages individuals and units 
across organizational domains (Fountaine et al., 2019; 
Iansiti & Lakhani, 2020).  

Furthermore, although the absence of trust has been 
identified as driving the rejection of AI (Dietvorst et al., 
2015), the role of active distrust of AI has remained 
relatively unexplored. From the trust literature (Lewicki 
et al., 1998; Mayer et al., 1995; Rousseau et al., 1998), 
we know that disruptive events, such as organizational 
transformation and technological advancement, can 
threaten employee trust in the organization (Dirks & de 
Jong, 2022; Gustafsson et al., 2021; Kähkönen et al., 
2021), and has led to distrust between groups (Sørensen 
et al., 2011).  

Thus, in this paper, we take a more holistic 
approach to explore how distrust in AI is shaped when 
organizations undertake efforts to become AI-driven. 
Our research question was: How do distrust dynamics 
unfold while integrating AI tools and AI-related work 
practices into the organization? 

We conducted a longitudinal case study at a 
business unit within a multinational technology firm 
(Global Tech) undergoing a significant transformation 
to become AI-driven. We followed the work of a data 
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analytics team with the assignment to develop an 
extensive range of algorithms, serving on the frontline 
for realizing a corporate AI initiative, including their 
interactions with users.  

During our fieldwork, we identified distrust 
phenomena related to AI development that remained 
unresolved despite the developers’ best efforts. We 
noticed that neither the literature on trust in AI nor the 
organizational trust literature seemed to adequately 
explain these observations, leading us to focus our 
investigation on distrust in relation to AI.  

Our findings reveal that distrust in AI was situated 
and involved both social and technical trust referents. 
We showed that when a trust referent is rendered partly 
invisible to the trustor, it leads to misattribution of 
distrust. We also showed that distrust can be transferred 
between social and technical trust referents. Based on 
these findings, we make two key contributions. First, we 
contribute to the growing literature on integrating AI in 
organizations (Berente et al., 2021; Faraj et al., 2018; 
van den Broek et al., 2021) by articulating a richer 
understanding of the crucial role of distrust in AI and 
developing a model of distrust transference actuated by 
partly invisible social and technical trust referents. 
Second, we contribute to the literature on trust (Fulmer 
& Gelfand, 2012; Lumineau et al., 2022) by articulating 
how digital artifacts are integral to shaping organi-
zational trust relations.  

2. Literature 

2.1 What is AI? 

Following Faraj et al. (2018), we use the term AI to 
refer to “an emergent family of technologies that build 
on machine learning, computation, and statistical 
techniques, as well as rely on large data sets to generate 
responses, classifications, or dynamic predictions that 
resemble those of a knowledge worker” (Faraj et al., 
2018, 62). AI is different from traditional information 
technologies in its ability to digest vast amounts of data 
to identify patterns, predict outcomes, and propose 
proactive solutions (Agrawal et al., 2018; Faraj et al., 
2022).  

Through data, AI can continue to learn and improve 
its accuracy (Berente et al., 2021). The dependency on 
data is also AI’s vulnerability. Learning from low-
quality data containing faults, biases, or missing data 
points will deteriorate AI reliability and potentially lead 
to algorithmic breakdowns (Boyd & Crawford, 2012; 
Danks & London, 2017; Faraj et al., 2018). We use the 
term algorithm when referring to a specific AI 
application. 

2.2 Trust in AI 

As a general-purpose technology, AI is expected to 
be applied in various fields within the organization, 
automating or aiding cognitive tasks, such as decision-
making (Agrawal et al., 2018; Brynjolfsson & Mitchell, 
2017; Rai et al., 2019; von Krogh, 2018). Integration can 
also result in adverse effects, such as job loss (Frey & 
Osborne, 2017) or increasing surveillance and control 
over employees (Brayne & Christin, 2021; Faraj et al., 
2022; Kellogg et al., 2020). With AI expected to impact 
organizations broadly, scholars and practitioners have 
pointed out the importance of trust for the successful 
integration of AI (Fountaine et al., 2019; Glikson & 
Woolley, 2020; Leonardi et al., 2022). 

Trust is commonly defined as “a psychological 
state comprising the intention to accept vulnerability 
based upon positive expectations of the intentions or 
behavior of another” (Rousseau et al., 1998, 395). Trust 
involves a trustor, the party that is trusting, and a trust 
referent or trustee, the party that is trusted. The 
perceived trustworthiness of a trust referent depends on 
factors such as the trust referent's ability, benevolence, 
and integrity (Mayer et al., 1995). 

Regarding AI, the trust relationship usually 
includes an individual human trustor and a single 
algorithm as the trust referent (Glikson & Woolley, 
2020; Hoff & Bashir, 2015; Lockey et al., 2021). The 
perceived trustworthiness of an AI is dependent on 
system-like trust constructs, such as the AI 
functionality, reliability, and helpfulness (Lankton et al., 
2015), but also its transparency and the level of task 
substitution (e.g., automation or augmentation) (Glikson 
& Woolley, 2020; Lockey et al., 2021). Violating these 
trust constructs can give rise to negative expectations or 
rejection of an algorithm, known as algorithmic aver-
sion (Dietvorst et al., 2015; Glikson & Woolley, 2020). 

2.3 Distrust in AI 

Distrust is defined as “confident negative 
expectation regarding another’s conduct” (Lewicki et 
al., 1998, 439) where the trustor is unwilling to succumb 
to vulnerability (Bijlsma-Frankema et al., 2015; 
Lewicki et al., 1998). Distrust is not equivalent to low 
trust. Instead, it is a separate construct from trust 
(Dimoka, 2010; Lewicki et al., 1998; Saunders et al., 
2014), following different dynamics and potentially 
occurring simultaneously (Komiak & Benbasat, 2008). 
For example, studying the usage of a recommendation 
agent (RA), Komiak & Benbasat (2008) found that 
distrust was built up when users became aware of 
information unknown to them, when perceiving the RA 
as incompetent, and when the RA did not meet their 
expectations; trust was developed when the users 
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perceived the RA as competent and providing sound and 
adequate information. Similarly, distrust can emerge 
during disruptive periods, such as organizational trans-
formations and technological advancements, where 
distrust can develop in self-amplifying cycles (Bijlsma-
Frankema et al., 2015). For instance, uncertainty during 
an organizational change program can lead employees 
to interpret management’s intentions negatively, and 
management can interpret employee reactions nega-
tively, feeding a cycle of trust deterioration and distrust 
development (Sørensen et al., 2011). 

Within organizations, employees can reject algo-
rithms and develop strategies to resist their influence 
(Christin, 2017; Kellogg et al., 2020). Domain experts 
have been found to be more reluctant than laypeople 
towards algorithms augmenting or automating tasks 
(Hoff & Bashir, 2015; Logg et al., 2019). A reason for 
domain experts' skepticism can be that they perceive a 
risk of deskilling and loss of job security as algorithms 
start to perform tasks independently and, as such, will 
compete with domain experts (Lockey et al., 2021). 

2.4 Social relations influence on trust and 
distrust in AI 

The question of how additional trust relations, 
beyond the individual trustor and the AI trust referent, 
influence trust in AI is relatively unexplored. Recent 
studies, however, have begun to recognize AI develo-
pers as relevant to trust in AI (Hengstler et al., 2016; 
Leonardi et al., 2022; Lumineau et al., 2022, Söllner et 
al., 2016), while portraying them as anonymous and 
distant (Lumineau et al., 2022; Söllner et al., 2016).  

However, the organizational trust literature tells us 
that trust relations can form intricate webs involving 
trustors and trust referents across different analysis 
levels (Fulmer & Gelfand, 2012; Lumineau & Schilke, 
2018). Since the situated development of AI engages 
both technical and domain experts, we argue that it 
becomes important to further investigate how social 
trust relations within the organization influence trust and 
distrust in AI. 

2.5 Trust transference 

Trust transference is a cognitive process where “the 
trustor transfers trust from a known entity to an 
unknown one” (Doney et al., 1998, 605), or, put 
differently, when a trustor bases their initial trust in one 
party (individual, team, or organization) on their trust in 
another party (Stewart, 2003). Trust transference can 
occur when there are differences in the level of trust 
between trust referents, such as during trust repair 
(Bachmann, 2015; Kähkönen et al., 2021). Similarly, 
distrust can transfer from a distrusted party, damaging 

the legitimacy of a credible party (Bachmann et al., 
2015). 

For (dis)trust transference to occur, the trustor must 
be able to establish links between the parties in question 
(Doney et al., 1998), perceiving them to be related, for 
instance, by their similarity, proximity, or common view 
or interests (McEvily et al., 2003; Stewart, 2003). 
Research has also explored trust transference in relation 
to trust referents such as technology, providers, and 
platforms, as well as users' trust in specific services, like 
public e-services (Belanche et al., 2014), mobile 
payments (Gong et al., 2020), platforms (Chen et al., 
2015; Shao et al., 2022) and self-driving vehicles 
(Renner et al., 2022). 

3. Method 

3.1 Empirical context 

Our research site was located at a local operation 
center in Europe, part of a multinational technology 
company (“GlobalTech”). The operation center mana-
ged geographically dispersed installations of field 
equipment for GlobalTech’s customers. This work in-
cluded supervising the equipment, responding to equip-
ment alarms, and dispatching and supporting field 
technicians serving the equipment. During our 
fieldwork, the operation center was transformed 
significantly to become AI-driven. The corporate AI 
strategy was manifested in a new operating model, 
which included transforming the organizational struc-
ture, assignments, and roles.   

Numerous teams were involved in the operational 
work serving customer equipment, from operative 
teams monitoring equipment to domain experts hand-
ling critical incidents. We refer to all these teams as 
‘operations teams’ unless it is relevant to point out their 
specific functions. Situated within the local organization 
was a data analytics team (“DA team”), the only team 
with technical expertise in data science. The DA team 
was assigned to deliver various data analytics models 
(“algorithms”) to support the operations teams, using 
predictive modeling, advanced data analytics, and data 
visualization dashboards. We followed the organiza-
tional transformation to implement the corporate AI 
strategy, specifically narrowing in on the occurrences 
between the operations teams, the DA team, and the 
algorithms. 

Furthermore, to build these algorithms, the DA 
team accessed data from GlobalTech systems, the 
customers’ systems, and third parties. These data 
included information on equipment, alarms, work 
orders, and external information such as weather 
forecasts. The DA team was mostly externally recruited, 
thus lacking operations domain expertise. 
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3.2 Data collection 

We were granted access to GlobalTech’s operations 
center from May 2019 to December 2021, with this 
paper primarily focusing on events occurring between 
May 2019 and May 2020. During fieldwork, we 
collected data both onsite and online. We spent 16 days 
at the operations center, of which 12 for observations. 
We conducted 51 semi-structured interviews, 18 
recorded follow-up interviews, and nine discussions 
documented in field notes.  

The fieldwork included conversing with 32 
informants, and each recorded conversation (interview 
or discussion) spanned between 30–120 minutes. In the 
semi-structured interviews, we asked our informants to 
reflect on previous and ongoing critical events, as well 
as ongoing collaboration and relations between the 
teams. The total recorded material is 60 hours, all 
transcribed. In parallel, 110 documents were collected, 
including reports, presentations, emails, internal news 
postings, and Yammer conversations. In the final edits, 
some of the quotes in the paper have been grammatically 
corrected for readability. 

3.3 Data analysis 

We adopted the principle of constant comparisons 
from grounded theory method (Glaser & Strauss, 1967), 
where data collection and coding are conducted 
iteratively as the fieldwork progress. In addition, we 
followed established guidelines for inductive concept 
development (Gioia et al., 2013). The coding progressed 
during the fieldwork and resulted in 122 codes. These 
codes included perceptions and actions such as ‘Fear of, 
or resistance against, change,’ ‘The challenge of data 
(quality, access, structure),’ ‘Building trust/confidence,’ 
and ‘Being blamed.’ As critical events and specific 
algorithms emerged from the data, we started to code 
them separately, allowing us to follow these items as 
they appeared in interviews and observations in the 
continuing fieldwork. This coding also allowed us to 
uncover temporal aspects of trust development, for 
instance, how specific algorithms gained trust over time. 
As distrust emerged as a central phenomenon, we 
conducted a second round of coding where we identified 
statements and behaviors expressing positive or 
negative trust perceptions (Brattström et al., 2019; 
Lewicki et al., 1998). All trust statements and behaviors 
were thoroughly examined to determine the trustor, trust 
referent, and relevant factor of trustworthiness (Glikson 
and Woolley, 202; Mayer et al., 1995). We identified 
four trust referents: the corporate AI strategy, the DA 
team, the algorithms, and the data.  

Building on our initial coding, we noticed that 
distrust emerged as a phenomenon. Comparing with 

existing concepts from the literature, such as trust in AI 
(Glikson & Woolley, 2020), distrust development 
(Komiak & Benbasat, 2008; Lewicki et al., 1998; 
Sørensen et al., 2011), and trust transfer (e.g., Stewart, 
2003), we looked for similarities and differences that 
could explain our phenomenon. The comparison 
resulted in second-order themes, distilled into three 
aggregated dimensions (Gioia et al., 2013), revealing 
three distrust dynamics that actively influence distrust 
during the continuous integration of algorithms. Our 
findings are presented thematically according to these 
dynamics. 

4. Findings 

4.1. Distrust dynamic 1: Distrust in the 
Corporate AI strategy needs to be handled by 
the DA team 

On November 14th, 2018, the business unit at 
GlobalTech announced that they have a new corporate 
AI strategy that included a new operating model 
focusing on AI, automation, and data. It proclaimed that 
the operations must be rebuilt from the ground up using 
AI and automation as core elements. The aim was to 
harness AI capabilities, remove monotonous and 
repetitive tasks from the current working method, and 
improve efficiency and reduce costs. The vision of what 
the corporate AI strategy would bring was far-reaching, 
and external marketing material emphasizes futuristic 
AI capabilities.  

For instance, in a promotion video, the head of the 
GlobalTech business unit was seen conversing with a 
futuristic AI that managed a customer’s field equipment 
over a large geographical area. The video had the 
purpose to illustrate the future operational work, where 
the AI, equipped with a natural female voice, performed 
the work currently assigned to the employees at the local 
operating center. The only task the Head of the Business 
unit needed to do was verbally accept the AI’s suggested 
actions. 

The management identified that the organization 
pyramid was ‘too fat’ at the bottom, meaning there were 
too many low-skilled roles. They were convinced that 
employees should either up- or re-skill to be relevant for 
the new strategy. However, as the management was still 
determining what jobs would be available after the shift, 
they kept information regarding organizational 
structuring, roles, and tasks described at a very general 
level. Instead, the internal communication targeting the 
employees focused on the organization's reasons for 
change, new future tools and processes, and 
expectations on employees to adopt new mindsets.  
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The future vision of AI together with the need for 
more clarity regarding roles and tasks raises uncertainty 
amongst employees regarding the corporate AI 
strategy’s impact on job security. The Top Manager 1 
reflects on the reaction he received during the strategy 
rollout:  

People recognized that no matter how well we 
dressed it up, their job was under threat as it 
stood at the time (Top Manager 1). 
The DA team welcomed the corporate AI strategy 

and operating model. From the start, they recognized 
themselves as part of the corporate AI strategy and took 
pride in their roles, processes, and algorithms aligning 
with the new operating model. At the same time, they 
recognized that other teams at the operation center were 
more reluctant toward corporate AI strategy. The DA 
Manager 1 expressed this connection: 

What is data-driven? What is a proactive 
approach? What is automation? People are 
scared about that. I think it is just because there 
is no clear understanding (DA Manager 1). 
Seeing themselves and their algorithms as 

dependent on operations teams’ accepting the corporate 
AI strategy, the DA team has arranged workshops to 
demonstrate predictive algorithms, explain the new 
corporate AI strategy’s value and benefits, and promote 
the team and their algorithms.  

To summarize this distrust dynamic: The corporate 
AI strategy stressed the future functionality of AI and 
overplayed AI capabilities. Simultaneously, practical 
implications are hidden, inciting uncertainty and 
vulnerability among the employees, who start to fear for 
their jobs and distrust the corporate AI strategy. The DA 
team actively associates itself with the corporate AI 
strategy. This association, however, enables distrust 
transfer between the corporate AI strategy and the DA 
team. Therefore, to successfully build trust in their 
algorithms, the DA team must overcome the distrust for 
the corporate AI strategy. 

4.2. Distrust dynamic 2: Perception of the DA 
team leads to the rejection of algorithms 

The operations teams found that the DA team were 
too distant from the operations to capture their needs 
when developing algorithms. They complained that the 
DA team needed to understand the operations and 
question whether the DA team was even interested in 
learning about the domain. For example, a customer 
officer complained that the DA team was not interested 
in what the operations teams—with domain expertise—
wanted them to address: 

 They are just doing things on their own, without 
understanding what they are doing […] they are 
just developing something. They think that it is 

the way forward, and they are not listening to 
the, you know, the real experts. (Customer 
officer) 
At the same time, the operations teams are unaware 

of the DA teams’ technical work and expertise. Most of 
the DA team's work included different forms of data and 
algorithm preparations, which are invisible to the 
operations teams. The DA Manager 2 explained that he 
believed only a small part of the team was visible to the 
operations team: 

There are people doing data engineering, data 
modeling, and data understanding. [The 
operations teams] are seeing only one person, 
the data scientist (DA Manager 2). 
The perceived lack of domain expertise led to the 

operations teams' rejecting support from the DA team. 
This rejection became visible in a particular case. A data 
scientist from the DA team developed an algorithm that 
predicted when a piece of field equipment was at risk of 
malfunctioning due to hot weather. The possibility of 
predicting overheating equipment would have allowed 
the operational team to take preventive actions, for 
instance, sending field technicians to cool down the 
equipment.  

However, the operational team managing the 
customer account was not interested. To convince them 
of the algorithm’s value, the data scientist emailed the 
team every time the algorithm predicted that a piece of 
equipment was at risk of overheating. She sent these 
emails for almost a year before the team finally accepted 
the algorithm. Operations Manager 1 explained that the 
operations team resisted the model since they did not 
trust the data scientist to understand their needs: 

Interviewer: Was there a lack of trust in the 
[algorithm] or the data scientists? 
Operations Manager 1: I think it was a lack of 
trust for the data scientist.  
To summarize this distrust dynamic: During 

collaborations, the operations team perceived that the 
DA team lacked domain expertise resulting in the 
impression that they lacked the ability to build valuable 
algorithms. At the same time, the operations team did 
not understand the work that the DA team performed or 
the constraints that bound it. As such, the DA team’s 
technical expertise was invisible, hiding their actual 
ability. Perceiving that the DA team lacked ability 
resulted in operations teams distrusting the DA team. 
The distrust was transferred to the DA team’s 
algorithms, manifesting as operations teams rejecting 
the DA team’s algorithms. 
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4.3. Distrust dynamic 3: Data issues create 
distrust in algorithms and are blamed on the 
DA team 

While managing the field equipment, operational 
employees interacted with different IT tools to fill in 
information and respond to system output. The 
information was used for tracking incidents, analyzing 
the root causes of the incidents, and communicating 
with other teams and customers. The employees’ 
activities with the IT tools also generated data that the 
DA team extracted for their analysis and algorithms. If 
the operations employee was not following the 
operational processes, not adding standardized 
information, or missing adding the information 
altogether, it impacted the quality of the data gathered 
from the tools. The decrease in data quality impacted the 
DA team's algorithms’ reliability.  

For example, during the summer of 2019, one of the 
DA team’s predictive algorithms inaccurately 
overestimated how long a piece of field equipment 
could manage without service, resulting in an equipment 
failure. At first, the operations team believed that an 
operations employee had made a mistake, but as they 
investigated the issue, it became clear that the 
algorithm's prediction was wrong. The DA team, 
however, conducted a subsequent investigation 
revealing that the algorithm had learned from data 
containing an operations employee mistake which was 
included in the algorithms training data. The DA 
Manager 1 commented on the human error leading to 
the faulty prediction:  

We need a little bit of discipline in our work. We 
need to understand that if we are not disciplined 
with what we are doing, and we don’t believe in 
our data, we cannot become data-driven” (DA 
Manager 1). 
Likewise, the operations teams’ activities can 

impact data access. In January 2020, one of 
GlobalTech's call centers performed poorly, and the DA 
team was requested to analyze the cause. The DA team 
needed data from the customer’s system to provide an 
analysis. However, accessing customer data must be 
handled by the operations teams, and this was not a 
prioritized task for them. Hence, instead of gaining 
access to the system directly, the DA team received 
different data dumps in Excel files sent daily in emails 
from the customer.  

The lack of control and the low consistency 
between the files hindered the DA team from making a 
coherent analysis of the call center's performance. As a 
result, the DA teams reported it as deficient. The DA 
Manager 1 reflected on that the scarcity of data was the 
source of the rejection: 

We are receiving by email some snapshots 
[Excel sheets of data]. We are running our 
analysis based on those snapshots. The fact that 
those snapshots are not complete it is not our 
fault. And they say, “No, the report is not good.” 
So, there is a huge resistance (DA Manager 1) 
As algorithms were not meeting the expectation of 

the operations team, the operations teams started to 
blame the DA team. A member of the DA team reflected 
on how the blame shifted: 

I mean, they are blaming the model for the 
problems. But the problems are not because of 
the model but because of the data accuracy 
behind the model. They are blaming the team that 
they didn't do a good model, but the problem, in 
fact, stays in the data, and this is what we tried 
all the time to explain; “please understand, 
garbage in, garbage out.” Yeah, so if the data 
are inaccurate, don't blame the model. Yeah, 
don’t blame the team that build the model. (DA 
Employee 1) 
To summarize this distrust dynamic: The 

operational teams influenced the algorithm’s reliability 
and functionality by impacting data. They unknowingly 
did this, as their work impacted data quality and access. 
The algorithms' invisible dependencies led to 
misattributed distrust, where operations teams assigned 
the fault to the algorithms. Their distrust was transferred 
from the algorithms to the DA team as they started 
questioning the DA team's ability to build reliable 
algorithms. 

5. Discussion 

We began this paper with a simple observation; 
Prior research has argued that failing to establish trust in 
AI can result in rejection or disuse of the technology 
(Brayne & Christin, 2021; Dietvorst et al., 2015). 
Rallying around such consensus, a large body of 
research has emerged that examines AI and trust 
between the individual human trustor and a single 
algorithm trust referent (Jacovi et al., 2021; Lockey et 
al., 2021). However, this perspective is severely limiting 
for two reasons. First, the construct of distrust is seldom 
explored as part of the algorithmic rejections. Second, 
the efforts to integrate AI are often part of corporate-
wide initiatives involving a multitude of algorithms and 
spanning individuals, teams, and units, likely creating 
an intricate web of relationships (Fountaine et al., 2019; 
Iansiti & Lakhani, 2020).  
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To address this gap, we investigated how social and 
technical distrust dynamics unfold when integrating AI 
into organizations. We developed a range of 
explanations rooted in a sociotechnical (Mumford, 
2006) understanding of trust in AI, incorporating social 
and technical trust referents and considering them 
interrelated. First, we identified that distrust in AI 
involved social and technical trust referents. Second, we 
recognized distrust emerged when trust referents were 
not completely visible to the trustor. Third, we showed 
that distrust was transferred between the social and 
technical trust referents. Based on our insights, we have 
presented a model displaying the three distrust dynamics 
that unfolded during the development and integration of 
multiple algorithms into the organization (see Figure 1), 
which we discuss below. 

5.1. Distrust in AI depends on both social and 
technical trust referents 

Our first finding places AI in a situated context, 
revealing how social and technical actors trigger distrust 
in AI that emerges, forms, and blends into the 
organization. We identified two social trust referents, 
the ‘corporate AI strategy’ and the ‘developers,’ and two 
technical trust referents, the ‘algorithms’ and ‘data.’ 

Research in organizational trust has revealed that a 
corporate strategy containing operational and human 
resources strategies could affect employees' perception 
of the organization's trustworthiness (Gillespie & Dietz, 
2009). Furthermore, employees’ trust in organizations 
and managers could become challenged during major 
organizational transformations (Gustafsson et al., 2021; 
Sørensen et al., 2011).  

Our research revealed a similar pattern where the 
organization’s decision to become AI-driven resulted in 
uncertainty among employees. However, we also saw 
that introducing AI added a new dimension of 
uncertainty based on the unknown potential of AI to 
overtake tasks and job roles. This uncertainty grew as 
corporate communication portrayed AI as futuristic 
while practical implications for job impact were 
invisible in the corporate AI strategy. We referred to this 
development as distrust dynamic 1, shown in our model. 
This dynamic generates distrust in the corporate AI 
strategy, including the organization's intention and 
articulated AI potential. We therefore concluded that a 
corporate AI strategy can (and is likely to) function as a 
trust referent.  

Our second identified trust referent were the 
developers (cf. Leonardi et al., 2022; Lumineau et al., 
2022). This allowed us to articulate the role of 
developers, situated within the organization and 
collaborating with surrounding teams, in AI distrust 
dynamics. We identified the developers as trust 
referents at the team level within the organization 
(Fulmer & Gelfand, 2012). Drawing from the trust 
literature, the experience of trusting a party will 
influence the trustor’s perception of a trust referent for 
future occasions (Mayer et al., 1995). This dynamic is 
relevant as organizations strive to become AI-driven, 
since relations between domain and technical experts 
can unfold over numerous AI development projects. 

Our technical trust referents, the algorithms and the 
data, are related since algorithms depend on data to learn 
and undertake tasks (Faraj et al., 2018). We know from 
existing research that the algorithms’ trustworthiness 
depends on algorithms' capabilities (Glikson & 

Figure 1. A model of AI-related distrust dynamics. 
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Woolley, 2020; Lockey et al., 2021). For instance, 
experiencing an algorithm having a reliability break-
down can create algorithmic aversion (Dietvorst et al., 
2015; Komiak & Benbasat, 2008). However, research 
seldom widens the scope to explore causes behind such 
breakdowns (Glikson & Woolley, 2020). By separating 
the algorithms from the data, our research revealed that 
they are different trust referents and that distrust in one 
of them did not necessarily mean distrust in the other. 
We also identified that the perception of the algorithm’s 
trustworthiness is dependent on data, which is, to our 
knowledge, seldom discussed in the literature on trust or 
distrust in AI (Glikson & Woolley, 2020; Hoff & Bashir, 
2015; Lockey et al., 2021). 

5.2. The partial invisibility of trust referents 
results in misattributed distrust 

Our second insight was that when trust referents 
were less than fully visible to trustors, it could result in 
the misattribution of distrust. A particularly interesting 
aspect of this is the invisibility of data. Scholars have 
pointed out that data curation can be invisible (Sachs, 
2020; Waardenburg et al., 2022) and that data curation 
work can be performed by invisible workers (Kellogg et 
al., 2020). Data construction can also be part of 
employees' daily work (Waardenburg et al., 2022). We 
expanded on this research by identifying how data and 
related data work can be invisible also to the people 
performing it.  

The invisibility of data results in algorithms 
becoming partly invisible too, which has consequences 
for AI. In our research, we identified two ways in which 
this plays out. First, when operations employees did not 
see how their work impacted data quality, they did not 
know that they contributed to algorithmic breakdowns. 
Instead, they blamed the algorithms for poor reliability. 
Second, when they did not see how their work 
constrained data access, impacting algorithms, they did 
not challenge data scarcity. Instead, they blamed the 
algorithms for their lacking functionality.  

The invisibility of data also affected the developers 
as trust referents. When operations employees noticed 
that the developers lacked domain expertise but failed to 
see the developers’ technical expertise, they also failed 
to recognize the technical constraints that limited the 
development of algorithms. Instead, they blamed the 
developer’s ability to develop algorithms.  

The challenges with invisible data and data work 
are illustrated in distrust dynamics 2 and 3. The 
misattribution of distrust to algorithms and developers 
further supports our argument that trust and distrust in 
AI must be studied beyond the individual relations 
between a human trustor and the AI trust referent 
(Glikson & Woolley, 2020; Lockey et al., 2021). 

5.3. Dependent trustworthiness enables distrust 
transfer 

Distrust transference occurs, as noted, when a 
trustor’s distrust towards one trust referent transfers to 
another trust referent (Bachmann et al., 2015; Doney et 
al., 1998), which can occur when trust referents are 
perceived as related, for instance, by their similarity and 
proximity (McEvily et al., 2003; Stewart, 2003). Our 
study shows that the relatedness between developers and 
algorithms enabled distrust to transfer between the two, 
as shown in our model.  

Our study also shows that the relatedness between 
developers and the corporate AI strategy forced the 
developers to counteract distrust in the corporate AI 
strategy, avoiding the distrust to transfer to themselves 
and their algorithms. As such, our research reveals that 
distrust transfer can occur between social and technical 
trust referents within the organization.  

Furthermore, in contrast to previous research 
exploring distrust cycles (Bijlsma-Frankema et al., 
2015; Sørensen et al., 2011), we show that the distrust 
continues despite the best effort of the developers to 
overcome the distrust. Our model shows how distrust 
cycles can be fueled by distrust transference across 
several related trust referent. For instance, when trustors 
develop distrust in developers’ ability, this can be 
transferred to the algorithms the developers produce. 
Likewise, when trustors perceive that algorithms have 
limitations to their functionality or issues with relia-
bility, distrust can transfer to developers. 

5.4. Distrust cycles stall the transformation 
process 

Our insights differ from those of Glikson and 
Woolley (2020), who found that initial trust in 
embedded algorithms is high but slowly deteriorates 
over time. Rather, similar to Christin (2017) and 
Kellogg et al. (2020), we found that algorithms are met 
with employee resistance. We expanded on these 
insights by connecting resistance with distrust, 
influenced by social and technical trust referents. We 
identified the source for distrust as fear of job security 
and partial invisibility of trust referents, which 
challenge the work status quo. Furthermore, we revealed 
that distrust transfers enable distrust cycles to occur, 
which forces the trust trajectory to stay low over time. 
This distrust cycle also stalls the organizational 
transformation process as the uptake of algorithms is 
slowed. 
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6. Conclusion 

According to current predictions, the integration of 
AI in organizations will be far-reaching, with multiple 
algorithms employed in all parts of the organization and 
for various purposes (Agrawal et al., 2018; Berente et 
al., 2021; Iansiti & Lakhani, 2020). Furthermore, AI’s 
unique capabilities to mimic human intelligence, aiding 
us in decisions making (Agrawal et al., 2018; von 
Krogh, 2018), will allow the technology to become 
woven into the social fabric of organizations.  

Realizing the potential impact of AI, we need to 
continue to push forward to explore how human jobs, 
autonomy, and relations are altered in the AI-infused 
organization (Christin, 2017; Frey & Osborne, 2017; 
Kellogg et al., 2020; Waardenburg et al., 2022). Such 
exploration demands a sociotechnical perspective and 
an increased understanding of how key constructs like 
trust and distrust (Fulmer & Gelfand, 2012; Lewicki et 
al., 1998) shape development.  

Our study revealed that in the organizational 
context, continuously introducing a multitude of 
algorithms, borders between social and technical 
domains are increasingly fluid and distrust can form an 
intricate web between social and technical trust 
referents. We contributed to the IS literature by 
demonstrating how distrust can spiral when 
organizations strive to become AI-driven by presenting 
a model of AI-related distrust dynamics and specifically 
distrust transference between social and technical trust 
referents in the organization. 
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