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Abstract 

Machine learning tools can aid medical imaging 

data interpretation. Building such tools requires 

labeled training datasets. We tested whether a 

gamified crowdsourcing approach can produce 

clinical expert-quality lung ultrasound clip labels. 

2,384 lung ultrasound clips were retrospectively 

collected.  Six lung ultrasound experts classified 393 

of these clips as having no B-lines, one or more 

discrete B-lines, or confluent B-lines to create two sets 

of reference standard labels: a training and test set. 

Sets trained users on a gamified crowdsourcing 

platform, and compared concordance of the resulting 

crowd labels to the concordance of individual experts 

to reference standards, respectively. 99,238 

crowdsourced opinions were collected from 426 

unique users over 8 days. Mean labeling concordance 

of individual experts relative to the reference standard 

was 85.0% ± 2.0 (SEM), compared to 87.9% 

crowdsourced label concordance  (p=0.15). Scalable, 

high-quality labeling approaches such as 

crowdsourcing may streamline training dataset 

creation for machine learning model development. 
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1. Introduction  

Machine learning (ML) models applied to 

medical image analysis can improve medical 

diagnostic accuracy and streamline healthcare 

processes (Tschandl et al., 2020). Widespread ML tool 

development is limited by the need for large-scale 

labeled datasets for model training (Gulshan et al., 

2016; Esteva et al., 2017; Lee at al., 2019; Malone et 

al., 2004; Pesapane et al., 2018; Rajpurkar et al., 

2017). These labeled datasets are time- and labor-

intensive to produce, and as such are often costly.  

 

Crowdsourcing is the practice of collecting large 

numbers of unskilled opinions to complete a given 

task. Crowdsourcing can produce more accurate 

interpretations than those from a single individual, and 

has been shown to improve efficiency, lower costs, 

and offer high-quality in repetitive task completion 

(Grote et al., 2019; Hautz et al., 2015; Surowiecki, 

2005).  Crowdsourcing for biomedical image labeling 

is often made difficult by the complexity of the tasks 

and need to ensure label quality control. Despite this, 

crowdsourcing has been successful in some 

healthcare-related tasks (Heim et al., 2018; Meakin et 

al., 2019; Monu et al., 2020). Combining 

crowdsourcing with gamification, the persuasive 

system design which uses game-like tasks to engage 

participants competitively for rewards, can encourage 

crowd participation and improve performance 

accuracy (Foncubierta Rodriguez et al., 2012; Von 

Ahn et al., 2013; Kattan et al., 2016; Kentley et al., 

2023; Kurvers et al., 2016; Wolf et al., 2015). 

 

Point-of-care ultrasound (POCUS) is a medical 

imaging technique used at patients’ bedside to make 

accurate, real-time diagnoses (Lichtenstein et al., 

2015; ACEP Policy Statement, 2017). Unfortunately, 

to use POCUS accurately for clinical care, extensive 

user training in image acquisition and interpretation is 

required (Blehar et al., 2015). As such, ML models 

which automate POCUS image interpretation hold 

exceptional potential clinical value. Here, we 

examined whether a gamified crowdsourcing 

approach can classify lung POCUS clips at 

comparable accuracy to trained ultrasound experts.  

2. Methods 

2.1. Study Design and Setting 

This was a prospective analysis performed using 

lung POCUS clips retrospectively collected between 

March 1st, 2020 and February 28th, 2022 from an 

academic tertiary care center emergency department. 

This study was approved by the local institutional 

review board.  

 

2.2. Dataset Curation 

 
In total, 2,391 POCUS clips were downloaded 

from the hospital  electronic  medical record and 

storage system and were de-identified using a software 

package (Smith B, 2022). Clips were randomly 

divided by patient into two sets: dataset A (102 

patients, 1,271 clips) and dataset B (101 patients, 

1,120 clips). 200 random clips from dataset A were 

selected as a crowd training set, and 200 random clips 

from dataset B were selected as a test set to evaluate 

crowd label quality. 5 training set clips and 2 test set 

clips were excluded for being flagged by at least one 

expert as not containing lung (Figure 1A). 
 

Figure 1. Dataset workflow. A. The complete 
dataset is divided into training and test sets. B. 

Labeling schema for the complete dataset. 

2.3. Task Definition and Reference Standards 

On lung POCUS, B-lines are vertical, 

hyperechoic, dynamic structures which indicate the 

presence of pulmonary congestion. Their presence, 

quantity, and thickness (discrete vs confluent) 

correlate with severity of several pathological 

conditions (Pang et al., 2021). Expert and crowd users 

were asked to classify B-lines on lung POCUS clips 

into either: a) no B-lines, b) one or more discrete B-
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lines, or c) confluent B-lines (Figure 2). Clips were 

classified based on the highest B-line severity present 

throughout the clip. Discrete B-lines were defined as 

hyperechoic lines originating from the pleural line, 

demonstrated sliding with the pleura, and extending to 

the bottom of the sonographic field. Confluent B-lines 

were defined as hyperechoic sections originating from 

the pleural line, demonstrated sliding with the pleura, 

and had thickness along the pleura beyond that of 

discrete B-lines (Lichtenstein et al., 2008; Lichtenstein 

et al., 2020). 

 

Figure 2. B-line classifications from lung 
point-of-care ultrasound clips. A. No B-lines. B. 
One or more discrete B-lines. C. Confluent B-

lines. 
 

Six experts with advanced training in lung 

POCUS (four ultrasound fellowship-trained 

emergency medicine physicians; one emergency 

radiologist, and one Registered Diagnostic Medical 

Sonographer) provided independent classification 

opinions for all training and test set clips via 

DiagnosUs (Centaur Labs, Boston, MA), an iOS 

application where users compete in medical data 

labeling contests to win cash prizes based on their 

labeling accuracy. Reference standard labels on 

training and test set clips were assigned using expert 

consensus – the majority rule of the six experts’ 

opinions, with ties broken randomly.  

2.4. Gamified Crowdsourcing 

Crowd opinions were collected using DiagnosUs 

via gamified contests. Crowd users could include 

anyone in the general public with access to the iOS-

based application. There were no criteria regarding 

level of expertise to participate, and users voluntarily 

participated in labeling contests based on interest and 

the potential to earn rewards. 

 

Crowd users were trained by optional tutorial 

cases with accompanying layperson explanations 

which they could access at any time, and, after 

submitting an opinion, immediate feedback via 

revelation of the current label (i.e., the reference 

standard label on training set clips, or the current 

crowd consensus label if one exists).  In the 

DiagnosUs app, clips were shown to users in random 

order, and any test clip could be shown to a user 

multiple times. Crowd consensus labels were 

assigned for all clips using the majority rule of the 

top crowd labelers’ opinions, and were assigned to 

any of the initially unlabeled clips once sufficient 

agreement was reached amongst the top crowd 

labelers for that clip (Figure 1B). Top labelers were 

identified via performance monitoring based on their 

trailing accuracy on clips with labels.  

2.5. Assessing Crowd Consensus Label 

Quality 

Crowd label quality was assessed by comparing 

how well crowd consensus labels and individual 

expert opinions matched the reference standard labels 

on the test set. Both of these were measured by 

concordance, the percent of matching labels across the 

test set clips.  

2.6. Statistical Analyses  

Analysis was performed with Python 3.10 

(Pedregosa et al. 2011). Paired t-tests were used to 

assess differences between crowd concordance and 

average individual expert concordance.  All mean 

calculations are reported as mean ± standard error of 

mean (SE). Significance was set at p < 0.05. 

3. Results 

3.1. Dataset Characteristics 

Patients in the lung POCUS database had a mean 

age of 60.0 years (standard deviation 19.0), 105 

(51.7%) were female; 43 (21.2%) were Hispanic, 42 

(20.7%) were Black, and 114 (56.1%) were White. 

From the ED, 64% of patients were admitted to the 

hospital floor, 28.6% were discharged home, 6.4% 

were admitted to the intensive care unit, 1% went 

directly to the operating room, 4.4% had an alternate 

disposition and 0% expired in the ED (Table 1). Over 

the test clips the reference standard label distribution 

was 70% no B-lines, 18% discrete B-lines, and 12% 

confluent B-lines. 

3.2. Collecting Opinions 

Experts spent an average of 1.7 hours (minimum 

0.9 hours, maximum 2.5 hours) submitting opinions 

for training and test clips (3.9 opinions per minute on 

average). On the training clips, the reference standard 

label distribution (based on the experts’ majority 

opinion) was 58% no B-lines, 29% discrete B-lines, 

and 13% confluent B-lines.  
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Table 1. Patient characteristics 

 

Overall, 99,238 crowdsourced opinions were 

collected from 426 users across all  clips. The number 

of users contributing an opinion to each test set clip 

ranged from 28 to 48.  Of these, 34,363 opinions from 

114 unique users contributed to crowd consensus 

labels based on quality thresholds. The live contest 

was launched over 138 hours with a mean acquisition 

rate of 12.0 opinions per minute. The total cash prize 

payout throughout the entire competition was 1,100 

USD. The maximum prize earned by an individual 

user was 25 USD.  

3.3. Label Concordance with Reference 

Standard 

The six experts’ concordances on the test clips 

relative to the reference standard were 77.2%, 81.3%, 

84.8%, 87.3%, 88.4%, and 90.9%, with a mean of 85.0 

± 2.0.  Comparatively, the crowd concordance on these 

clips was 87.9% relative to the reference standard 

(p=0.15) (Figure 3). For clips designated by the 

reference standard as having no B-lines, experts had 

an average concordance with the reference standard of 

91.5% ± 2.3, compared to a crowd concordance of 

99.3% (p<0.001).  For cases with discrete B-lines, 

experts had an average concordance of 63.9% ± 13.2 

compared to the crowd concordance of 50% 

(p=0.088).  For cases with confluent B-lines, expert 

average concordance (79.2% ± 6.5) and crowd 

concordance were both 79.2% (p=1.0). .2 for 

individual experts relative to leave-one-out reference 

standard. Calculated from randomly sampled subsets 

of collected opinions, 7 quality-filtered opinions were 

sufficient to achieve near the maximum crowd 

accuracy (Figure 4). 
 

 
 

 

 
Figure 3. Expert compared to crowd opinion 

concordance with reference standard. 

Figure 4. The number of crowd opinions 
needed to maximize crowd-consensus accuracy.  

Solid blue line indicates estimated crowd-
consensus accuracy as dependent on the number 
of crowd opinions collected.  Vertical dotted line 

indicates the crowd opinions sufficient to achieve 
the observed crowd accuracy. Error bars indicate 

standard error of the mean. 

4. Discussion 

Our data suggest that gamified crowdsourcing can 

produce expert-quality labels for B-line classification 

on lung POCUS clips. There was considerable 

variability in individual expert accuracies for 

classifying B-lines. Given that medical imaging data 

interpretation is often complex, it may be that the 

variability is explained by a proportion of clips having 

inherent ambiguity that even experts disagree on. This 

Characteristic Subjects, N = 203 [no. (%)] 

Sex  
Male  98 (48.3) 

Female 105 (51.7) 

Ethnicity  

Hispanic or Latino 43 (21.2) 

Not Hispanic or Latino 160 (78.8) 

Race  

American Indian or Alaskan Native  0 (0) 

Asian 9 (4.4) 

Native Hawaiian or Pacific Islander 0 (0) 

Black or African American 42 (20.7) 
Caucasian  114 (56.2) 

Other  38 (18.7) 

Emergency Department Disposition  

Discharge home 

Floor admission 

Intensive care unit admission 

Operating room  
Other 

57 (28.6) 

122 (64.0) 

13 (6.4) 

2 (1.0) 
9 (4.4) 

 

Experts

Crowd
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is consistent with previously published work that 

shows expert interrater agreement for identifying B-

lines is imperfect (Gravel et al., 2020; Herraiz et al., 

2023; Sustic et al., 2022; Nowak et al., 2010). Inherent 

ambiguity is likely a theme that extends across 

medical imaging data beyond lung POCUS and may 

represent a challenge for imaging database labeling 

overall.  

Variability in expert concordance may also be 

attributable to variable expert baseline skill. 

Consistent with existing literature which uses medical 

experts to label POCUS images, our experts all had 

either fellowship-level training or advanced 

certification in interpreting lung ultrasound as well as 

years of clinical experience (Moore et al., 2022; Pare 

et al., 2022; van Sloun et al., 2020). Ground truth 

labeling for training POCUS-based ML models is 

commonly derived from a small handful of experts 

(typically 1-5 individuals). Thus, this work combining 

opinions from 6 experts to form our reference standard 

is consistent with accepted practices. Currently there 

is no established method for defining ground truth in 

B-line identification beyond expert opinion. Given the 

recent widespread adoption of lung POCUS globally 

and the recognized utility of B-lines as a clinical 

disease marker, our work highlights the critical need 

for clarifying how ground truth interpretation of lung 

POCUS  and POCUS overall is defined.  

Comparing individual expert opinions against the 

consensus of all six experts likely inflates expert 

accuracy estimates since each expert’s opinion is 

influencing the consensus label. Despite this, crowd 

opinions achieved the same accuracy as experts. 

Computing consensus labels using a “leave-one-out” 

consensus, or a consensus that excludes the original 

opinion from the expert who is being assessed may 

offer a more accurate picture of crowd versus 

individual expert accuracy. Given that we expect 

consensus labels derived from all six experts as in the 

present work inflates expert accuracy, we anticipate 

that the crowd may demonstrate similar if not higher 

accuracy than experts if a “leave-one-out” consensus 

were used. Overall, our approach suggest that 

favorable crowd performance compared to experts is a 

true effect. 

Ultimately we aim to identify strategies for 

scalable and accurate medical data labeling.  Our 

findings highlight a possible triage approach to dataset 

labeling using gamified crowdsourcing. Crowd 

opinion for clips with a high degree of crowd 

agreement would be accepted as truth, and expert 

review would only be necessary for cases where crowd 

agreement drops below a certain threshold. This 

approach could significantly decrease the proportion 

of clips requiring expert review and optimize both 

time and cost associated with current expert-based 

dataset labeling approaches.  

 

5. Limitations 

Our dataset had an oversampling of clips with no 

lung pathology with more than 50% of clips in both 

the training and test datasets containing no B-lines. 

Since the crowd demonstrated higher concordance 

with reference standard than individual experts on 

clips with no B-lines, but performed worse than 

experts on classifying discrete B-lines, it is possible 

that the crowd may be less skilled at identifying subtle 

diagnostic findings, but we are not adequately seeing 

this trend due to dataset bias. Further investigation 

with larger more varied training and test sets is 

warranted.  

While the iOS application used here openly 

available, users with medical background may be 

more likely to engage in labeling contests. We do have 

a general understanding of the proportion of our users 

with medical background, however the precise 

demographic breakdown of prior medical experiences 

was poorly defined. It is possible that our crowd is not 

representative of the general population and may be 

more consistent with a population of semi-skilled 

labelers. The generalizability of our findings across 

variable crowd populations with clearly defined 

experience levels will need to be explored further.  

While our findings show crowdsourcing may be a 

promising approach to streamlining lung POCUS data 

labeling this approach may not be generalizable to 

other medical imaging data labeling tasks. Next steps 

are to apply this approach to similar questions in lung 

POCUS data such as segmenting B-lines. This will 

help us understand more about the generalizability of 

our findings. 

 

6. Conclusion 

Our work demonstrates that gamified 

crowdsourcing can produce B-line classification labels 

that match consensus labels as well as individual 

experts themselves. Innovative and scalable 

approaches to generating high-quality labeled medical 

image databases such as crowdsourcing could help 

streamline future ML model development.   
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