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Abstract 
 

Supervised Machine Learning is still the most 

prevalent Machine Learning approach used across 

the field of Natural Language Processing. As it 

needs labels to work properly, labeling text data sets 

is a discerning step in supervised Machine Learning 

projects. Many industry projects involving super-

vised Machine Learning never reach a productive 

phase due to the absence of sufficient labeled data. 

Against this background, we conducted a Literature 

Review investigating state of the art approaches to 

label text data sets for later Natural Language Pro-

cessing projects. We concentrated on solutions that 

could be applicable to annotate a support ticket data 

set. We found that there are three major approaches: 

Crowdsourcing, Learning Algorithms and Weak Su-

pervision. We concluded that in annotation projects 

there seems to be a trade-off between label quality 

and cost/effort. We discuss our findings and share 

our thoughts on the special challenges of annotating 

a support ticket data set. 

 

Keywords: Data annotation, Support Ticket Sys-

tems, Machine Learning, Labeling 

1. Introduction 

1.1 Motivation 

Responding to questions and problems of cus-

tomers as also providing technical support in set-up, 

operation, and maintenance and  has a high signifi-

cance for Information Technology Service compa-

nies. To provide this help, most of these organiza-

tions use a support ticket system (STS) in which cli-

ents can describe their requests and support staff 

members can send back possible solutions (Gupta et 

al., 2018). Distributing the incoming tickets to the 

experts is a time consuming process, which takes 

rarely available domain knowledge. Nevertheless, 

companies often outsource or delegate these low-

level support tasks to third companies or less-skilled 

workforce, which increases the error rate within the 

service desk and therefore lowers customer satisfac-

tion (Chagnon, 2017).      

With the rising interest in Machine Learning 

(ML) in recent years, interest revived in how ML can 

be used to automate support service desks (Simon  

Fuchs et al., 2022). The hopes are that ML-auto-

mated service desks are more cost-effective and less 

error-prone than service desks run by the current 

less-skilled workforce (Qamili et al., 2018).  

The key factor for a ML model’s performance is 

the training data (Mitchell, 2007), i.e. number of ob-

servations with certain features (Goodfellow et al., 

2016). Depending on the data set and the training 

type, the learning process is distinguished between 

supervised and unsupervised (Mitchell, 2007).  

Whereas unsupervised learning identifies un-

derlying structures to cluster the data (Goodfellow et 

al., 2016), supervised learning uses data labeling, i.e. 

to annotate a tag on the still untreated data (Monarch, 

2021), to guide the learning process. The label can 

be a continuous variable (regression) nor a discrete 

category (classification) (Bishop & Nasrabadi, 

2006). Data preprocessing, which includes the crea-

tion of labels, can take 80% (Shah & Kumar, 2019) 

or even 90% (Whang et al., 2023) of the work imple-

menting a ML algorithm.  

Additional, there are concepts that are called re-

inforcement learning in which a human agent works 

as active trainer and that only need small or no initial 

training data sets (Li, 2017). However, reinforce-

ment learning will only touched lightly in this paper. 

Certainly, when looking into the standard 

literature in the field of ML, such as Goodfellow et 

al. (2016), the authors often neglect the underlying 

data and limit themselves to mathematical 

foundations and the implementation of models. 

When looking at the universities, there are numerous 

lectures on ML, but hardly any courses focusing on 

data preparation (Monarch, 2021). 

Depending on the source, between 78-87% of 

all ML projects started in industry fail or at least 

never reach a productive state (Gartner, 2018; Gates, 

2019; venturebeat, 2019). According to Weber et al. 

(2022), data management is one of the four key 

domains in an enterprise, where ML projects tend to 

fail. Within data management training data 

collection and curating are key tasks, which largely 

includes data labeling. In fact, poor data 

management in general and missing or noisy labels 

in specific, are one of the 5 main reasons, why ML 

projects fail in praxis (Gates, 2019; Today, 2020; 

Trends, 2022).  
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1.2 Research Purpose & Research Question 

These often neglected dimensions of data 

preprocessing in mind we analyze the process of data 

preparation, in detail the procedure of data annota-

tion, in the automation of STSs using ML. Therefore, 

we undertake a narrative Literature Review (Paré et 

al., 2015) and follow the principle of Webster and 

Watson (2002) to identify what has been written 

about the status quo of annotating in support ticket 

data sets. We define the following research question: 

What is the state-of-the-art in data annotation meth-

ods, which could be applied to a support ticket data 

set? 
This question aims to provide an overview of 

different labeling methods relevant for support ticket 

data sets and a collection of their advantages and 

disadvantages. We aim at providing a clearly 

arranged overview about state-of-the-art technology 

and approaches in text data annotation. Such that ML 

researchers can use this overview as starting point 

for their own text data annotation projects.   

This literature review is also part of a larger STS 

automation project, in which we aim at 

implementing an ML classifier in the STS at our 

chair. The auxiliary goal of this literature review is 

therefore to create a knowledge base, how to label 

our own support ticket data set.  Further intermediate 

results were already published in (Andraichuk, 2021; 

Simon  Fuchs et al., 2022; Simon Fuchs et al., 2022; 

Wollendorfer, 2021).  

2. Literature Review Design 
 

The main purpose of this Literature Review is to 

examine the state-of-the-art labeling methods rele-

vant for support ticket data sets, which itself is a sub-

division of the ML research field of natural language 

processing (NLP). The first fast searches for this 

topic revealed that there is not much literature yet, 

specifically in the field of labeling support ticket 

data. For this reason, we extended our view on data 

annotation in NLP-fields with medium sized text 

sets. This means we excluded data annotation pro-

jects that (1) did not annotate text, (2) annotated 

large documents (multiple pages), or (3) annotated 

only text snippets of below one sentence. 

The literature review presented was conducted 

between December 2022 and May 2023. We in-

cluded the databases IEEE Xplore, Springer Link, 

Scopus and Web of Science. We used the keywords 

“label*ing”, “training data”, “text”, “annotation”, 

“machine learning” and “classification” and con-

nected them using the Boolean Operators AND and 

OR for a first universal search on labeling and anno-

tation methods (1-4). Based on that we search more 

specific on the methods Crowdsourcing (5-6), 

Learning Algorithms (7-8), and Weak Supervision 

(9-10) with the queries shown in Table 1. Unfortu-

nately, we were not able to find one common search 

string for all databases due to the specifications of 

each database. 

In the end, we received 139 hits, of these we 

consider 47 as relevant. Eliminating the 9 duplicates 

and adding 4 papers found by Forward and Back-

ward Search (Webster & Watson, 2002) results in 42 

relevant pieces. For a paper to be regarded as rele-

vant, it must deal with the topic of annotating me-

dium texts (as explicated above) with the purpose of 

afterwards training an ML model with these data and 

meet the three criteria stated above. 

In recent years, there were also several ap-

proaches using large language models (LLMs) for 

data annotation, for example Zhou et al. (2022). Un-

fortunately, these experiments seemed not to fit the 

requirements of our own use case such that we ne-

glected LLMs in our literature search.  

Table 1 Overview of search keywords and 
search results 

#  Database Search String Hits Rele

-vant 

1 IEEE 
Xplore 

("Document Title":"labeling") 
AND ("All Metadata":"training 

data") AND ("All Metadata”: 

“text”) 

19 3 

2 Springer 

Link 

(title:"label*ing") AND "text data" 

AND ("machine learning" OR 

"classification") 

13 5 

3 Scopus TITLE(data AND annotation) 
AND TITLE-ABSKEY(label 

AND text) 

14 3 

4 Web of 
Science 

(TI=(training data)) AND 
(ALL=(Machine Learning) OR 

ALL=(Classification)) AND 

ALL=(Text data) AND 
ALL=("Label*ing") 

11 7 

5 IEEE 

Xplore 

(("Document Title":crowdsourc*) 

AND (("All Metadata":machine 

learning) OR ("All 
Metadata":classification)) AND 

"All Metadata":text data) 

18 

 

1 

6 Web of 
Science 

TI=(crowdsourc*) AND 
(ALL=(Machine Learning) OR 

ALL=(Classification)) AND 

ALL=(Text data) AND ALL=(La-
bel*) 

19 5 

7 Scopus (TITLE(active AND learning 

AND "label*ing") AND TITLE-

ABS-KEY(machine AND learn-
ing) OR TITLE-ABS-KEY(classi-

fication) AND TITLEABS-
KEY(text AND data)) 

8 4 

8 Web of 

Science 

TI=(learning "label*ing") AND 

(AB=(Machine Learning) OR 

AB=(Supervised Learning)) AND 
ALL=(Text data) AND ALL=(La-

bel*) 

15 7 

9 Springer 
Link 

(title:"weak supervision*") AND 
"labeling" AND "text data" AND 

("machine learning" OR "classifi-

cation") 

7 4 

10 Web of 
Science 

TI=(weak supervision*) AND 
(AB=(Machine Learning) OR 

AB=(Supervised Learning)) AND 

ALL=(Text data) AND ALL=(La-
beling 

15 8 

Sum 47 

Duplicates 9 

Forward / Backward Search 4 

Total 42 Page 1557



Table 2 Concept matrix 
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Application 

Frequency of occurrence 38% 64% 26% 81% 19% 50% 69% 21%  

Alabduljabbar and Al-Dossari (2017) X   X     Informatics 

Altınel et al. (2017)  X   X  X  Informatics 

Chang et al. (2015) X X  X  X X  Informatics 

Chang et al. (2017) X   X     Informatics 

Chen et al. (2022)  X X X  X X  Informatics 

Costa et al. (2011) X X  X   X  Informatics 

Cusick et al. (2021)  X X  X X X  Medicine 

Dumitrache et al. (2017) X   X   X  Medicine 

Enkhsaikhan et al. (2021)  X  X  X X  Geology 

Eyuboglu et al. (2021)  X X X  X  X Medicine 

Haralabopoulos et al. (2021) X   X  X X  Informatics 

Hassanzadeh and Keyvanpour (2013)  X   X    Informatics 

Humbert-Droz et al. (2022) X   X  X X  Medicine 

Jacobs et al. (2022)  X  X   X X Informatics 

Jin et al. (2020) X   X     Informatics 

Kee et al. (2018)  X  X     Informatics 

Kim et al. (2021)  X   X X X  Informatics 

Lison et al. (2021)   X X   X X Informatics 

Miller et al. (2020)  X  X   X  Politics 

Nimo-Járquez et al. (2019)  X   X X X  Informatics 

Passonneau et al. (2008) X   X  X   Art 

Piroonsup and Sinthupinyo (2018)  X   X    Informatics 

Poursabzi-Sangdeh et al. (2016)  X  X   X  Informatics 

Ratner et al. (2017)   X X     Informatics 

Raykar et al. (2010) X   X     Informatics 

Rokicki et al. (2015) X   X  X   Informatics 

Rothwell et al. (2015) X   X  X X  Informatics 

Salma et al. (2021)  X  X   X X Informatics 

Sharma et al. (2019) X   X  X X  Psychology 

Shen et al. (2022)  X X  X X X X Medicine 

Singh et al. (2021)  X  X   X X Medicine 

Takanobu et al. (2018)  X X X  X X  Informatics 

Tchoua et al. (2019) X X  X  X X X Engineering 

Tekumalla and Banda (2021)   X X  X X X Medicine 

Trivedi et al. (2019)  X  X  X X  Medicine 

Varma and Ré (2018)  X  X     Informatics 

Wang et al. (2017)  X  X  X   Informatics 

Wang et al. (2019)  X X  X X X  Medicine 

Yang et al. (2020) X X X X   X X Informatics 

Yitagesu et al. (2021)  X  X  X X  Informatics 

Zhu et al. (2010)  X  X   X  Informatics 

Zhu et al. (2009) X  X X   X  Informatics 

Within our research, we focused on methods, 

processes, sequences and flows of data annotation 

projects, while omitting concrete tools. We also 

concentrated on data annotation that is done by 

workers of a company or project with business 

knowledge. This is due to the fact that we wrote 

this research in preparation for our own ticket 

data annotation project that requires skilled anno-

tators because of the complex workings within 

our service desk. 

3. Findings of the Literature Review 

3.1 Topic Analysis 

Our findings are displayed in the concept ma-

trix of Table 2. Most of our results come from the 

field of informatics, several from medicine and 

also some from politics, literature, art and geol-

ogy.  
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We identified three major labeling methodolo-

gies: Crowdsourcing, Learning Algorithms and 

Weak Supervision. As all of them are built for dif-

ferent requirements, which vary in effort and label 

quality. We explicate our findings to the three meth-

ods below. 

The main purposes discussed in the majority of 

the papers are labeling or annotating a data set, at 

which we expected to find many data annotation pro-

jects for a direct/subsequent ML project. However, 

34 of 42 papers only described data labeling with no 

directly subsequent ML project, while 8 papers do. 

We also recognized a trend of transformer mod-

els being increasingly used for data annotation. In 8 

of the 15 paper published in the years 2020-2022 

transformer models were used in some way.  

    

3.2 Crowdsourcing  

The first approach for labeling data is 

Crowdsourcing, where humans label the data points 

Especially for generating high-quality labels humans 

are used (Monarch, 2021). In particular Crowdsourc-

ing means distributing tasks to a large, sometimes 

external, group, which makes solving extensive tasks 

more efficient than done by one specific person 

(Howe, 2008). With the increasing use of ML and 

therefore the increasing need for labeled data, 

Crowdsourcing gained a lot of momentum (Chang et 

al., 2017).  

There are several approaches using platforms 

like Amazon Mechanical Turk for Crowdsourcing. 

In which poorly-skilled and poorly-payed workers 

annotate data following very basic flowcharts or 

manuals (Huynh et al., 2021). Unfortunately, bad ac-

curacy rates for this approach are reported (Marshall 

et al., 2023). For this reason and because we aim at 

doing our own data annotation project (see above), 

we omitted crowdsourcing platforms form our fur-

ther research focus.   

To set up a successful Crowdsourcing project 

organization and structure are needed. Alabduljabbar 

and Al-Dossari (2017) point out the importance of 

passing explanations and guidelines to the workers 

for the labeling task, which is further developed by 

Chang et al. (2017). Also the device and interface for 

labeling is crucial, especially the design and interac-

tion needs to be efficient and user-friendly. Monarch 

(2021) recommended to take into account human-

computer interaction, minimizing eye movement and 

input validation. 

Label Design: As described above the general 

concept of Crowdsourcing is multiple workers as-

sign one or more labels to the given data samples. 

But conflicts arise, when distinct labels are assigned 

by different crowd workers. In this case Raykar et al. 

(2010) suggest a majority voting, but also note that 

this concept assumes equal proficiency of the work-

ers. Chang et al. (2015) develop the approach further 

by counting in their before measured reliability. 

Therefore some papers use the Cohen’s kappa coef-

ficient (Cohen, 1960; Sharma et al., 2019; Wan et al., 

2019) or Krippendorff (2018)’s alpha to identify the 

agreement between two annotators. The latter paper 

shows that these inter-annotators cannot be general-

ized but have to be determined empirically as they 

depend on the labeling use case, in particular the 

number of assignable labels, the number of crowd 

workers and the length of the data sample. Chang et 

al. (2015) use a simple binary label setup, however 

Passonneau et al. (2008) observe that the inter-anno-

tator agreement rises when more than one label can 

be assigned. Dumitrache et al. (2017) point out that 

the disagreement of the workers can signal the ambi-

guity of a text sample, which is natural in language 

and must be addressed in Crowdsourcing and label 

design.  

Labor distribution: Until now we considered a 

group of workers labeling parallel, partially overlap-

ping and partially weighted. Another approach, ana-

lyzed by Rokicki et al. (2015), would be to divide the 

annotator pool in independent groups competing 

with each other. According to the authors this proce-

dure increases the productivity through a higher 

team spirit and motivation and can reduce the costs, 

if only the winning team is paid. A similar team 

based procedure is proposed by Yang et al. (2020), 

where two groups are created. One tries to generate 

rules for labeling the data, whereas the second group 

tries to find observations to disprove those rules.   

Quality Assurance: Next to efficiency also the 

quality of the labels has to be ensured. Jin et al. 

(2020) outline two dimensions. First, design aspects 

like workflows, gamification or the payment of 

crowd workers. Second, the statistical foundation 

like the aggregation of labels. Rothwell et al. (2015) 

find a susceptibility of Crowdsourcing, namely auto-

matic/blind labeling. Therefore they suggest a cap-

tcha mechanism, in analogy to reCAPTCHA from 

Von Ahn et al. (2008), i.e. installing a quality check 

by periodically showing test samples with known so-

lution to control the workers diligence.  

Criticism: Still, criticism is raised. Hutchinson 

et al. (2021) point out the lack of responsibility for 

the data after the Crowdsourcing process is finished, 

as wrong labels can have negative influences also on 

future models. Therefore, Geiger et al. (2020) even 

say Crowdsourcing could be “a different kind of 

black boxing”. Consequently, Hutchinson et al. rec-

ommend clear responsibilities and detailed docu-

mentation. Furthermore, Haralabopoulos et al. 

(2021) indicate the lack of data privacy when exter-

nal crowd workers are hired and Sambasivan et al. 

(2021) show the often insufficient results as due to 

cost reasons less skilled workers or people without 

the required domain knowledge are engaged.   

3.3 Learning Algorithms 

As second approach for label acquisition, we 

identify a group of methods, which we summarize 
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under the term “learning algorithms”. The character-

istic of these techniques is that these base on ML or 

Deep Learning (DL) with learnable parameters. One 

can distinguish between semi-automated, still requir-

ing human interaction, and fully automated systems.  

 

3.3.1. Semi-automated 

 

Semi-automated algorithms combine ML and 

human interaction, which is mostly known as Active 

Learning (AL). In this case only a minimal part of 

the data set is labeled by a human, whereby AL struc-

tures the process and tries to cover the complete 

characteristic of the data set through prioritization 

(Miller et al., 2020). The data set can then be used 

for semi-supervised learning. In comparison to man-

ual labeling Hassanzadeh and Keyvanpour (2013) 

show that AL can reduce the costs by around 90%. 

Furthermore,  Miller et al. (2020) demonstrate the 

advantages of AL in the case of imbalanced data. In 

contrast to random sampling, AL also considers the 

less frequent categories.  

 

 

 

 

 

 

 

Figure 1 Active Learning workflow. Figure 
adapted from Settles (2009). 

 

Figure 1 shows the pool-based labeling process, 

which provides the annotator with a “data pool” to 

choose from, whereas the stream-based process 

would deliver the next sample to label in a continu-

ous chain (Zhu et al., 2010). Which sample is con-

sidered next to be annotated by the human is decided 

by the sampling or querying strategy. We will ana-

lyze different strategies from Settles (2009) and 

Miller et al. (2020).  

Uncertainty-based (UB) is the most common 

used strategy, it needs as a starting aid randomly 

drawn samples, which will be labeled (Settles, 

2009). A classifier predicts the unlabeled data sam-

ples and the ones with the highest uncertainty are se-

lected again to be labeled by a human (Lewis, 1995). 

Then this process is iteratively repeated such that the 

classifier improves (Monarch, 2021). Jacobs et al. 

(2022) showed how this procedure can reduce the ef-

fort in labeling a text data set. A variation of this ap-

proach is the margin sampling (Tong & Koller, 

2001) considering the margin between the two most 

probable labels. A low margin signifies a high uncer-

tainty. Costa et al. (2011) therefore use a Support 

Vector Machine (SVM).  

Query-by-committee (QBC) uses multiple 

classifiers in parallel voting independently for a la-

bel. The sample with the highest disunity between 

the classifiers is chosen to be classified by a human 

next (Gilad-Bachrach et al., 2005). Kee et al. (2018) 

show how this method surpasses the UB algorithm 

by taking into account the variety in the data with 

different specialized classifiers. QBC is combinable 

with a data distribution analysis. 

Data-distribution-based (DDB) methods are 

looking at the data’s variance or density instead of 

using a classifier (Settles, 2009). Wang et al. (2017) 

show a high generalizability using density cluster-

ing.  

Model-performance-based (MPB) approaches 

are based on the two methods “expected model 

change” and ”expected error reduction” by Settles 

(2009) and aim at selecting the sample whose label 

would boost the performance or reduce the error of 

the total model the most (Miller et al., 2020). How-

ever, the authors point out the rising computational 

costs for the calculations with increasing data size.  

The question remains when to stop the labeling 

and to start with e.g. semi-supervised learning. Zhu 

et al. (2010) propose the criteria maximum uncer-

tainty, overall uncertainty, selected accuracy, and 

minimum expected error. Piroonsup and 

Sinthupinyo (2018) suggest to reach a balanced dis-

tribution of labeled and unlabeled data in a data clus-

tering before the annotation process can be termi-

nated.  

3.3.2 Fully-automated 

Next to the presented semi-automated methods 

of learning algorithms the data samples can also be 

labeled fully automated, without any human interac-

tion. Hereby, the borders to unsupervised learning 

are not clear-cut. In our research we found several 

approaches which we present hereafter. Enkhsaikhan 

et al. (2021) suggest a DL algorithm performing it-

erative Named Entity Recognition (NER), i.e. iden-

tifying and classifying words and their semantic 

meaning. By using an optimized domain dictionary, 

the data can then be automatically labeled or com-

plex samples can be sorted out to be annotated by a 

human. Similarly  Altınel et al. (2017) predict the la-

bels by computing significance values for words and 

Kim et al. (2021) therefore use the frequency of en-

tities in a text.  

Yitagesu et al. (2021) find syntactic similarities 

between text samples with sentence parsing trees us-

ing a categorical variational autoencoder. Here, the 

input is embedded using different language models. 

Their results are comparable to manually labeled 

data sets, even for widely varying sentence struc-

tures. Singh et al. (2020) require a small pre-labeled 

sub-dataset that is used to train transformer models 

that afterwards then generate artificial labels for the 

rest data set. They also present some data augmenta-

tion strategies for improving their transformers’ per-

formance. 
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Salma et al. (2021) use a DL algorithm based on 

HuggingFace’s XLNet1. After intense prepro-

cessing, the text data is embedded into a vector rep-

resentation and the cosine similarity scores between 

these vectors are calculated. After that, they use the 

infomap algorithm to extract specific communities in 

the text data. From these communities the authors 

derive rules to annotate the data points with distinct 

class and label assignments.  

All fully-automated approaches analyzed during 

this literature review use some kind of ML ap-

proaches to generate data labels. Almost none of the 

reviewed papers spent thoughts on the question, if 

ML-labeled data might impart systematic errors to 

later ML models trained with it (for more, see section 

5. Discussion). 

3.4 Weak Supervision 

The third group of labeling methods we found is 

Weak Supervision (WS). The WS approach aims to 

offer an automated alternative to costly manual an-

notation. Instead of accurate but expensive labels, 

WS generates cheap but noisy labels (Ratner et al., 

2017). Noisy, in this case, is equivalent to a lower 

quality of labels, as described in subsection 2.2.1. 

Therefore, it is often used in use cases with large un-

labeled data sets. Instead of manual data annotation 

by humans, WS uses so called Labeling Functions 

(LFs) that programmatically (and therefore rule-

based) decide data labels In general, we found the 

following types of LFs: 

Pattern-based LFs often base upon keyword 

matching/search or feature annotation. Here, the LFs 

focus on easy/obvious patterns (Lison et al., 2021). 

Often, meta parameters like document tags, ticket 

categories or user stamps are used for the LFs. Lison 

et al. (2021) call this LFs “gazetteers”. 

Distant Supervision LFs use external 

knowledge of corresponding labeled data sets to de-

rive the labels. Here, the labeled source data set is 

used to make inferences about labels for an unla-

beled data set (Lison et al., 2021). This can also be 

part of semi-supervises ML approaches (Revina et 

al., 2020). 

Weak Classifier LFs make use of ML models, 

which already successfully performed on a similar/ 

related data set/task (Ratner et al., 2017). The idea is 

often to only use a subset of the text data with “ob-

vious” data points to get a starting set of LFs that are 

afterwards fine-tuned by different methods (Ratner 

et al., 2017).  

Many WS approaches are discussed in the field 

of the medical ML. For example, Cusick et al. (2021) 

use pattern-based LFs to structure unstructured clin-

ical records. In the paper, they refer to two specific 

particularly common text patterns in their clinical 

records: target lexicons and modifier lexicons. Here, 

the term target lexicons refers to condition-specific 

keywords in the text, e.g. disease or disorder. The 

term modifier lexicons refers to drastic semantic 

changes within the text, e.g. negations. Another pa-

per identified in this literature review and also in a 

medical context comes from Eyuboglu et al. (2021). 

They use WS to annotate unstructured radiology re-

ports. The authors use LFs, that work based on the 

anatomical regions of the reports that are available 

as keyword, e.g. lung, liver, heart, etc. The paper de-

scribes a subsequent classification model with 

(pre)probabilities that the authors use to analyze the 

reports in more detail and to suggest treatment rec-

ommendations. Shen et al. (2022) use pattern-based 

LFs to annotate electronic health records with view 

on the patients lifestyle (e.g. sports, nutrition, etc.). 

The authors emphasize their finding that LFs, which 

primarily rely on keywords, are susceptible to biased 

data and lacks of data diversity.  

Chen et al. (2022) propose a combination of a 

distant supervision approach with clustering. The au-

thors assume in their combined approach that WS-

annotated data always follows a similarity structure 

and therefore can be labeled by an iterative distant 

supervision KNN-clustering. Varma and Ré (2018) 

propose a further instance of Weak Classifier LFs. 

Here, they first embed the text data, using bag of 

words. After that, they iteratively derive heuristics 

for LFs using different classifiers on the embedded 

vectors. The authors also suggest an initial quality 

measurement of the data set to prevent the LFs from 

becoming too noisy or granular. 

Regarding the label quality produced by WS ap-

proaches, we found that the calculation of quality/ac-

curacy is not as straightforward as for Crowdsourc-

ing or Learning algorithms. Unlike in Crowdsourc-

ing, where the data is hand-labeled, the accuracy of 

LFs is only measurable to a limited extent (Ratner et 

al., 2017). Lison et al. (2021) therefore recommend 

assessing the impact and interaction of LFs by train-

ing an auxiliary generative model. Since LFs are dif-

ficult to apply from scratch, over time multiple li-

braries were developed to help researchers to create 

WS algorithms (Ratner et al., 2017). One famous 

such is Ratner et al. (2017)’s “Snorkel” , which was 

a pioneer work for large-scale use of WS. Snorkel 

provides an interface and uses a simplified syntax 

that allow easy writing and easy use of LFs. Another 

such toolkit is Lison et al. (2021)’s “skweak”. Addi-

tional to its simplification of writing and managing 

LFs, it is also able to aggregate the results of the WS 

and to contrast the interaction of the created LFs. 

3.5 Combining Weak Supervision and 

Crowdsourcing 

Some papers we found combine WS and 

Crowdsourcing. Zhu et al. (2009) in a first step re-

quested experts to annotate a subset of the data set.  

After that, they asked the experts to determine which 

attributes or parts of the document/text, e.g., sen-

tences, keywords, tags, etc. led to their annotation 

decision. The authors then used these answers for de-

veloping handcrafted LFs, with which they labeled 

1 https://huggingface.co/docs/transformers/modeldoc/xlnet 
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the rest of the data set. Wang et al. (2019) combine 

expert knowledge and historical knowledge bases 

from their clinical use case, to create LFs following 

a distant supervision approach.  

4. Discussion 

4.1 Machine Learning for Data annotation 

The primary goal of this Literature Review was 

to provide an overview over the field of labeling 

methods relevant for support ticket data sets. Apart 

from the label annotation methods using human 

workforce (Crowdsourcing), we found several dif-

ferent methods using semi-supervised or even fully 

automated ML to generate labels. However, using 

un-/semi-supervised ML to guide a later ML algo-

rithm raises the question if not monitored systematic 

errors caused by the ML model annotating the train-

ing data set are then later bequeathed to the super-

vised ML models trained on this automatically anno-

tated data set. Unfortunately, this topic is only mi-

norly discussed in the literature analyzed in this re-

view. We therefore regard this issue as an open re-

search gap. We argue that there should be more re-

search investigating if automated data annotation ap-

proaches are reliable enough to afterwards train 

other ML models based on their automatically anno-

tated data sets. Also we want to raise the question, 

why ML staff do not directly use un- or semi-super-

vised ML approaches for their projects instead of us-

ing it for data annotation and afterwards using a su-

pervised approach. Based on the research studied in 

this review, we argue that every data annotation pro-

ject should still involve a human component, to at 

least randomly check the automatically generated la-

bels and by that bringing in business/use case under-

standing.   

4.2 Effort and Label Quality 

Optimal training with ML, needs optimal label 

quality. From a business perspective, we want to 

minimize the associated effort. However, the papers 

we found show there are just two possibilities, 

namely good or low-cost labels. In general, the best 

results in regard of label quality  are achieved by 

skilled human annotators (Monarch, 2021). In regard 

of human annotators in general, we must differenti-

ate. Skilled human annotators tend to produce high 

label quality (Mandal et al., 2018), as for example 

the health sector shows (Wang et al., 2020). In con-

trast, less skilled workers, often provided by micro-

tasking services like Amazon mechanical Turk, do 

often raise concern respective their annotation qual-

ity (Hossain & Kauranen, 2015). When we compare 

the accuracy or confidence values provided in the an-

alyzed papers, we find that skilled human annotators 

still outperform the ML approaches. Yet, the highly 

automated processes form a rapid and very cost-ef-

fective alternative to human annotators.   

Annotation project leaders therefore find them-

selves in the dilemma of deciding between cost/ef-

fort and label quality. As label quality is directly con-

nected to ML classifier performance (Aggarwal, 

2014), this dilemma is equivalent to the question of 

how much the later performance of an ML artifact is 

allowed to cost. The problem of too elaborate anno-

tation projects or better said the unclearness of the 

cost necessary to create a productive ML artifact is 

still one of the major failing points across the indus-

try (Weber et al., 2022). 

More direct quantitative comparisons between 

human annotators and automated approaches there-

fore would be highly helpful, interesting and relevant 

for ML managers having to decide which way to go 

to annotate training data sets. Unfortunately, most 

automated approaches studied in this review did not 

compare their approaches directly and quantitatively 

to a crowdsourcing project leaving the question 

open, if their approaches are a fair trade between la-

bel quality and effort. This we regard as a research 

gap. 

4.3 Annotating support ticket data sets 

Annotating a support ticket data set holds its 

own special challenges. Other than annotation pro-

jects that involve more general knowledge, like la-

beling every day images or labeling chat messages, 

the most common support ticket classification tasks 

are level-classification, sentiment prediction, or re-

quest escalation prediction (Simon  Fuchs et al., 

2022). All these classification tasks involve high de-

grees of business understanding (Simon  Fuchs et al., 

2022; Simon Fuchs et al., 2022) which probably am-

plifies the gap in label quality between skilled and 

unskilled annotators. In addition, we suspect that the 

responsibilities between different service desk levels 

and divisions are often less obvious than the differ-

ences in more common ML classification tasks. Ad-

ditionally, support ticket data sets are often smaller 

than the large data sets of more mainstream ML data 

sets (Thiée, 2021; Yamaoka et al., 2019). These fac-

tors all increase the impact of label quality on a sup-

port ticket ML classification project. Based on this 

study, we suspect that, especially for smaller compa-

nies, best label quality will be achieved by manually 

annotating the support ticket data set by their support 

agents. However, the combination of automated ap-

proaches like semi-automated Learning Functions 

and Weak Supervision with human annotation and 

its business understanding looks like a promising 

candidate for a good trade-off of label quality and 

labeling effort/cost. Her, more research is needed. As 

we already wrote in section 2, unfortunately there is 

not much research published yet how to best label a 

support ticket data set. We think this is a promising 

topic and call for more research in this particular 

field.  Page 1562



5. Limitations of this Literature Review 
 

We intentionally narrowed the scope of this Lit-

erature Review to the topic of ticket data annotation. 

As explicated above, this excluded literature in 

broader fields of data annotation, even on the cost of 

a smaller generalizability of our results aside the 

field of support tickets. This intentional reduction of 

the paper’s scope is caused by our desire to have (1) 

literature research for our subsequent research on la-

beling a support ticket data set and (2)   

Nevertheless, the practical application of such 

theoretical known solutions to the field of STSs are 

full research projects for themselves. We deliber-

ately only searched scientific databases. This means 

we deliberately excluded google, patent literature or 

other non-scientific publications. This delimitation is 

motivated by the fact that industry solutions are often 

confidential or not detailed enough to understand 

their inner workings. In addition, we created this lit-

erature review to develop and test our own ap-

proaches with full control over it and without being 

stuck to industry tools.  

6. Conclusion  
 

Supervised Machine Learning (ML) heavily de-

pends on the labels of a data set used for training. 

Labeling, also called annotating, a training data set 

is therefore a vital part of many ML projects. This 

gets so far that missing labeled training data is one 

of the major reason ML projects across the industries 

are cancelled. In particular, labeling a support ticket 

data set has its own specialties and challenges. 

We therefore conducted this literature to iden-

tify state-of-the-art approaches to label a support 

ticket data set. A fast finding was that there is not 

much literature specific on support tickets, which is 

why we extended our search on annotating medium-

sized text data in general.  

We found that there are three major lines of an-

notating text data sets: By Crowdsourcing, where 

groups of human annotators label the data points; by 

Learning Algorithms, where mostly Deep Learning 

models with learnable parameters annotate the data 

points; and by Weak Supervision where unexact La-

beling Functions are created to create cheap but 

noisy labels. 

We discuss our findings with special view on the 

question if ML models labeling data for later ML 

training relay systematic errors; the question of the 

balance of label quality vs. project cost/effort; and 

the applicability of the found approaches on support 

ticket data. We highlight the specifications of the ser-

vice desk use case and the relevance of business un-

derstanding in it. We also propose ideas how to ef-

fectively annotate a support ticket data set and iden-

tify research gaps in the present research.      
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