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Abstract 
Zoombombing, the disruptive intrusion into video-

conference events, has emerged as a destructive 

consequence resulting from the wide adoption of 

collaborative technologies. Despite growing attention 

from various disciplines, Zoombombing remains 

underexplored in the field of Information Systems (IS). 

Recognizing Zoombombing as a form of collective 

trolling, we aim to uncover the group-referent intention 

(i.e., we-intention) behind online community members’ 

participation in Zoombombing. Drawing on the social 

identity model of deindividuation effects (SIDE), we 

examined how the two aspects of IT-enabled anonymity 

(i.e., intragroup and intergroup anonymity) exert 

influence on social elements (i.e., social identities and 

online disinhibition), ultimately affecting the we-

intention to engage collectively in Zoombombing. We 

validated our research model with a scenario-based 

survey involving 344 Reddit users. The study contributes 

to the understanding of Zoombombing as a new form of 

online collective trolling behavior from the group-

referent and sociotechnical perspective and provides 

insights for research and practice. 

 

Keywords: Zoombombing, Online Community, We-

intention, Social Identity Model of Deindividuation 

Effects (SIDE), Scenario-based Survey 

1. Introduction 

Zoombombing refers to any practice of disrupting 

video conference meetings by introducing unwanted 

content, often including graphic or threatening 

messages and hate speech (Federal Bureau of 

Investigation, 2020). This online deviant behavior poses 

significant threats to businesses and individuals, 

resulting in privacy and security concerns (Ling et al., 

 
1 In this paper, hereafter “Zoombombing” refers to the organized Zoombombing behavior. 

2021), and potential reputation crises for the entities 

involved (Young 2021). The experiences of 

Zoombombing also lead to severe trauma among 

victims, resulting in serious health issues and even loss 

of life (Lorenz & Alba, 2020). In November 2022, a 

Chinese teacher tragically died after her online 

classroom was invaded by a group of uninvited users 

who disrupted the class by playing loud music and using 

abusive language (Yin, 2022). 

The increasing popularity of online communities 

provides fertile ground for individuals to engage in 

Zoombombing campaigns (Elmer et al., 2021; 

Nakamura et al., 2021). Studies have found that 

Zoombombing is more likely to be orchestrated by mobs 

instead of a single attacker, and the coordination of 

Zoombombing activities is notably prevalent on online 

platforms like Reddit, 4chan, and Discord (Elmer et al., 

2021). Typically, Zoombombing occurs when meeting 

IDs are unrestrictedly shared in online communities – 

sometimes by the intended participants of the event. 

According to Ling et al. (2021), an organized 

Zoombombing process involves four phases: call for 

attack, coordination, delivery, and harm. Specifically, in 

the call for attack phase, a group member initiates 

attacks on Zoom meetings by posting a thread with 

detailed meeting information on an online community. 

The thread created by the member then serves as a 

central place where potential Zoombombers gather and 

coordinate their attacks. During the delivery phase, 

Zoombombers join the meeting and disseminate 

offensive content to interrupt or even halt the official 

event. The harmful process is facilitated through the 

strategic exploitation of Zoom’s technological 

capabilities, including features like screen-sharing, 

annotation, chat box, and virtual backgrounds. 

Given the severe threat of Zoombombing 1 , the 

existing literature has recognized this phenomenon as a 
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new form of online trolling (e.g., Hacker et al., 2020). 

However, the prevailing discourse predominantly 

centers around its prevalence and characteristics (Elmer 

et al., 2021; Lee, 2022; Ling et al., 2021). Limited 

attention has been directed towards uncovering the 

underlying motivations behind this behavior. More 

specifically, a notable gap remains in our understanding 

of why and how groups of individuals engage in such 

online deviant behavior facilitated by information 

technology. Understanding the group dynamics of 

Zoombombing is imperative, as such collective trolling 

behavior holds a greater menace and sometimes can be 

weaponized for racial harassment and the proliferation 

of hate speech (Nakamura et al., 2021). In addition, 

delving into enabling IT characteristics is meaningful to 

enrich the online trolling literature and steer future 

interventions, given the integration of technologies 

allows cyber mobs to assemble swiftly and execute 

aggressively (Friedberg et al., 2020).  

In this regard, this study examines the collective 

intentions (i.e., we-intention; Bagozzi, 2000; 2007) 

behind Zoombombing from a sociotechnical 

perspective (Sarker et al., 2019). Accordingly, we 

propose the two research questions: 

RQ1: Why do members of an online community 

form a collective intention to participate in 

Zoombombing?  

RQ2: How do the technical and social factors 

facilitate this collective trolling behavior? 

2. Theoretical Background 

2.1. Zoombombing  

Initially observed during the COVID-19 pandemic 

when numerous institutions transitioned to online 

activities, Zoombombing has emerged as a new form of 

online trolling (Elemer et al., 2021; Hacker et al., 2020). 

While it shares some similarities with traditional online 

trolling – the deliberate, antisocial, and provocative 

behavior aimed at upsetting others (Li et al., 2022) – 

Zoombombing exhibits distinct characteristics that 

differentiate itself from its online trolling counterpart.  

First, Zoombombing is often characterized by well-

organized and group-coordinated efforts across multiple 

platforms (Elmer et al., 2021; Lorenz & Alba, 2020; 

Ling et al., 2021; Nakamura et al., 2021). For instance, 

Elmer et al. (2021) discovered that approximately 

41.5% of Zoombombing instances showcased a mob-

like raid, where numerous users chaotically infiltrated a 

Zoom event. Furthermore, the authors also found that 

this deviant behavior unfolds across multiple platforms. 

Zoombombers gather in online communities, launch 

attacks on Zoom, and then share the attack videos on 

platforms like YouTube. Second, Zoombombing 

extends beyond mere pranks conducted by Internet 

trolls to involve the dissemination of harmful content 

and hate speech that disproportionately targets specific 

groups of people (Nakamura et al., 2021). Nakamura 

and colleagues (2021) found that Zoombombing 

exhibits different patterns in relation to races and 

genders, with Black communities frequently being 

targeted. Third, the technical elements afforded by 

video-conferencing platforms distinguish 

Zoombombing from other forms of online trolling that 

typically occur on social networking sites. Specifically, 

Zoombombers exploit collaborative sharing features to 

disrupt a meeting by sharing unwanted content in 

multiple types, including text, video, or audio 

(Friedberg et al., 2020).  

Existing Zoombombing research has primarily 

consisted of exploratory studies focusing on its 

prevalence and characteristics (Elmer et al., 2021; Lee, 

2022; Ling et al., 2021), the response of Zoom (Young 

2021), and the reporting behaviors of victim (Lee & 

Jang, 2023). However, there is a lack of theory-guided 

empirical studies, explaining Zoombombing as a well-

organized collective trolling behavior. To gain insights 

into the collective intentions behind Zoombombing, we 

identified it as a distinct form of online collective 

trolling occurring across various online platforms, 

characterized by an organized group effort targeting 

out-group members (or people with opposite 

views/opinions on certain topics) using trolling tactics 

and behaviors (Sun & Fichman, 2020). 

2.2. Online Communities and We-intention  

Online communities consist of geographically 

distant individuals with shared interests, forming 

extensive virtual groups where members may not be 

personally acquainted or easily identifiable (Sproull & 

Arriaga, 2007). These virtual forms of communities 

play a crucial role in providing individuals with 

supportive information through networking and sharing 

(Li et al., 2022). For example, Reddit, with 

approximately 57 million daily active users, serves as 

the hub for discussions and information sharing in 

communities organized around specific interests (i.e., 

subreddits). Within these communities, like-minded 

individuals gather and communicate (Li et al., 2022). 
Such a cohesive group resembles the notions of in-group 

(“us”) and out-group (“them”) specified in the social 

identity theory (Tajfel et al., 1971). An in-group is a 

social category that individuals identify themselves with 

and perceive themselves as members, whereas an out-

group represents a social group that individuals are not 

part of (Tajfel et al., 1971).  

We-intention refers to “a commitment of an 

individual to participate in joint action [that] involves an 
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implicit or explicit agreement between the participants 

to engage in that joint action” (Tuomela, 1995, p. 2). 

Different from I-intention, which emerges from an 

individual’s independent intent, the we-intention hinges 

upon mutual understanding in which the group works 

together toward a collective goal (Cheung & Lee, 2010). 

Moreover, we-intention is rooted in a shared 

commitment wherein individual members mutually 

agree to participate, assuming that other in-group 

members will engage in similar acts (Tuomela, 1995).  

In this study, recognizing Zoombombing as a collective 

behavior instead of an individual-based action, we argue 

that the concept of we-intention is appropriate for better 

capturing the group dynamics behind this emerging 

form of online deviant behavior. 

2.3. Social Identity Model of Deindividuation 

Effects (SIDE)  

The SIDE model is a general framework for 

understanding media effects on online group behaviors 

and their social psychological processes, particularly 

with regard to essential IT-enabled features (e.g., 

anonymity) associated with new media (Chan et al., 

2022; Spears, 2017; Spears & Postmes, 2015). 

Grounded in social identity theory (Tajfel & Turner, 

1986) and self-categorization theory (Turner et al., 

1987), the SIDE model offers insights into how 

technological features interact with social features and 

affect the social psychological processes and outcomes 

(Spears & Postmes, 2015).  

The SIDE model highlights two key aspects of IT-

enabled anonymity: “anonymity of” and “anonymity 

to”, which generates two central effects of SIDE, 

namely the cognitive effect and the strategic effect. 

According to Spears and Postmes (2015), the cognitive 

dimension of SIDE proposes that anonymity (of/within 

the in-group) enhances the salience of social identity, 

which is the self-awareness of group membership and 

the emotional and evaluative value of the attachment 

(Tajfel, 1978). The strategic dimension of SIDE 

contends that anonymity (to the out-group) may reduce 

social accountability to out-group members, allowing 

in-group activities that might otherwise be sanctioned or 

penalized by the out-group (Spears, 2017).  

In the context of our research, anonymity aptly 

captures the dynamic representation of online groups. 

When group members participate in Zoom events, they 

have the ability to manipulate technology designs (e.g., 

virtual backgrounds, usernames, and profiles) to convey 

diverse cues related to personal and social identity. 

Informed by the SIDE model, we further conceptualized 

the two aspects of anonymity as intragroup anonymity 

(i.e., anonymity of the in-group) and intergroup 

anonymity (i.e., anonymity to the out-group) to better 

investigate the group-referent distinctions in the in-

group and out-group context, respectively. Adopting a 

sociotechnical perspective, we aim to examine how 

anonymity influences the we-intention to participate in 

Zoombombing through the perceptions of social identity 

(i.e., the cognitive mechanism of SIDE) and online 

disinhibition – a state of reduced restraint and increased 

comfort in online behavior when one is situated with in-

group members (i.e., the strategic mechanism of SIDE). 

Table 1 presents the definitions of the core constructs in 

this study. 
Table 1. Core Constructs and Definitions

 

3. Research Model and Hypothesis 

Development  

Figure 1 depicts the research model. Following the 

SIDE model, we develop a research model explaining 

online community members’ we-intention to engage in 

Zoombombing.  

 
Figure 1. Proposed Research Model 

3.1. Cognitive Dimension of SIDE: Intragroup 

Anonymity and Perceived Social Identity 

The cognitive dimension of the SIDE model 

explains how distinctive IT-enabled features “affect the 

salience and operation of a particular identity” through 

depersonalization (Spears & Postmes 2015, p. 33). 

Depersonalization refers to the tendency to see others as 

interchangeable group members (“us” in this sense) 

because individual identities and intra-group differences 

are obscured under the anonymous condition (Turner et 

al., 1987). In this regard, individuals in a group-based 

anonymous online environment may experience a 

Page 6068



 

 

switch from individual identity to social identity, 

thereafter forming an enhanced awareness of the crowd 

by sharing their identity and acting in group norms 

(Spear & Postmes, 2015; Turner, 1982).  

In video-conferencing platforms such as Zoom, 

users typically have limited access to personal 

information about others and in-group members often 

share similar symbols in their names or profile pictures, 

resulting in difficulties for them to recognize one 

another. The lack of individuating information makes 

members see other in-group members as 

interchangeable, thereby encouraging a more salient 

social identity and a stronger sense of belonging. This 

enhanced connection to the group can lead to increased 

social influence, group awareness, or even group 

polarization. Furthermore, individuals are more likely to 

conform to group decisions in social interactions in 

order to maintain their membership as part of the in-

group (Spears & Postmes, 2015). In the context of 

Zoombombing, we argue that the perception of social 

identity is a significant factor that influences community 

members to adhere to the group norm and engage in 

collective trolling behaviors. Previous empirical 

evidence has also indicated that the increased social 

identity within a group further promotes the inclination 

of members to stereotype out-group members as 

enemies, thereby facilitating we-intention to engage in 

collective actions (Cheung & Lee, 2010; Li et al., 2022). 

Thus, we proposed as follows:  

H1. Intragroup anonymity is positively associated 

with online community members’ perception of social 

identity. 

H2. Perceived social identity is positively 

associated with online community members’ we-

intention to participate in Zoombombing. 

3.2. Strategic Dimension of SIDE: Intergroup 

Anonymity and Perceived Online Disinhibition 

 The strategic dimension of the SIDE model 

explains how IT-enabled features “affect the ability to 

express identities in line with norms that might be 

sensitive to surveillance by the audience” (Spears & 

Postmes 2015, p. 33). Specifically, the structural IT 

features can offer strategic advantages when computer-

mediated communication medium makes individuals 

less identifiable to out-group, for example, to non-group 

members and/or powerful authority (Spears, 2017). 

Previous studies have suggested that one of the major 

strategic advantages generated by communication 

technologies is perceived online disinhibition (Li et al., 

2022). Online disinhibition is defined as in-group 

members’ paucity of restraint when communicating 

with others online (Li et al., 2022; Suler, 2004). This 

perception of online disinhibition has been recognized 

as one of the key factors resulting in collective deviant 

behaviors in the online environment (Cheung et al., 

2021; Li et al., 2022). 

In the context of a Zoom event, participants can 

control their visibility through Zoom’s built-in functions 

such as turning off their webcams, using a generic 

username, or utilizing symbols in their profile pictures 

that are only recognizable to in-group members. In this 

regard, we argue that when in-group members are 

afforded anonymity and remain unidentified to out-

group members during a Zoom event, they experience 

diminished inhibitions and restraints. Furthermore, the 

surroundings by other like-minded members create a 

psychologically safe state for actively expressing their 

shared opinions or values, thereby enhancing the 

collective intention (i.e., we-intention) to participate in 

Zoombombing. We put forward the following: 

H3. Intergroup anonymity is positively associated 

with online community members’ perception of online 

disinhibition. 

H4. Perceived online disinhibition is positively 

associated with online community members’ we-

intention to participate in Zoombombing.  

4. Research Method 

We developed an anonymous online questionnaire 

and employed the hypothetical scenario method to test 

our research model. This technique allows respondents 

to make decisions based on vignettes depicting fictitious 

characters in hypothetical contexts (Weber, 1992). In 

the field of IS, the scenario method has been widely used 

to assess various sensitive and ethical issues, such as 

security policy violations (Siponen & Vance 2010), 

computer abuse (D’Arcy et al., 2009), and 

cyberbullying (Chan et al., 2022). Conducting a 

scenario-based survey offers several advantages. First, 

it helps mitigate the challenge of respondents 

concealing their true intentions and providing socially 

desirable responses when directly questioned (Trevino, 

1992). Second, the scenario method ensures consistent 

contextual details across respondents, enhancing the 

analysis and interpretation of their decision-making 

situations (Alexander & Becker, 1978).  

4.1. Scenario Design  

We designed the scenario based on real-world news 

reports from reputable sources, such as the New York 

Times (e.g., Lorenz & Alba, 2020). The scenario 

description was further refined after receiving valuable 

feedback from six social science researchers. In the 

questionnaire, participants were presented with a textual 

description and a virtual image depicting a hypothetical 

Zoombombing scenario. This scenario involved Alex 
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and several members from their subreddit who 

infiltrated a Zoom event hosted by a rival group. They 

engaged in disruptive behaviors, including broadcasting 

noise and sharing offensive content, ultimately leading 

to the premature termination of the event.  

A pre-test was conducted to further evaluate the 

scenario design. In the pre-test, we conducted an online 

survey via Prolific, a data collection service offering 

reliable, diverse, and high-quality data (Eyal et al., 

2022). The target sample consisted of worldwide Zoom 

users, and we pre-screened participants who have rather 

high weekly electronic device usage (i.e., at least an 

hour per day). Participants were asked to evaluate the 

naturalness of the scenario and rate it in terms of 

realism, arousal, hurtfulness, and valance on a 7-point 

Likert scale (1=Strongly disagree to 7=Strongly agree) 

(Chan et al., 2022). In total, we collected 130 valid 

responses: 43.1% (n=56) were male, 56.1% (n=73) were 

female, and 0.8% (n=1) were transgender. The median 

age of the participants was 26 and most of the 

participants were aged between 20-26 (56.9%, n=74). 

Among all participants, 41.5% (n=54) used Zoom for 

more than one hour a day. The statistical results (Mean 

(SD) indicate that the hypothetical Zoombombing 

scenario is perceived as realistic (5.32 (1.028)), highly 

arousal (6.1 (1.133)), hurtful (6.3 (0.929)) and negative 

(6.59 (0.712)). Qualitative responses from the open-

ended question also demonstrated that most of the 

participants found the scenario offensive and considered 

it Zoombombing. Overall, it is suggested that 

participants had no difficulty recognizing the scenario 

as “Zoombombing” and felt natural and easy to 

understand what happened in the scenario. 

4.2. Instrument Development  

We developed new measurement instruments for 

our independent variables – the two aspects of 

anonymity, namely Intragroup anonymity (TRA) and 

Intergroup anonymity (TER). Adopting the classic 

approach proposed by Moore and Benbasat (1991), we 

carried out a three-phase instrument development 

process including (1) item creation, (2) scale 

development, and (3) instrument testing. A considerable 

number of IS studies (e.g., Cheung et al., 2020) have 

followed this procedure and added to the repository of 

rigorous research scales as expected. In the item creation 

phase, we created an initial pool of 16 items following a 

two-step procedure (Belk, 2014). First, we collected 

relevant items from the existing anonymity literature 

with slight modifications to fit the current context of the 

in-group and out-group. Second, we generated new 

items based on the definitions of our focal constructs. In 

the scale development phase, we conducted card-sorting 

involving a panel of three experienced social science 

researchers and three laymen. We removed two items 

and modified the wording based on the card-sorting 

results and qualitative feedback toward the items. A 

total of 14 items measuring TRA and TER were 

retained. For other focal constructs, we adapted 

previously validated items to measure them, with slight 

modifications to fit our current context. Table 2 details 

the measurements. All the constructs were 

operationalized as reflective, and the items were 

measured on a 7-point Likert scale. To detect the social 

desirability bias and common method bias, we included 

the Marlowe-Crowne social desirability scale 

(Reynolds, 1982) and a theoretically unrelated construct 

“Organizational Commitment” (Herath & Rao, 2009), 

as the marker variable.  
 

Table 2. Measurements 

 
To examine the initial reliability of the measuring 

items and evaluate the flow and clarity of the revised 

questionnaire, we tested the preliminary version of the 

full survey instrument within a panel of six social 

science researchers and considered their comments and 

feedback in preparing the final version of the 

questionnaire. We then conducted a pilot test involving 

71 Zoom users recruited from Prolific. We calculated 

Cronbach’s alpha (α) and composite reliability (CR) of 

all the measurement instruments in assessing the 

reliability of the initial measurements. All items met 

excellent internal consistency with α and CR values for 

all constructs were greater than 0.70 (Hair et al., 2019). 

Therefore, all 31 items remained for the next round of 

testing. We then conducted exploratory factor analysis 

(EFA) in SPSS 29.0.0.0 to further assess the validity of 

the scale. All 31 items were subject to EFA. We applied 

principal component analysis with EQUIMAX rotation 

to these items, with 86.04% total variance explained. All 

items were loaded on the target construct. Based on Hair 

et al (2019)’s guidance, our acceptable range for factor 

loading is 0.708. Therefore, we deleted the first two 

items measuring perceived online disinhibition. We 

retained all 14 items measuring TRA and TER. As a 

result, 29 items remained, and the revised questionnaire 

was also ready for a larger sample of data collection. 
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4.3. Data Collection and Sample 

Characteristics 

Like the pre-test and pilot test, we recruited our 

field test samples from Prolific. Our sample included (1) 

Zoom users and (2) Reddit users who were members of 

interest communities (i.e., subreddits) where online 

trolling had been common. Following the pre-screening 

procedure in Prolific, participants who met our study’s 

criteria were invited to our online questionnaire 

published via the online survey platform QuestionPro. 

Reddit is suitable for the current study as its extensive 

user-created subreddits, commitment to internet 

anonymity, and large user base. It offers a representative 

research setting to explore online collective trolling 

behaviors. Reddit has been selected as the research 

setting for several Zoombombing exploratory studies 

and other studies of online collective deviant behaviors 

(Li et al., 2022). The sample was recruited exclusively 

from the United States to ensure consistency in the laws 

and norms regarding social networking platforms 

(Lowry et al., 2016).  

The final version of the questionnaire contained 

four parts. First, participants were asked to specify one 

subreddit that they feel most belonged to. We verified 

the existence of the subreddits by conducting random 

searches using their exact names. Second, participants 

were presented with a hypothetical scenario and 

answered questions related to our main constructs and a 

marker variable. Third, several open-ended questions 

were included to collect more background information, 

such as whether they heard of, witnessed, or participated 

in a similar scenario and the likelihood of engagement 

in the future. The final section collected demographic 

information and included questions about social 

desirability. To increase data validity, we randomized 

the order of the questions and included six attention-

check questions across sections. Responses were 

manually reviewed and participants who completed the 

questionnaire and passed our attention check got 1.5 

GBP (around 2 USD). A total of 554 participants 

attempted the survey, 424 passed the pre-screening 

questions, and 348 of them completed the entire 

questionnaire. Four participants were removed from the 

data set because they (1) failed more than one attention-

check question or (2) finished the questionnaire too fast. 

This resulted in 344 valid responses. Table 3 details the 

profiles of respondents. 

5. Data Analysis and Results  

We employed partial least squares structural 

equation modeling (PLS-SEM) to test the research 

model. The PLS approach is appropriate for this study 

because it works well in testing a theoretical framework  

Table 3. Profiles of Respondents 

 

from a prediction perspective and can be used for data 

that are not normality distributed (Hair et al., 2019). 

Following Hair et al (2019)’s two-step analytical 

approach, we tested the measurement model to ensure 

the reliability and validity of the measures, followed by 

examining the structural model. The SmartPLS 4 

software package was used for the data analysis. 

5.1. Measurement Model 

We evaluated the reliability, convergent validity, 

and discriminant validity of the measurement items. To 

assess the internal consistency of the measurement 

items, we used Cronbach’s alpha (α) and composite 

reliability (CR). As shown in Table 4, Cronbach’s alpha 

and CR values for all constructs are higher than 0.7, 

demonstrating good internal consistency (Hair et al. 

2019). The convergent validity was tested by (1) 

assessing the average variance extracted (AVE), which 

also exceeds the threshold of 0.5 (Hair et al. 2019); and 

by (2) examining the item loadings on the theoretically 

assigned constructs, which are all higher than 0.7 (Hair 

et al., 2019). The results indicated a high degree of 

convergent validity. To assess the discriminant validity, 

we applied three criteria: (1) the square root of the AVE 

for each construct, (2) the heterotrait–monotrait ratio of 

correlations (HTMT) among constructs, and (3) the 

cross-loading of measurement items. As shown in Table 

5, the square root of the AVE for each construct exceeds 

its correlation coefficients with others (Hair et al., 

2019). The HTMT values for all the constructs, ranging 

from 0.298 to 0.819, are below the threshold of 0.85, 

and all items load higher than 0.7 on their corresponding 

constructs (Hair et al., 2019). The results provided 
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evidence of a good discriminant validity of our 

measurement items. We then calculated the variance 

inflation factor (VIF) to assess multicollinearity. The 

results revealed that multicollinearity is not a severe 

issue as the VIF values, ranging from 1.236 to 2.939, are 

below the threshold of 3.3 (Kock & Lynn, 2012). We 

also tested common method bias (Podsakoff et al., 

2003). First, the Harman's one-factor results indicated 

the first factor accounted for 45.9% of variance, not 

exceeding the 50% threshold. Second, correlations 

between the marker variable and focal constructs were 

also minimal, ranging from -0.012 to 0.037. Thus, the 

common method bias had minimal impact on this study. 
 

Table 4. Psychometric Properties of the 
Measurement Items 

 

Table 5. Correlation Matrix 

5.2. Structural Model  

A bootstrap with 5000 resamples of the data was 

performed to test the significance levels of the path 

coefficients (Hair et al., 2019). Figure 2 shows the data 

analysis results. As expected, all of the four hypotheses 

were supported. The results revealed that the intragroup 

anonymity was positively associated with perceived 

social identity (β = 0.301, p < 0.001), and the latter was 

also positively correlated with the we-intention to 

participate in Zoombombing (β = 0.400, p < 0.001). In 

terms of the strategic dimension, the results showed that 

intergroup anonymity was positively associated with 

perceived online disinhibition (β = 0.423, p < 0.001), 

which was also positively associated with the we-

intention to participate in Zoombombing (β = 0.131, p < 

0.05). We also examined the effects of major 

demographic factors. We found that the size of online 

community was negatively associated with the we-

intention to participate in Zoombombing (β = -0.394, p 

< 0.05). Other demographic variables including age, 

gender, and Zoom experience had no statistically 

significant effect on we-intention to Zoombombing. 

Overall, the model explains 24.8% of the variance in the 

we-intention to participate in Zoombombing, with 9.1% 

of the variance in social identity and 17.7% of the 

variance in online disinhibition. To measure the model’s 

predictive relevance, we also calculated the Q squares, 

which were all above zero for the dependent variables.  

 
Figure 2. Results of the Research Model 

6. Discussion  

6.1. Key Findings  

Our data analysis results illustrated the relevance of 

the SIDE model in explaining Zoombombing behavior. 

Specifically, we examined how the two types of 

anonymity predict the collective action through two 

major mechanisms of the SIDE model: cognitive 

mechanism and strategic mechanism. The intragroup 

anonymity was positively associated with perceived 

social identity, which positively affected we-intention to 

engage in Zoombombing (i.e., the cognitive 

mechanism). We also found that intergroup anonymity 

was positively correlated to perceived online 

disinhibition, which influenced online community 

members’ we-intention to participate in collective 

trolling behavior (i.e., the strategic mechanism).  

To further investigate we-intention to participate in 

Zoombombing, we explored the roles of major 

demographic factors. We found that group size had a 
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significant negative influence on members’ 

participation in Zoombombing. In other words, 

members in a larger community (i.e., subreddits in our 

study) are less likely to form we-intention to engage in 

Zoombombing. One possible reason is that it becomes 

more difficult to ensure cohesion and consensus among 

members as the group size increases. This can lead to 

decreased commitment and coordination, potentially 

reducing the intention to participate in collective 

behavior. Some qualitative feedback from respondents 

provides supportive evidence. For example, one 

respondent indicated that “…the subreddit I named is a 

very large one, I think it would be difficult to get 

all/many of the members to agree to do something like 

this.” Similarly, another respondent wrote: “…it is a 

very huge group… even if there was a chance, it would 

have to be a subgroup of a subgroup to participate…”. 

6.2. Theoretical Implications 

The current study makes several theoretical 

contributions. First, our study enriches the 

understanding of Zoombombing, an emerging deviant 

behavior resulting from the widespread use of video 

conference platforms (Elmer et al., 2021; Ling et al., 

2021; Nakamura et al., 2021). As one of the first IS 

studies on this phenomenon, we extend the existing 
Zoombombing literature by conceptualizing this well-

organized adversarial behavior as a novel form of online 

collective trolling. By approaching Zoombombing from 

the perspective of group-referent intentional action and 

drawing on the SIDE model, we emphasized the unique 

role of Zoom-enabled IT features (i.e., anonymity) and 

how they interact with social features (i.e., social 

identities and online disinhibition), providing a rich 

understanding of the phenomenon from a sociotechnical 

perspective. By empirically exploring this 

underexplored online trolling behavior in terms of 

collective intention, IT facilitation, and harmfulness, 

our research also broadens the current online trolling 

literature (e.g., Sun & Fichman, 2020).  

Second, our study contributes to the advancement 

of the SIDE model. By contextualizing the SIDE model 

in the video-conferencing context, we extend its 

application beyond the original grounding in text-based 

computer-mediated communication (Spears & Postmes, 

2015). We, therefore, offer insights for future research 

into applying the SIDE model in diverse communication 

contexts. Besides, we take a nuanced approach to 

conceptualize and operationalize anonymity, capturing 

the distinct online representation within and between 

groups informed by the SIDE model. Anonymity has 

long been recognized as a complex construct and has 

been operationalized in various ways in prior research 

(Chan et al., 2022; Li et al., 2022; McLeod, 1997; 

Pinsonneault & Heppel, 1997). However, none of these 

approaches specifically tackle the crucial group-referent 

difference that is essential for understanding collective 

behavior. In line with the rigorous IS paradigm, we have 

developed a set of 14 items to operationalize both 

intragroup anonymity and intergroup anonymity, 

addressing the call to investigate the differential impact 

of anonymity on collective actions (Li et al., 2022). 

Third, our research furthers IS discourses regarding 

we-intention on underexplored online deviant behavior. 

Although numerous IS studies have employed the 

concept of we-intention to examine group-referent 

intentional behavior in multiple online contexts 

(Cheung et al., 2011; Cheung & Lee, 2010), there exists 

a scarcity of research exploring negative online 

behaviors, with only a handful of exceptions (e.g., Li et 

al., 2022). The current study informed this stream of 

“dark side” of technology use research by delving into a 

new form of online deviant behavior that may cause 

traumatic consequences.  

6.3. Practical Implications 

Our research offers practical insights for multiple 

market players. First, video-conferencing platforms 

have the potential to adjust their built-in features to 

manipulate the perceived anonymity in general, which 
plays a fundamental role in shaping we-intention to 

participate in Zoombombing. For instance, Zoom could 

ask for more customizable information to be displayed 

on users’ Zoom profiles (e.g., gender, location, Zoom 

experience) so that more individuating information can 

be obtained by users, reducing the formation of salient 

social identity. Zoom could implement measures such 

as requesting users to provide additional personal 

information (e.g., email address, name, phone numbers) 

when joining a meeting on the basis of protecting their 

privacy. By doing so, users may feel less disinhibited 

and more accountable for conducting deviant behavior.  

Second, as Zoombombing is a well-organized effort 

that needs coordination across platforms, online 

community owners should also take measures to prevent 

users from taking advantage of the platform’s 

anonymous nature in initiating such attacks (Chan et al., 

2022). Strict platform-wide rules should be 

implemented to restrict content related to 

Zoombombing and similar activities. Notably, on 

Reddit, the r/ZoomRaidCodesActive community 

remains active, with members continuously sharing 

Zoom codes and organizing Zoombombing incidents.  

Lastly, for business sectors or groups vulnerable to 

Zoombombing, the current study also offers insights for 

them to prevent such deviant behavior beforehand. For 

example, they can utilize function configurations that 

de-anonymized participants, such as restricting meeting 
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participants to signed-in users only and disabling name 

and profile changes during meetings. 

6.4. Limitations and Future Research 

Directions 

Our study is subject to some limitations. First, while 

we aimed to create a realistic scenario based on news 

reports, it is important to note that vignettes may not 

fully capture the complexity of real-world 

Zoombombing incidents. Future research could employ 

scenario-based methods that introduce variations across 

different conditions to explore the nuances of this 

phenomenon more comprehensively. Second, our 

research model was tested using samples from the 

United States, gathered from a single social platform, 

Reddit. Future studies can benefit by testing the model 

in different online communities and cultural 

backgrounds for more generalized findings. Third, our 

study primarily focused on testing the SIDE model. 

Future research could investigate the potential boundary 

effects of unique technical features in video 

conferencing platforms, such as webcams and virtual 

backgrounds. For example, the visibility of other 

participants and factors such as uniformity in names, 

virtual backgrounds, or profile photos may influence the 

perception of social identity and online disinhibition 

among in-group and out-group members. Finally, while 

Zoombombing extends across platforms, our research 

primarily concentrated on its manifestation within video 

conferencing platform. It would be interesting if future 

research can delve into this coordinated behavior from a 

cross-platform perspective. Investigating the dynamics 

of cross-platform group interactions within online 

communities and videoconferencing platforms could 

offer fresh insights into and a more comprehensive 

understanding of the phenomenon. 

7. Conclusion 

As one of the first IS studies examining 

Zoombombing, our research enhances the scientific 

understanding of Zoombombing as a group-referent and 

sociotechnical phenomenon. Drawing on the SIDE 

model, we provided a research model to explain online 

community members’ we-intention to engage in 

Zoombombing. Our findings indicate the roles of two 

unique aspects of IT-enabled anonymity in affecting 

social elements, the latter predicting the we-intention to 

participate in Zoombombing. These findings also 

provide practical implications for video-conferencing 

platforms, online communities, and organizations to 

prevent the destructive phenomenon. 
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