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Abstract 
AI-powered digital characters (i.e., AI agents) are 

expanding their scope of application to various fields. 
However, research on the key factors influencing AI 
users’ attitude is insufficient. This study investigates the 
role of machine learning (ML) performance (as the 
behavioral/ intelligence realism of AI agents) in 
determining users’ trust. The study further investigates 
the interaction role of different forms of digital 
character (as the form realism of AI agents) in the 
relationship between ML performance and trust. The 
findings achieved from an experimental setting provide 
a novel understanding of human-AI interaction, expand 
academic understanding of AI anthropomorphism, and 
suggest new research directions for AI-powered digital 
characters. The results will also guide business 
practitioners in developing various AI services. 
Keywords: artificial intelligence, machine learning, 
digital characters, avatar, digital human, trust 

1. Introduction  

In the past, AI-powered digital characters, the live 
entities that resemble humans in terms of their shape, 
characteristics, and expression (Miao et al., 2022; Silva 
& Bonetti, 2021), were mainly active in one-way media 
such as TV and movies. But now, their presence has 
expanded into various fields such as interactive 
education and training, counseling, influencer 
marketing, and customer service, and the scope of their 
applications is increasing further. For example, in South 
Korea, major banks, including Shinhan Bank, Kookmin 
Bank, and NH Bank, are applying AI-powered digital 
characters to their customer services and transactions 
such as withdrawal and transfer services1. And MBN 

 
1 Regarding the AI Banker, refer to 
https://www.etnews.com/20220106000066 
2 Regarding the AI Reporter, refer to 
https://newsis.com/view/?id=NISX20220218_0001764880&cID=10
701&pID=10700 
3 Regarding the SUA, refer to https://news.sktelecom.com/181683 

has produced and organized news within 1-2 minutes 
with digital humans who learned from real news 
anchors2. 

Digital characters are defined as digital entities 
with an anthropomorphic appearance that can be 
controlled and interacted with by humans or software 
(Miao et al., 2022). They are characterized as a life-like 
being powered by artificial intelligence (AI) and capable 
of conversation (Silva & Bonetti, 2021). They can be 
categorized into different types such as avatar and 
digital human based on their level of human-like realism 
(Seymour et al. 2021; Silva and Bonetti, 2021). While 
an avatar is frequently presented as an animated 
character equipped with human behaviors, a digital 
human is characterized as a living entity that resembles 
an actual person. Unlike an avatar, a digital human can 
generate an illusion that it is a human (Terry, 2018). 

Recently, the digital humans have become more 
applicable to various contexts with various purposes. 
For example, they are used as an interface for automated 
chatbots to enhance communication with consumers 
(e.g., SK Telecom’s digital human SUA 3 ). Digital 
humans are also used for entertainment purposes (e.g., 
digital human Rozy4 as an AI influencer and the RINA5  
as an AI singer) and for representation of specific 
professions (e.g., the LUI6 as an AI poet). Likewise, 
digital humans (and also avatars) are actively used 
already in real-life services and will be more applied to 
various contexts. For example, NVIDIA launched 
NVIDIA Omniverse Avatar, an AI assistant creation 
platform that can be customized for various industries. 
However, our understanding of human users’ feeling or 
reactions to digital characters are blurred yet.  

Extant studies on other types of cognitive agents 
like service robots have been mostly carried out in the 

4 Regarding the Rozy, refer 
tohttps://www.tatlerasia.com/style/fashion/rozy-virtual-influencer-
south-korea 
5 Regarding the RINA, refer to https://biz.chosun.com/it-
science/ict/2022/03/29/TA7MOITASZA45HWUMZGV5SARN4/ 
6 Regarding the LUI, refer to 
https://www.aitimes.kr/news/articleView.html?idxno=27343 
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field of human-robot interaction (HRI), focusing on 
their physical features and the uncanny valley effect 
(Mori et al., 2012). Particularly in the service robot 
research, the anthropomorphism of robots has been 
considered a critical factor in shaping consumer 
attitudes and behaviors. However, due to the 
technological limitations of service robots, it has been 
found that human-like robots do not cross the uncanny 
valley curve and bring discomfort to people.   

In the case of digital humans implemented in the 
virtual space, there is almost no difference in appearance 
from real humans. Seymour et al. (2022) distorted the 
appearance of a digital human to form its five different 
variations and studied changes in consumers' attitudes 
toward the different forms. Although respondents 
recognized the difference in the formation of the digital 
human, it was confirmed that the difference does not 
affect their affinity, trustworthiness, and intention to 
purchase, indicating that the uncanny valley effect may 
not apply to the digital humans (or digital characters in 
general). Hence, we may need a new approach or 
perspective in understanding the relationship between 
human users and AI-powered digital characters.     

Miao et al. (2022) proposed two-dimensional 
taxonomy of digital agents: form realism and behavior 
realism. Form realism is about the anthropomorphic 
aspect of digital agents, while behavioral realism is 
about the actions performed by digital agents. In the 
case of AI-powered digital characters, the behavioral 
realism is mainly about their intelligent behaviors. 
However, most of the prior studies have focused on the 
physical appearance of digital agents as their form 
realism (Seymour et al., 2022; Seymour et al., 2021). 
Thus, the behavioral realism, especially about the 
intelligent behaviors or capabilities of digital agents, 
have seldom been discussed, which calls for research on 
multi-dimensional perspective for further understanding 
of digital agents.   

To fill these research gaps, this study explores the 
interaction effects of machine learning (ML) 
performance and digital character type on consumer 
trust. According to Mayer et al. (1995), trust can be 
defined as “the willingness of a party to be vulnerable to 
the actions of another party based on the expectation that 
the other will perform a particular action important to 
the trustor, irrespective of the ability to monitor or 
control that other party” (p. 712). As AI systems become 
an important social actor, such a trustworthy 
relationship has achieved a significant attention relating 
to the interaction between human users and AI systems 
in the recent IS literature (e.g., Lee et al., 2021). Hence, 
it will be important and useful to answer the following 
question through this study:  
RQ: How do the digital character type and the ML 
performance level interactively affect consumer trust? 

To answer this research question, this study 
employed an experimental research method to 
investigate whether and how two types of digital 
character (i.e., caricature avatar and digital human) and 
three levels of ML performance (low, mid, and high) 
interact to form consumer trust.  

This study will expand academic 
understanding of human-AI (HAI) interaction and AI-
powered digital characters (AI agents) by revealing the 
interaction effects of two factors on consumer trust. The 
results of the study will guide developers of AI services.          

2. Literature review 

2.1 The uncanny valley and digital characters 
In the 1970s, Mori's uncanny valley theory 

developed as a nonlinear response to realism in robotics 
research. The theory states that the user’s affinity 
increases when a robot resembles a human. however, 
when a robot’s form is almost identical to a human’s, a 
feeling of uncanniness is aroused, and the user’s affinity 
drops dramatically. However, the theory also states that 
if the robot resembles a healthy human in a significantly 
realistic manner, it will cross the valley and reach the 
highest level of affinity. 

Recently, this theory has been expanded to digital 
human avatars used in virtual reality and augmented 
reality technology—a digital human is an avatar with 
human-like features and behavior (Miao et al., 2022; 
Silva & Bonetti, 2021). Digital characters such as 
avatars are attracting commercial interest through 
theorizing and evaluating the notion of “crossing the 
uncanny valley”, and several studies are being 
conducted (Kätsyri et al., 2015; Wang et al., 2015). 

Seymour et al. (2022) found that the realism of 
existing digital avatars was divided into three levels and 
his experiment garnered the same non-linear response as 
the phenomenon of the robot: The non-realistic 
caricature avatar was located on the left side of the 
valley while the human-realistic avatar was located on 
the right side across the valley with the uncanny almost 
human-realistic avatar shown to be located in the valley, 
the point where the affinity rapidly falls.  

Furthermore, Seymour et al. (2022) applied five 
different visual distortions centered on the eyes, mouth, 
and body to the appearance of the human-realistic avatar 
and subsequently measured the changes in consumer 
attitudes toward it. Contrary to the researchers' 
expectations, respondents recognized the differences in 
the distorted visual quality of the digital human video 
but did not display any differences in affinity, 
trustworthiness, and willingness to pay. From this, it can 
be concluded that a reasonable level of digital-human 
visual quality and expression fidelity negates any 
difference in the visual quality in terms of affecting 
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consumers' behavior and perception, confirming that the 
realistic digital human does not cause any feelings of 
uncanniness (Lee et al., 2021). 

We can also conclude that it is not possible to find 
the root cause of changes in consumer attitudes and 
behavior when experimenting with appearance factors 
alone. A multidimensional analysis with new factors 
based on appearance is needed for a deeper 
understanding.  

2.2 Avatars & digital humans 

An avatar is defined as a digital entity with an 
anthropomorphic appearance that can be controlled and 
interacted with by humans or software (Miao et al., 
2022).  

In addition, the anthropomorphic appearance of 
avatars that resemble humans is considered the most 
important element in the conceptual definition of digital 
avatars. According to the Computer-as-Social-Actors 
(CASA) paradigm (Reeves & Nass, 1996), people tend 
to regard computer technology that exhibits human-like 
characteristics as a social actor and apply the same 
social action. In other words, the avatar's 
anthropomorphic appearance elicits cognitive, 
emotional, and social responses (Wang et al., 2007) 
from people. Therefore, digital assistants that lack the 
anthropomorphic appearance of an avatar are likely to 
be excluded. 

Digital avatars used in business are almost entirely 
activated and controlled by AI (Miao et al., 2022). 
Advances in digital technology and AI have enabled the 
development of complex avatars, and they are now 
becoming increasingly important, especially in online 
service experiences such as education, gaming, banking, 
and shopping (Kim et al., 2016). 

According to Silva and Bonetti (2021), a digital 
human is defined as a living entity that resembles a 
person more than an avatar in shape, characteristics, and 
expression and is driven by artificial intelligence (AI) 
with the ability to communicate. Digital humans can 
communicate, create emotional connections, and 
interact with consumers like humans. Above all, digital 
humans differ from animated character avatars in one 
key feature: they create the illusion that ‘they just live 
their lives, just like us’ (Terry, 2018).  

For example, AI-powered digital humans in the 
fashion industry can better understand consumers' tastes 
through learning, design clothes accurately to 
consumers' measurements, and provide consumers with 
a more productive and efficient shopping experience 
(McDowell, 2020).  

Considering that digital humans are driven not only 
by human-like forms but also by AI that resembles 
human learning abilities, Miao et al. (2022) divided a 

digital human avatar into two dimensions: avatar’s form 
realism and behavior realism. Form realism refers to an 
anthropomorphic appearance resembling a person, and 
behavioral realism refers to intelligent actions 
performed by digital agents. The intelligence 
corresponding to the behavioral realism of the digital 
human avatar can be explained by machine learning, the 
learning ability of AI. 

2.3 Machine learning & recommendation 
system 

 A recommendation system is an information 
filtering system using machine learning or AI 
algorithms that provides personalized content and 
services to users by filtering big data with high 
efficiency (Isinkaye et al., 2015; Resnick & Varian, 
1997). However, recommendation systems are limited 
by data sparseness, but machine learning can mine 
deeper information between input features, enabling it 
to provide satisfactory recommendations to users even 
without complete information. Over the past decade, 
machine learning algorithms have been integrated into 
recommendation systems and have effectively handled 
various recommendation tasks (Watson, 2022; 
Zauskova et al., 2022). 

Today, recommendation systems are integrated into 
almost all online service websites, providing more 
revenue and contributing to the development of the 
recommendation system itself (Chen & Qin, 2021). 
Many online video platforms, such as YouTube, Netflix, 
and TikTok employ movie recommendation systems to 
make personalized content accessible to billions of 
users. 

The performance of the machine learning (ML) 
algorithm can be checked through ML accuracy. 
Accuracy, is one of the criteria for evaluating the 
performance of ML algorithms and is defined by the 
number of correctly predicted samples among the total 
number of samples (García et al., 2009). When 
developing a movie recommendation system using five 
ML algorithms, Elias et al. (2022) evaluated accuracy to 
measure ML performance, and several studies including 
a land cover classification (Jo et al., 2019), diagnostic 
accuracy in medical imaging (Aggarwal et al., 2021), 
and a COVID-19 detection model (Vaid et al., 2020) 
have evaluated accuracy to assess the performance of 
ML algorithms. 

 
3. Research model and hypotheses 

According to Følstad et al. (2018), factors related to 
human likeness in digital agents like chatbots and digital 
humans affect users’ trust on the agents (Lankton et al., 
2015). For the human likeness of AI-powered digital 
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characters, this study first focuses on the factor of ML 
performance that resembling the human learning ability 
as a new factor that causes the difference in attitudes of 
digital characters. 

As reviewed in the literature, ML is essentially a 
multi-layered neural network that mimics the human 
brain (LeCun et al., 2015). In particular, the machine 
learning technology of the CNN algorithm has been 
proven to be particularly effective in the field of 
recommendation systems (Watson, 2022; Zauskova et 
al., 2022). Elias et al. (2022) studied a person's 
emotional state through various machine learning neural 
network algorithms, classified it into emotions such as 
happiness, sadness, anger, neutrality, disgust, and fear, 
and implemented a system that recommends movies 
based on emotional state. 

Just as movies are an interesting field regardless of 
age or gender, and people prefer movies when they are 
in a good or bad mood, recommendation is the only 
medium that can easily modify a person's emotional 
state (Ozdemir, 2022). As seen in the theoretical 
background, trust has been confirmed in many studies 
as an essential factor in influencing consumers’ online 
purchase decisions in e-commerce (Gefen & Straub, 
2004; Van der Heijden et al., 2003; Yoon, 2002). Thus, 
as a key factor in determining consumers’ purchase 
intention, trust was set as the dependent variable. 

It has been suggested that anthropomorphism is 
essential to technology and that trust can be modified, 
as we have seen in our review of literature on the topic 
(Hoff & Bashir, 2015). However, while prior studies 
have explored interactions with non-humanistic 
interfaces such as Facebook and MS Access (Lankton et 
al., 2015), they have not assessed the impact of the level 
of anthropomorphic attributes that characterize digital 
agents on trust. 

According to Mayer et al. (1995), trust consists of 
three human-like trust concepts: integrity, benevolence, 
and competence. Competence is the belief that a trustee 
has the skills, competencies, and characteristics to exert 
influence in a particular domain. Integrity is the belief 
that the trustee adheres to an acceptable set of principles, 
and Benevolence is the belief that the trustee will 
demonstrate a willingness to do good even when there 
is no profit motive (Lankton et al., 2015). Since people 
tend to anthropomorphize a technology and attribute 
human motives or human qualities to the technology, 
researchers have used these human-like beliefs to study 
trust in technology (Reeves & Nass, 1996). Moreover, 
researchers found that human-like trust beliefs had a 
great influence on intention to use (Benbasat & Wang, 
2005). 

Lankton et al., (2015) has shown that consumers 
show higher trust in technology that resembles humans 
rather than technologies that resemble less humans. In 

addition, it was found that consumers showed lower 
trust in technology with low social presence and low 
social affordance (e.g., Microsoft Excel) and higher 
trust in technology with high social presence and high 
social affordance (e.g., Siri). This is because consumers 
recognize that technologies with high social affordances 
resemble humans more than technologies with low 
social affordances. 

Research on avatars and digital humans in the 
digital space so far has remained focused on one-
dimensional physical appearance. Therefore, according 
to the two-dimensional taxonomy of digital agents: form 
realism and behavior realism (Miao et al., 2022), this 
study attempted to multidimensionally examine the 
interaction effect of digital character type (caricature 
avatar and digital human) and various levels of ML 
performance (low, mid, and high) on consumer trust. 
Therefore, we hypothesized as follows:  

 
H1: ML performance levels will have a positive 

effect on consumers’ trust. 
H2: ML performance levels and digital character 

type will have an interactive effect on consumers’ trust. 
Figure 1 shows the research model based on the 

above hypotheses’ development. 
 

 
 

Figure 1. Research model 
 
In addition to the core variables and their 

relationships, we used two control variables: prior 
experience and negative emotional reactions to AI. 
According to a study of the positive effect of prior 
experience reported in human–robot interaction 
research (Bartneck et al., 2007) and the mere-exposure 
effect (Zajonc, 1968), the experience of using avatars or 
digital humans was used as a control variable. And 
according to a study that showed the emotional reactions 
toward robots could be affected by general attitude 
toward robots and the perceived suitability of robots to 
a specific context (Savela et al., 2021), we used the 
negative emotional reactions of AI as a control variable. 
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4. Methods  

4.1 Experimental design 

In the experimental situation, a movie 
recommendation service provided on a membership-
based video-on-demand website such as Netflix was 
utilized.  

ML performance was measured by the accuracy of 
prediction when developing a machine learning model. 
In particular, we manipulated the ML performance 
levels by varying the accuracy level of movie 
recommendations for a specific movie genre that the 
respondents preferred, i.e., how many accurate movie 
recommendations among a total of 10 to the 
respondents, classified as low, mid, and high levels of 
accuracy. 

For manipulation of the accuracy of movie genre 
recommendation, a preliminary survey was conducted 
on 200 respondents regarding their favorite movie genre 
among the following genres. 1) Romance Comedy 2) 
Action 3) Thriller 4) SF Fantasy 5) Horror 6) Other 
Genres. As a result of the preliminary survey, the ‘SF 
Fantasy’ genre was identified as the most preferred 
genre by the public (n=55, 27.5%). 

In the experimental video produced according to 
the ML performance level, a total of 10 recommended 
movie posts are guided, and as shown in Table 1, the 
prediction accuracy, which is ML performance, was 
manipulated by the number of times the movie of the 
most preferred movie genre 'SF Fantasy' was shown. For 
example, in mid-level ML performance, among a total 
of 10 movie recommendations, ‘SF Fantasy’ is provided 
6 times, and movies of other genres are recommended 
for the remaining 4 times. 

Table 1. Machine learning performance level 
ML 

Level Accuracy Experiment Manipulation Situation 

Low 30% 

Low-level prediction accuracy of less 
than 3 per 10 recommendations. 
*In order: SF Fantasy, Action, SF 
Fantasy, Horror, Action, Mystery, SF 
Fantasy, SF Fantasy, Horror, 
Thriller. 

Mid 60% 

Mid-level predictive accuracy of less 
than 6 per 10 recommendations. 
*In order: SF Fantasy, Action, SF 
Fantasy, Horror, SF Fantasy, SF 
Fantasy, SF Fantasy, Comedy, SF 
Fantasy, Thriller.  

High 100% High-level predictive accuracy, 
correctly predicting all 10 out of 10 

 
7 Regarding the MachineBrainAI, refer to 
https://www.machinebrain.io/ko/home 

recommendations. 
*In order: SF Fantasy, SF Fantasy, 
SF Fantasy, SF Fantasy, SF 
Fantasy, SF Fantasy, SF Fantasy, 
SF Fantasy, SF Fantasy, SF 
Fantasy.  

To identify the impacts of the various levels of ML 
performance and the different types of digital characters 
on users’ trust, this study conducted a random analysis 
with a 3 x 2 factorial design based on the three levels of 
ML performance (low, mid, and high) and the two types 
of digital character (caricature avatar and digital 
human). 

In the past, the creation of digital humans involved 
high production costs and long production times using 
expensive equipment, studios, and professional 
manpower, but recently, time and cost have been greatly 
reduced with the development of CG, AI, and motion 
capture technologies. 

At the DeepBrain AI Studio7, digital human images 
and voices suitable for the movie recommendation 
service experimental situation were selected, and 
experimental images were produced by combining the 
experimental situation background and recommended 
movie post images. 

The caricature avatar video was produced in 
Midjourney  using GAN, a generative model 
technology. First, a female agent image used in the 
digital human experiment video was input, with a 
caricature avatar image suitable for the movie 
recommendation experiment situation then created from 
this image. Then, after producing voice files at 
Typecast , which produces voice content using artificial 
intelligence voice actor technology, at Studio DID , the 
caricature avatar video was produced using the created 
image and audio files. 

4.2 Participants and procedure 

The experimental participants were recruited 
through the Invite website, an open survey platform 
among office staff working in Korea as undergraduates 
or graduates. The participants for this study were 571 
Koreans (287 female) recruited from the 
ConsumerInsight online panel: 20-29 (24.1%), 30-39 
(25.0%), 40-49 (25.0%), and 50-59 (25.7%). As the 
screening criteria for recruitment, the following criteria 
were used: 1) Korean residents, 2) university or graduate 
school graduates, 3) workers, and 4) SF fantasy as the 
most favorite movie genre. Participants who did not 
meet the criteria were excluded from the experiment. 
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As shown in Tables 2 and 3, one of six experimental 
images combining 2 digital characters (caricature 
avatar, digital human) and 3 ML performance levels 
(low, mid, and high) was provided by random 
assignment (2 x 3 between-subjects factorial design).  

First, the digital character (either caricature avatar 
or digital human) explains the following scenario before 
the movie recommendation process begins for the video 
to be watched by the respondents. “Hi, welcome! I've 
been learning your movie-viewing history. Based on 
what I have seen so far, I will now start recommending 
movies in your favorite genre.” Then, the digital 
character recommends 10 movies, including SF Fantasy 
movies (as the favorite movie genre for respondents) 
and non-SF Fantasy movies, based on the accuracy-
level group that the respondents belong to. The 
participants were asked to proceed with the questions 
that followed the video. To confirm the manipulations 
given to each participant, the respondents were asked to 
select which type of digital character was provided, 
caricature avatar or digital human. Then, we used a 
seven-point scale (1 = "strongly disagree", 7 = "strongly 
agree") for the trust measurements, which we derived 
from previous research.  

Table 2. Experimental video for caricature avatar 
Video 

 

Caricature 
Avatar  

A caricature avatar presented a total of 10 
preferred-genre movie posters, according to 
the ML performance level.  

Table 3. Experimental video for digital human 
Video 

 
Digital 
Human  

A digital human presented a total of 10 
preferred-genre movie posters, according to 
the ML performance level.  

5. Results  

5.1 Manipulation check  

 

First, of the 282 respondents who received the 
avatar type, 24 who responded that they were digital 
humans were failed from the manipulation check, and 
among 277 respondents who received the digital human 
type, 12 who responded that they were avatars failed the 
manipulation check. And 12 respondents who 
responded that the most preferred genre was not SF 
Fantasy were excluded as inappropriate respondents. 
Therefore, a total of 523 samples (267 female) were 
created: 20-29 (23.1%), 30-39 (26.0%), 40-49 (24.8%), 
50-59 (26.0%).  

Second, as results of counting the number of times 
that the genre of SF Fantasy was suggested by the 
respondent for the manipulation check of the ML 
performance level, all of them showed a significant level 
of difference. (F(2,522) = 277.073, p<0.000) as the 
Table 4.  

And the analysis of pairwise comparisons revealed 
that a high-level ML performance gained higher 
accuracy than a mid-level(p=.000). and mid-level ML 
performance showed higher than low-level ML 
(p=.000). thus, all were significantly confirmed in the 
order of ML low < ML mid < ML high. 

 
Table 4. Manipulation check results for ML 

performance 
Level N Mean SD 
Low 171 2.977 .9759 
Mid 177 5.475 1.373 
High 175 7.309 2.444 
Total 523 5.272 2.463 

5.2 Descriptive statistics 

Tables 5, 6 show the descriptive analysis results of 
each of the ML performances and digital character 
stimuli on trust, and Table 7 shows the descriptive 
analysis results of the interactions between the two 
independent variables. 

Table 5. Descriptive analysis of perceived ML 
performance 

Perceived ML 
Performance N 

Dependent Variable 
Trust 

Mean SD 
Low 171 3.823 .945 
Mid 177 4.056 .978 
High 175 4.125 .981 
Total 523 4.003 .975 

Table 6. Descriptive analysis of digital character 
type 

Digital Character N 
Dependent Variable 

Trust 
Mean SD 

Caricature Avatar 258 3.942 .910 
Digital Human 265 4.062 1.033 
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Total 523 4.003 .975 
Table 7. Descriptive analysis of digital character 

and ML performance 

Digital 
Character 

ML 
Performance N 

Dependent 
Variable 

Trust 
Mean SD 

Caricature 
Avatar 

Low 87 3.7816 .921 
Mid 85 4.1529 .851 
High 86 3.8983 .925 

Digital 
Human 

Low 84 3.866 .974 
Mid 92 3.967 1.080 
High 89 4.345 .988 

Total  523 4.062 1.033 

5.3 Two-way ANCOVA 

A two-way ANCOVA analysis of trust was 
performed as shown in Table 8. Pre-AI anxiety and 
prior experience were entered as control variables. The 
ANCOVA analysis results for different ML 
performances were significant (F(2,522)=4.807, p=.009). 
Therefore, H1 was supported.  

Since there were three different levels for the ML 
performance, we further conducted pairwise 
comparisons among them. The analysis of pairwise 
comparisons revealed that a high-level ML 
performance gained higher trust than a low-level ML 
performance (p=.010) but the comparisons with the 
mid-level were not significant (p=.778). A mid-level 
ML performance showed a higher trust than a low–
level one (p=.062).  

Table 8. Two-way ANCOVA analysis 

Source 

Dependent Variable 
Trust 

Type III 
Sum df F p 

Corrected model 20.484 7 3.164 .003 
Intercept 395.629 1 427.754 .000 

Pre-Anxiety  1.231 1 1.331 .249 
Prior experience 3.552E-7 1 .000 1.000 
Digital Character  1.771 1 1.914 .167 
ML Performance  8.892 2 4.807 .009* 

Digital Character * 
ML Performance 8.727 2 4.718 .009* 

Error 476.323 515 - - 
Total 8878.813 523 - - 

 *p <.05; **p <.01; ***p <.001, df: degree of freedom 
However, the results revealed significant 

interaction effects between the ML performance and 
the digital character on trust (F(2, 515)=4.718, p=0.009). 
Therefore, H2 was supported. 

Interestingly, the effects of ML performance levels 
differed depending on the type of digital character. A 
low-level ML performance received higher trust in the 
case of the digital human. A mid-level ML 
performance received higher trust in the case of the 

caricature avatar. However, the caricature avatar with a 
high-level ML performance received a decrease in trust 
and the digital human with a high-level ML 
performance received the highest trust. Therefore, H2 
was fully supported. Figure 2 shows the graphical 
results of our two-way ANCOVA analysis. 

 

 
Figure 2. Interaction effects of ML performance and 

digital character on trust 

6. Discussion 

Until now, studies on digital characters had been 
limited to one-dimensional studies focused on physical 
appearance, and no new factors influencing consumer 
attitudes and behaviors had been found (Seymour et al., 
2022; Seymour et al., 2021). However, this study found 
a new key factor influencing consumer trust in the 
digital space, the ML performance factor. 

As a result of the study, the ML performance factor 
showed a significant positive effect on trust. This is an 
extension of Seymour et al. (2022), providing a novel 
understanding of AI-powered digital characters and AI 
agents research and suggesting a new research direction. 

In line with Miao et al. (2022) two-dimensional 
taxonomy classification, this study determined the form 
realism dimension of AI agents using two types of 
digital characters, caricature avatars and digital humans, 
and the behavioral (intelligence) realism dimension of 
AI agents using their different levels of ML 
performance, low, mid, and high and confirmed the 
multidimensional interaction effect of these two 
dimensions on users’ trust. 

With a low-level ML performance, caricature 
avatars received somewhat lower trust than digital 
humans. This is possibly because people who perceived 
the caricature avatar as an automated object rather than 
a person had a high expected trust, but the lack of 
performance significantly decreased their trust (Alarcon 
et al., 2021). 

However, with a mid-level ML performance, the 
caricature avatar received higher trust than the digital 
human, and with a high-level ML performance, the 
caricature avatar received lower trust, while the digital 
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human received the highest trust, which is of significant 
interest.  

This was a different result from the expectation of 
the H2 hypothesis. In the case of the digital human 
giving a high-level ML performance, although it shows 
interaction effects, it was expected that trust would 
decrease significantly due to negative factors such as 
artificial intelligence anxiety. Thus, the highest trust was 
expected when the caricature avatar gave a high-level 
ML performance, but a different result was seen. 

This is consistent with a study that predicted that 
anthropomorphism in technology would affect the trust 
of digital humans (Lankton et al., 2015), and a study in 
which more realistic avatars (digital humans) received 
more trust than less realistic avatars (caricature avatars) 
(Seymour et al., 2021). 

Moreover, even when ML performance increased 
to a high level, there was no significant negative 
response. This is consistent with the Ketelaar and Van 
Balen (2018) study on robots eliciting greater feelings 
of uncanniness as their human-likeness increases, which 
showed that digital humans, despite possessing a strong 
human likeness, minimize negative aspects of 
technology, including privacy issues. 

This may have been related to the fact that in the 
experimental situation of the movie recommendation 
system, there was no critical risk related to consumer 
benefits and costs. And in the Savela et al. (2021) study, 
the age and gender attributes of young individuals were 
identified as factors influencing attitudes toward robots, 
and it is thought that these factors may have had an 
impact as socio-democratic factors. 

In the case of caricature avatars, a shape similar to 
the uncanny valley curve was confirmed. When ML 
performance increased from low to mid, trust in 
caricature avatars increased, but when ML performance 
increased from mid to high, trust in caricature avatars 
decreased; thus, a non-linear response was confirmed. 

On the other hand, in the case of digital humans, 
rather, as the ML performance level increased from low 
to mid and mid to high, all showed a linear response in 
which users showed the highest trust. 

This result shows that a digital human with high 
anthropomorphism can overcome the uncanny valley 
phenomenon that occurs in a caricature avatar with low 
anthropomorphism. This expands the novel 
understanding of human-AI interaction and academic 
understanding of AI-powered digital characters (AI 
agents) and suggests a new research direction.  

As Miao et al. (2022) stated, digital agents used in 
business are almost entirely activated and controlled by 
an AI engine, and future research should actively 
conduct ML performance research. 

7. Conclusion 

7.1 Theoretical implications 

Based on Mori's uncanny valley theory, 
anthropomorphism is a key factor in determining 
consumer attitudes and behaviors in the field of service 
robots and digital characters. In particular, visual 
features have, to date, been the most important factor, 
and one-dimensional studies focused on physical 
appearance have been conducted in the digital human 
domain. However, previous studies have confirmed 
that the physical appearance of digital humans does not 
affect affinity, trustworthiness, and bidding behavior, 
and thus there is a demand for the discovery of new 
factors that affect consumer attitudes and behaviors in 
the digital space.  

To this end, this study has uncovered the 
following implications by studying AI agents with a 
two-dimensional approach that included form realism 
factors and behavioral realism factors. 

First, this study discovered ML performance as a 
key factor influencing consumers' trust in the digital 
space. Second, the multidimensional interaction effect 
of the digital characters (caricature avatars and digital 
humans) factor and the ML performance factor, on 
trust was confirmed. Third, While Miao et al. (2022) 
provided a two-dimensional theoretical framework of 
form realism and behavior realism for AI Agents, this 
study classified it into a 2-level digital character and 3-
level ML performance level for empirical research 
through experimental methods. 

This will provide a novel understanding of 
human-AI interactions and AI-powered digital 
characters (AI agents) and suggest new research 
directions. 

7.2 Practical implications 

In this study, the movie recommendation system 
was used as the experimental environment since the 
ML performance is the most used recommendation 
system. 

However, AI powered digital characters are not 
only used in the recommendation system but are used 
in a wide variety of fields that require two-way 
communication, such as AI banker, AI news anchor, 
AI teacher, AI staff, AI doctor, AI nurse, and AI 
model. 

In addition, digital humans are used as an 
interface for automated chatbots to enhance 
communication with consumers. SK Telecom's digital 
human SUA realizes natural voices and facial 
expressions like real people and is used in customer 
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centers, voice assistants, and metaverses.  A digital 
human named Rozy is used for a chatbot service called 
Rozy Chat. 

In the field of AI Artists, RINA, a digital human 
developed by netmarble, is active as an AI singer, and 
LUI, a digital human developed by MaumAI, is active 
as an AI poet. 

As we have seen, the results of this study can 
provide implications for creating a combination of 
optimal ML performance level and digital character 
type that can lead to consumer trust in various settings 
where digital characters are utilized. 

When developing an AI-powered digital agent, a 
decrease in ML performance will reduce consumer 
trust, and a high level of ML performance will increase 
consumer trust, which in turn will increase consumer 
purchase intention behavior. 

The results of this study on the non-linear 
interaction effects of digital characters with different 
levels of anthropomorphism (caricature avatars and 
digital humans) and various ML performance levels 
(low, mid, and high) will provide guidance to 
developers of AI services using machine learning. If 
the AI service suffers from a low level of ML 
performance, the use of a digital human will lead to 
higher consumer trust. Similarly, with a mid-level ML 
performance, the use of a caricature avatar will garner 
more consumer trust leading to a higher purchase 
intention of consumers.  

However, in the case of AI services with a high 
level of ML performance, consumer trust may be 
lowered with the use of a caricature avatar. Therefore, 
the use of a digital human can lead to optimal purchase 
intention behavior by gaining a high level of trust from 
consumers. 

8. Limitations and future research  

This study has several limitations in guiding 
future research directions.  

First, this study was conducted in the context of a 
movie recommendation system where ML algorithm 
performance can be best utilized. However, this setting 
may have a limitation in developing practical 
implications for other relevant contexts that use AI-
powered digital characters. Moreover, the current 
experimental situation can be limited in causing 
negative customer attitudes as there is no critical risk 
related to the benefits and costs of consumers. In the 
future, therefore, it will be useful to study whether ML 
performance causes positive or negative attitudes of 
consumers, especially in the experimental situations 
that increase consumer risks such as financial 
investment situations. 

Second, this study was conducted in a single 
geographic region. Therefore, it is necessary to conduct 
this study in another region to take into account 
potential influences arising from differences in cultural 
or social background.  

Third, to manipulate the three ML performance 
levels, this study applied the accuracy dimension only, 
while various alternative dimensions such as precision, 
recall, and hit rate have also been used for performance 
evaluation of the ML recommendation system in the 
literature and real-world settings. Therefore, future 
research needs to consider such alternative dimensions 
to detect extra insights regarding the relationship 
between ML performance and trust. 

Fourth, in this study, a movie recommendation 
service was used as our experimental context, but it 
was not considered whether the participants in the 
experiment had experience of watching the movies 
recommended. In addition, external reviews of the 
recommended movies could affect the participants’ 
decisions, which was also not considered in this study. 
In future research, an experimental design that 
considers the movie viewing experience of survey 
participants and the potential influence of external 
reviews will be needed. 

Lastly, for our experimental manipulation, only 
one genre, 'SF Fantasy' was used since it was the most 
preferred genre by a potential respondent group. 
However, manipulating the ML performance using 
actual preferences of each participant at the movie 
level (involving multiple genres) may help make the 
experiment more realistic. Moreover, even within a 
movie genre, the recommended movies can be 
heterogenous, which can generate a compounding 
effect. Therefore, in future research, it may be more 
useful to conduct an experiment using recommendation 
accuracy based on each respondent’s actual 
preferences at the movie level. 

Despite these limitations, this study expands 
academic understanding of human-AI interaction and 
AI-powered digital characters as AI agents by 
proposing a multidimensional approach to form 
behavioral realism of consumer responses to various 
AI applications. The study also presents new research 
directions in the relevant conceptual and empirical 
developments. 
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