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Abstract 
Participation in digital ecosystems entails the use 

of externally provided resources such as data, 

computing capabilities and digital functionalities. 

Though in many ways useful, these also create 

dependencies between organizations and pose them to 

risks that they have little direct control. The question 

that emerges is how to manage these type of ecosystem 

risks, which evolve from the digital dependencies 

created by the digital interconnections between 

ecosystem actors. By interviewing relevant personnel 

from companies participating to digital ecosystems and 

thus utilizing externally provided digital resources, the 

research evaluates to what extent existing risk 

management approaches can be utilized to address 

ecosystem risks. The research finds that risk 

management in ecosystems rests more upon 

rationalization than concrete actions to address risks. It 

further suggests more collective responses to managing 

ecosystem risks and, among others, highlights the use of 

alliances of ecosystem resource-takers to counter 

ecosystem risks. 

 

Keywords: Risk, risk management, digital ecosystems, 

external resources, non-focal actors 

1. Introduction  

Information systems increasingly utilize externally 

provided digital resources and infrastructural services 

that require digital connections between otherwise 

separate systems and actors (Nambisan et al., 2017; 

Tilson et al., 2010). These resources are obtained via 

system integrations, which paves the way for the 

emergence of networks of connected systems that 

exchange computing capabilities, data and 

functionalities (Adner & Kapoor, 2010; Henfridsson & 

Bygstad, 2013). The digital connections and reliance on 

resources provided by others form the basis of digital 

ecosystems (Evans & Gawer, 2016; Um et al., 2015).  

Ecosystems have been defined as “the alignment 

structure of the multilateral set of partners that need to 

interact in order for a focal value proposition to 

materialize” (Adner, 2017, p. 40). Crucial for these 

interactions in digital ecosystems are the technological 

connections, such as application programming 

interfaces (APIs), through which the different 

ecosystems actors and their systems are connected to 

one another (Monaghan et al., 2020; Parker et al., 2017). 

The interconnectedness of actors contributes towards 

ecosystem-wide modularity, which allows the formally 

interdependent actors of the ecosystem to coordinate 

their actions (Jacobides et al., 2018). In digital 

ecosystems, modularity surfaces in the ability for an 

actor to recombine the available digital resources into a 

variety of digital services and products (Gawer, 2014; 

Jacobides et al., 2018), reflecting the view of those as 

largely decentralized constellations of different actors 

without clearly established boundaries or hierarchies 

(Jacobides et al., 2018; Nambisan et al., 2017).  

At the same time, resorting to resources managed 

and developed by others also creates technological 

dependencies between ecosystem actors (Öbrand et al., 

2019). The dependencies become a source for IT-related 

risks, which may impact a system’s development, 

maintenance and use (Dellermann, 2016). Any problem 

encountered by the provider of an external resource can 

spread to systems that are connected to the resource and 

rely on it in their functioning (Bresnahan & Greenstein, 

2014). With externally provided resources, the user of 

the resource, i.e., the resource-taker, has limited 

influence on how the resource is managed and 

maintained. This type of setting is often found on 

innovation platforms, defined as “foundations upon 

which other firms can build complementary products, 

services or technologies” (Gawer, 2009, p. 54). 

Innovation platforms are seen as instances of digital 

ecosystems, characterized by the dependency of the 

complementors on the core platform, since the former 

relies on the boundary resources provided by the latter 

(Baldwin & Woodard, 2009; Ghazawneh & 

Henfridsson, 2013). The power balance between the two 

is often skewed towards core platform, which act as 

resource-providers (e.g. Eaton et al., 2015).  

In essence, software artifacts that are developed and 

managed especially by smaller actors often rely on 
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multiple external resources, such as data, software 

libraries, functionalities, and computing capabilities 

(Fink et al., 2020; Um et al., 2015), provided by a 

multitude of digital platforms and other resource-

providers. At the same time, even the bigger actors 

providing the resources are likely to use at least some 

external resources and expose themselves to similar 

risks. Due to the interconnectedness between various 

independent actors, all of them become subjected to a 

variety of risks posed by the externally provided 

resources via the technological dependencies those 

create. These risks call for risk management, yet in this 

setting it comes with a set of challenges since control 

over the system’s functioning also resides to a variable 

degree outside the organization (Koskinen et al., 2021).  

The question that emerges is then how exactly to 

manage and address these kinds of risks in digital 

ecosystems. This is of particular importance to the 

actors that act primarily as resource-takers in the 

ecosystems. Overall, these non-focal resource-takers 

have remained understudied in information systems 

research, and calls have been made to better understand 

their role for instance in platform ecosystems (McIntyre 

& Srinivasan, 2017; Selander et al., 2013). Our research 

seeks to contribute to this by investigating how 

resource-takers understand and manage risks that 

emerge from the dependencies that are inherent in 

digital ecosystems, and sets the following research 

question: how do actors in an ecosystem manage risks 

that emerge from the use of externally provided digital 

resources? 

2. Risks and information systems 

Risks have been described as the difference 

between possibility and reality (Renn, 1998) and are 

understood as negative outcomes that have a certain 

known or estimated level of occurrence (Willcocks & 

Margetts, 1994). Risks possess two key characteristics, 

namely likelihood of occurrence and impacts that follow 

from the occurrence (Misra, 2008). Due to their negative 

implications, risks require managing, defined as “the 

identification of and response to potential problems 

with sufficient lead time to avoid a crisis” (Pries-Heje et 

al., 2014, p. 62). Though risks vary, risk management is 

among the core activities of organizations.    

2.1. Literature on information systems’ risks 

Djemame et al. (2016) view risks in organizations 

forming around an asset that is of value to an 

organization and therefore in need of protection against 

negative incidents. These incidents have the potential of 

impacting the asset’s value or harm it in other ways. The 

harm or reduction in value leads to certain 

organizational losses, such as losses in revenues or 

business, company image, or share price (Salmela, 

2008). Risk management is required to measure risks 

and assess their possible impacts ideally in quantifiable 

fashion, and based on that analysis, develop plans how 

to manage the risk or otherwise control the implications 

and impacts following the risks’ occurrence.  

An organization’s information systems are 

considered as one significant source of organizational 

risks, already because information systems are vital for 

most organizational processes and functions and the cost 

of information systems related risk occurrence tends to 

be high (Willcocks & Margetts, 1994). Other 

organizational risks may also have a technological basis, 

such as in the case of risks emerging from technical 

uncertainty linked to experimenting with new 

technologies that the organization has no prior 

experience (Parker & Mobey, 2004).  

The exact risk sources related to information 

systems have historically received a fair amount 

attention in information systems research (Öbrand et al., 

2019). Risks have been mapped in various areas of 

information systems lifecycles, ranging from systems 

development to actual use of the systems. For instance, 

Lyytinen et al. (1996) saw that software-related risks 

generally emerged either in the development 

environment because of inexperienced developers, in 

the system environment due to inexperienced users, or 

more generally because of managers ignoring available 

information. Others have noted the importance of more 

technological factors such as system incompatibilities 

(Willcocks & Margetts, 1994). In addition, information 

that is processed and transferred in information systems 

can also be a source of risk. Westerman (2009) notes 

that these kinds of risks threaten organizations by 

hindering information availability, access, or accuracy.  

Overall, research on information systems risk 

management has often produced checklists of project-

level risks that need to be accounted for (Öbrand et al., 

2019). Despite the occasional extensiveness of the 

checklists, it is difficult to include all possible risks, and 

it has also been seen challenging to know which risks 

are likely to be prevalent in each situation (Bannerman, 

2008; Keil et al., 2008). To counter this, process models 

and situational approaches have been developed to 

assess risks and their resolution, describing a sequence 

of actions that needs to be taken to counter risks or 

noting the importance to study the specifics of each 

situation to exactly know, which risks are of relevance 

in a given situation and how to proceed in managing 

them (Persson et al., 2009).  

Common to all these is that many of the identified 

information systems risks have largely emerged from 

within the organizational boundaries, to which the 

organization itself has much control over. However, 
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many of the information systems today cross 

organizational boundaries and are dependent on other 

systems and external infrastructure in their functioning, 

which often entails reduction of control over the factors 

that give rise to risk (Henfridsson & Bygstad, 2013). 

The key enablers of these kinds of risks are the 

interconnections that exist within and between systems, 

which also characterize and mediate participations in 

digital ecosystems.  

The digitally enabled connections between systems 

are established, for instance, via APIs, which form the 

cornerstone of the functioning of most digital platforms 

and ecosystems (Pujadas et al., 2020). With the 

emergence of various digital platforms and ecosystems 

to which organizations seek to join, the systems have 

become more polycentric (Constantinides & Barrett, 

2015). As the number of integrations and dependencies 

to other systems grows, the less control the owner of a 

specific information systems has over the whole 

(Öbrand & Holmström, 2013). In terms of risks, this 

implies a shift in risk management from internally 

focused actions towards policies that account for 

external actors that exercise significant control as 

owners of the resources that the internally managed 

systems depend on.  

In research on strategic alliances and external 

outsourcing, risks controlled by external actors are 

common. Amiruddin et al. (2013) note that risks emerge 

in this context from areas such as cooperation between 

parties and meeting intended objectives. To manage 

these risks, the primary tools include establishment of 

formal (rules, procedures, and policies) and informal 

(norms, values and culture) control mechanisms 

(Amiruddin et al., 2013; Langfield-Smith, 2008).  

However, risk management in ecosystem is likely 

to differ from that of outsourcing. To begin with, though 

formal rules and mechanisms are quite common in 

digital ecosystems, they are largely dictated by the 

resource-provider. In addition, the applicability of 

informal control measures is less clear as the 

relationships between resource-providers and takers are 

often that of arm’s length (Ghazawneh & Henfridsson, 

2013), established by ticking a checkbox confirming 

terms and conditions that consist of relatively 

standardized items with little room for modifications.  

2.1. Approaches to managing risks emerging 

from the use of external resources 

Risk management of identified risks often adopts 

one or several of the four commonly known risk 

management approaches. These four approaches or risk 

management strategies are risk avoidance, transfer, 

mitigation and/or acceptance (Djemame et al., 2016; 

Hillson, 2002). The first one, risk avoidance, seeks to 

eliminate the risk by either making it impossible to 

occur or reducing the risk’s impact following its 

occurrence ideally to zero. Risk transfer enables actors 

to externalize risks or their negative implications to 

other organizations such as insurance companies or 

regulators (Mitev, 2011). Risks can be mitigated by 

reducing the impact or risk probability to levels that are 

deemed acceptable. Risk mitigation thus focuses on the 

two components of risk, impact, and likelihood, and 

aims to reduce either of those or both. Finally, risks can 

be accepted as they are, in which case they are seen as 

either necessary to take or that their impact or likelihood 

is low. Risk acceptance is present in all the risk 

approaches, since even after responses such as risk 

mitigation some residual risk often remains. Risk 

acceptance may also contain risk monitoring, so that the 

owners of the risk are the very least aware if the risk 

occurs and begin actions to address the impacts of the 

risk occurrence (Baskerville et al., 2008; Hillson, 2002).     

When placed in the context of digital ecosystems, 

different risk response approaches are subjected to 

challenges that are less present in other kinds of 

operating environments. Risk avoidance, for instance, 

may simply not be possible due to the limited resources 

that many resource-takers possess, and there is no 

alternative for the utilization of externally provided 

resources. Risk transfer is likely to be more problematic 

in situations, in which sought value is difficult to assess. 

This is often the case with information or specific 

functionalities that cannot be treated as physical entities 

in a meaningful sense (Gerber & von Solms, 2005). 

Safe-guarding or self-insuring may take place though 

via contractual agreements regarding service level 

thresholds, but the negotiation of these thresholds is 

often better mastered by the resource-provider than the 

resource-taker (Salmela, 2008). 

Risk mitigation contains its own challenges as the 

system owner may not have direct control over the 

resources the system requires. Risk mitigation calls for 

active measures to counter risk prior its occurrence 

(Moeini & Rivard, 2019). In information systems 

projects, risk mitigation traditionally occurs via user 

involvement, communication, requirement 

specification, and resource planning (Pries-Heje et al., 

2014). However, risk mitigation in ecosystems can be 

more difficult to conduct if the resource and its control 

resides outside the organization. Risk mitigation 

strategies such as contingency planning have not always 

been seen as effective either (Brookfield et al., 2014) 

and can be difficult in this kind of setting. Finally, risk 

elimination can be challenging if a resource is crucial 

for a system to function, especially if no alternative 

providers for the resource exist (Koskinen et al., 2021). 

At the same time, risk acceptance can be costly too if the 

risks materialize.  

Page 6352



Partly due to these difficulties, calls have been 

made for a more holistic approach for assessing 

especially IT risk that accounts for the openness and 

interconnections to other, often external, systems and 

the dependencies emerging from that (Gerber & von 

Solms, 2005). 

3. Methodology 

The data was collected during May 2021 – March 

2022 and consisted of 20 interviews in total. As shown 

in Table 1, the interviewees were IT managers or related 

IT professionals such as system architects in different 

Finnish companies. The selection criteria for the 

interviewees were that the company’s own systems and 

offerings depended on the use of external resources and 

the interviewee had a role in either managing or 

developing the system. In addition, we sought to 

identify interviewees who had substantial experience in 

working on the system’s development or operations, so 

that they could also reflect upon their own experiences 

in terms of addressing risks emerging from the use of 

external resources.     

All of the selected companies had systems, which 

were relying on one or more external resources.  The 

most common of these were the use of public cloud 

services such as Amazon Web Services or Microsoft 

Azure. In addition to these, many of the companies also 

utilized other externally provided resources and tools 

such as cloud-based integration platforms or ticket 

booking systems or had built mobile applications to 

enable access to their own services, thus forming part of 

Apple’s or Android’s ecosystems. In some cases, the 

companies’ systems were also reliant on data sources 

that were located outside the organizations. The 

relevance for this research emerged from the fact that by 

utilizing these resources, the companies either 

participated directly in the ecosystems, for instance, by 

creating complementarities, or found themselves in a 

position typical of that of ecosystem participation by 

being dependent on the resources provided and 

maintained by others.    

The interviews were made in Finnish and 

conducted online due to the Covid-19 pandemic. The 

interviews were semi-structured and lasted from 60 to 

90 minutes. In the interviews, the interviewers first 

mapped the ecosystems that the companies of the 

interviewees were part of, as well as inquired of any 

other external resources that the companies’ systems 

were dependent on in their functioning. After this, the 

interview questions focused on the perception of risks 

by the interviewees regarding the use of external 

resources, and then inquired about the concrete risk 

management actions that had been taken in the 

companies to address the risks. The interviews were 

recorded, transcribed, and coded using Atlas.ti. 

 

 

ID 

 

Title 

 

Company size 

Interview 

length (min) 

i1 CIO 20-49 62 

i2 CIO 1000-2499 50 

i3 Architect 2500-4999 75 

i4 Manager 5000-9999 47 

i5 CIO 100-249 41 

i6 Manager 250-499 51 

i7 Architect 2500-4999 41 

i8 Director 500-999 47 

i9 CDO 500-999 47 

i10 Manager 250-499 65 

i11 Architect 250-499 57 

i12 Manager 1000-2499 54 

i13 Architect 10000-19999 58 

i14 Manager 100-249 64 

i15 CIO 1000-2499 49 

i16 CIO 5000-9999 41 

i17 CIO 20000-39999 52 

i18 CIO 100-249 44 

i19 CIO 20-49 51 

i20 CEO 20-49 51 

Table 1. List of interviewees 

 

The data were analyzed by using thematic analysis, 

which was guided by first understanding the perception 

of risks by the interviewees and then the different risk 

management approaches utilized by the companies to 

address these kinds of risks. Particularly the interest was 

in seeing which risk management actions could be 

categorized under each of the approaches. The coding 

did also leave room for other approaches to emerge from 

the data in case interviewees discussed measures to 

address risks that did not entirely fit with any of the four 

risk management approaches. The results of the analysis 

enabled the authors to identify similarities in the 

responses of the different interviewees, which allowed 

the authors to conclude that the key aspects regarding 

managing risks emerging from the use of external 

resources had been covered in the conducted interviews.   
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4. Findings 

4.1. Risk awareness 

The findings show that the interviewees were aware 

that participation in digital ecosystems came with risks. 

Systems were seen as becoming more complex and the 

interconnections between systems increasing.  

“I am not saying that it used to be better or that I 

would miss the past, but it was easier to understand and 

know what the situation was at each moment.” (i11) 

“For the past 20 years, the use of different libraries 

and information technology has led to higher level of 

abstraction, and those libraries on their part are 

dependent on other libraries, and that pile just keeps on 

growing” (i3) 

It was acknowledged that it is not possible to even 

be aware of everything that occurs in these systems:  

“Things we have encountered include server 

downtime that has gone unnoticed, or some human 

errors that have led to bigger problems. We just had an 

incident of which no error notification was triggered, 

and we did not realize it or the gravity of its 

implications.” (i4) 

Though it was also stated that tools to track errors 

and monitor systems had improved, the external 

resources were often at least partially black-boxed or 

opaque, which also meant that it was difficult to know 

exactly in error situations what had happened in the 

externally provided resources. Similar challenges arose 

in terms of system updates, as a change in the external 

resource occasionally impacted the functioning of the 

resource-taker’s system.  

“When you have any kind of cloud service that is 

updated, you have no control over the update but just 

need to make sure your system still works [..] the 

promise is that this would not happen, but there is 

always an upgrade to the current version and as a 

result, the very least you have to test your systems” (i15) 

The importance of following set guidelines and 

rules was overall raised in the interviewees as a 

prerequisite for a successful ecosystem:  

”If we are running an integration platform, and 

communicated to our partners that this is the maximum 

amount [of data] the platform has been designed to and 

what we cannot exceed. So if someone opens the 

floodgates upstream, there is nothing we can do (i17) 

In terms of infrastructure, new risks emerged in 

terms of network connectivity. 

“As we are in the cloud, the network connectivity 

has to be designed in a manner that our most critical 

functions work even if we end up being offline. And the 

more cloud-native services we are building, the more 

difficult this becomes” (i11) 

The relative power positions were also seen as a 

possible risk. If power disparity between resource-

takers and providers was large enough, the former had 

little influence on the resources they purchased or 

otherwise obtained. Contracts between parties were 

often offered in the form of ‘take it or leave it’ with little 

room for negotiating any customized deviations from 

the established terms or conditions.  

”People always ask us how often we keep SLA-

meetings with our cloud service provider, we do not 

even have those since we do not spend enough money, 

even though in the Finnish context we are quite a big 

actor. This also means that we have to make 

contingency plans if any kinds of events that are 

unrelated to us would occur […] if something did 

happen, we are talking about recovery time of weeks, 

even months.” (i18) 

Use of external resources such as data, computing 

capabilities or software libraries created risks for the 

resource-takers. Many reminded though that the use of 

purely internal resources was not without risks either. It 

was also seen that the bigger actors had more resources 

to address risks and unlikely to do anything that would 

go against the interests of their key clients. However, 

none of these factors helped the actors to obtain any 

control over the provided resources.  

4.2. Risk avoidance 

Prior to resource adoption, risk avoidance could be 

practiced by simply avoiding external resources that 

were deemed of containing too much risk or riskier than 

similar resources provided by other external actors. 

Trials and testing before adopting a resource were used 

to establish the functioning and fit of the resource and to 

assess the risk it posed to the organization.  

“With trials you can make things more concrete, 

you make sure things work by having a trial period or 

other verification instead of just believing PowerPoints 

and others. That way you also become familiar with the 

issues that otherwise are facing you after the adoption 

and you know to ask the questions after the trial.” (i11) 

It was recognized that the resource-taker had 

limited options to counter the resource-provider after the 

resource was taken into use. Switching from one 

resource-provider to another was an option to avoid 

risks when they emerged, yet often this also presented 

its own set of challenges.   

“Once a contract has been made [with a resource-

provider], you are married with those contracts. […] 

how much risk of ending up arguing with the resource-

provider you are willing to accept […] they [the 

resource-provider] can press the button to stop your 

systems from working as a last resort to get their way” 

(i5) 
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Another option to avoid risks related to externally 

provided resources was to obtain those from different 

sources or to have duplicate systems in place. However, 

this also meant additional costs.  

“Whether to duplicate or triplicate a particular 

piece of your system architecture is a matter of cost, and 

well, not everything can be done” (i20) 

Finally, another clear example of avoiding risks 

emerging from the utilization of external resources was 

to own the resources and control those in-house. 

Occasionally at least the most critical parts of a system 

were maintained and managed on-premise.  

“A large part of our systems are still kept here as 

on-premise solutions, and we even host a closed 

information network regarding those systems. […] At 

the same time, other parts of the system are ran on the 

cloud, so we had to have a system that enabled to run 

part of the process there and then jump back to our own 

[on-premise] systems” (i19) 

Overall, it was widely seen that avoiding risks 

resulting from external resources was costly, difficult at 

best, or simply not even feasible.  

4.3. Risk transfer 

When resources were adopted from external 

providers, this could be also seen as an instance of risk 

transfer. For instance, if hardware resources were 

provided by an external actor such as cloud service 

provider, it could be seen that in the same process risks 

were also transferred to the provider, such as those 

related to security. However, risks could not be 

transferred in their entirety, but a proportion of it 

remained with the resource-taker.  

“Transferring it [risk] is very difficult, bigger 

actors and all those SLAs, they do not compensate for 

the cost that is incurred” (i9) 

”It is more about risk sharing, the providers are not 

willing to remove all the risk from us, they always want 

to make sure they make profit too so the risk always 

stays with us” (i6) 

Even though the risks could not be transferred 

entirely to the resource-provider, adopting external 

resources did mean that the control of the resource and 

with that a large part of risk management was 

transferred to the resource-provider. The risk 

assessment done by the resource-taker thus focused on 

the perceived ability of the resource-provider to manage 

the risk.  The stated assumption was often that bigger 

the resource provide was, the better they were able to do 

this.   

“If it was some smaller provider, they [customers 

to an organization] might be angrier and demand more 

[compensation], but they don’t necessarily do that for a 

bigger actor like Microsoft. In a way, it is about being 

powerless when dealing with such massive companies” 

(i16) 

While a large share of active risk management was 

thus transferred to the resource-provider, there was less 

to protect resource-takers from reputational damage if 

there were problems with the adopted resource.  

“There is no point us telling [to our customers] that 

the problem is in [the external system], we just try to get 

them [the resource-providers] to fix the problem as 

quickly as possible. We take the blame and that is why 

we also need to have as good contracts as possible with 

the resource-provider, as well as good cooperation to 

get the problems fixed” (i4) 

However, there was some indication that in terms 

of risk transfer, bigger actors were possibly a better 

solution as they were often seen as having the resources 

to better manage the risks. In a similar vein, as number 

of actors were adopting resources from the same source, 

the risks became shared by many, which also meant that 

if one actor faced problems with the adopted resource, 

others were possibly encountering the same problem.   

“If we have a problem with Salesforce or Azure, 

usually the implications are larger than that of just our 

company. If you can say that it is because of this reason, 

it is usually easier, though then you do have to also think 

how long can your business survive without the 

resource, and if it is some smaller actor, it will take 

longer to get things back on track again” (i5) 

Generally, the bigger actors were seen as more 

trustworthy in terms of risk management, and hence, 

even though risks could not be transferred entirely, they 

were seen in better care and managed by the major 

resource-providers, also in comparison to the resource-

taker itself.  

”Because the maintenance of systems is in so much 

better level [with the bigger resource-providers], there 

is not much one has to worry about. Were you to build 

something similar on-premise, that does not sound very 

appealing at least to me” (i12) 

In essence, use of an external resource transferred 

an active part of the risk management to the resource-

provider. However, it did not allow the resource-takers 

to get rid of the risk completely as, for instance, 

reputational risk remained with the resource-taker.  

4.4. Risk mitigation 

If risks related to adopting external resources could 

not be avoided nor entirely transferred to the resource-

provider, the actors adopting resources had the option of 

mitigating risks. Several factors such as system 

transparency contributed towards resource-takers’ 

ability to mitigation risks related to external resources.    

“[The utilized resource] allows now for greater 

transparency. It has been difficult in the past, with 
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tickets flying around, if something did not go from point 

A to point B, I first blamed A and then B, and finally C. 

Each one of those does send a bill, but the solution to 

the problem is not easy to find” (i15) 

This transparency was of importance since 

monitoring was seen as a vital component of risk 

mitigation of external resources. Monitoring gave the 

actors a possibility to source any errors or problems 

quickly, which helped to address any implications of 

risk occurrence.   

The ability to monitor the various parts of a system, 

including external resources, contributed thus to the 

ability to react quickly if something failed. The least 

preferable option that was cited by one interviewee was 

if the customer had to note the system owners of any 

errors occurring in the system. Monitoring was therefore 

also connected to back-up planning, i.e., having clear 

processes in place instructing what to do if a particular 

error occurred, which formed another area for risk 

mitigation.  

In addition to these, availability and level of support 

was often brought up in the interviews. While it was 

emphasized that the availability of support had to 

establish before adopting a resource, it was also noted 

that especially when dealing with bigger actors, high 

level of support came with a cost.  

“If you are not willing to pay, well, I think quite a 

few resort to the thinking that hopefully everything 

works as the resource-provider is a big company. Then 

if there are big problems [with the resource], then there 

is no point shouting them to fix the issue, everyone else 

[of actors using the resource] is in the same mess and it 

is not that easy for the bigger actors either to always 

solve the errors.” (i9) 

At the same time, not being too dependent on one 

resource-provider was also seen as mitigating risks.  

“Currently Microsoft is probably the only one that 

has a real stronghold on us. Regarding other areas, we 

have actively tried to avoid situations that we could not 

switch to another or to impact them [the resource-

provider]” (i2)   

  While the above were more reactive measures to 

mitigate risks and their impacts, there were also some 

actions that could be taken prior the risk had occurred. 

For instance, system insulation limited the negative 

impacts a risk occurrence might have.   

”We aim to insulate these systems from one 

another, so that if there is a service break in one part of 

the system, the other system is aware of this and only 

continues sending the messages once the other system is 

back in operation.” (i17) 

Similarly, preparation in terms of conducting 

auditing checks as well as generally making sure that a 

company’s own security measures were at a sufficient 

level were also mentioned as risk mitigation. The 

interviewees also saw that using external resources 

could in itself be seen as a form of risk mitigation, given 

that those were provided by a reputable actor.  

Finally, when plausible, forming alliances with 

other users of the same resource was considered a good 

practice to have more influence on the resource-

provider.  

“Our closest partner that has a similar structure 

and uses the same system is in New Zealand. […] By 

joining forces and making joint requests we can add a 

bit more weight to those requests.” (i11) 

The partnerships were not to be seen merely as a 

counterforce to the resource-providers, but occasionally 

the resource-providers actively supported the 

cooperation between resource-takers. 

“The [resource-provider] has this kind of 

community platform with voting functionality, so each 

actor can suggest changes and has a share of votes 

based on their size to vote whether to go ahead with the 

new functionality or not […] you can also become 

nominated as a champion regarding a product that is 

developed, and in that case you have more say on how 

that product is going to be developed” (i4) 

Cooperation enabled the resource-takers to have 

more say in how the resource was being developed. 

Though this did not translate into direct control over the 

resource-provider, it did give them power to address 

risks and enabled the resource-taker to have a more 

active role in deciding how to approach identified risks.    

4.5. Risk acceptance 

Risks were occasionally simply accepted. Among 

the reasons for accepting risks was, for example, that the 

risk likelihood seen as particularly low. Resorting to 

resources provided by bigger actors were seen as less 

risky and hence easier to accept without specific risk 

management actions.    

“Surely one prefers to store one’s money in a 

[bigger bank] than to a hat of a local businessman. 

These bigger companies have a certain reputation they 

want to protect. And even though you do face these 

unpleasant situations that the terms and conditions are 

being changed and more money is being spent, none of 

them is that stupid that they would mess with data leaks 

or cybersecurity or usability, so it is safer in that sense.” 

(i2) 

Compared to the past, some interviewees also 

pointed out that by simply adopting externally provided 

resources reduced some of the risks, which also 

contributed to the approach of simply accepting those. 

“Of course, we think of whether to accept the 

residual risk that exists […], but one also needs to have 

a holistic view so that even though if the solution is not 
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perfect, it might still better to how things were before.”  

(i2) 

Though the risk itself was accepted, risk mitigation 

could still occur in terms of preparing for the situation 

followed by the risk occurring 

“We need to be able to access support services 

24/7, as well as good monitoring capabilities including 

appropriate logs, so we can react to the problem as 

quickly as possible and solve it.” (i4) 

In conclusion, the different risk management 

approaches all surfaced in the interviews and concrete 

examples were given how each of the approaches could 

be adapted to address the risks emerging from the use of 

external resources. At the same time, none of the 

approaches helped to fully counter the loss of control 

from the resource-taker to the resource-provider.  

5. Discussion and conclusion 

The different risk management approaches and 

their contents are summarized in Figure 1. 

  

 
Figure 1. Risk management of external resources 

 

Resource-takers can apply different risk 

management approaches, though most of those are 

focused either on the phase preceding resource adoption 

or on actions done once the risk has materialized. Risk 

management actions that can be exercised during the use 

of the resource are more limited. Since the resource-

takers are not typically involved in the decision-making 

processes concerning the resource, they have little say 

on its development or maintenance, nor do they have 

direct access to the resource itself as that is solely 

managed by its provider. This also means that the 

internal dependencies of a resource, for instance, to 

which other external resources the obtained resource 

itself relies on, are not necessarily known for the 

resource-taker. At the same time, as more and more of 

actors take part in different digital ecosystems, these 

external resources are increasingly used in organizations 

and vary in their shape and purpose. 

5.1. Theoretical implications 

Much of the risk management of external resources 

after the resource adoption is not proactive but reactive 

by its nature. It also heavily relies on resource-

providers’ support services. This also challenges the 

views of seeing risks emerging from organizational 

assets (Djemame et al., 2016), as the asset resides 

outside the organization. While this does not change the 

nature of the risks as influencing organizations, for 

example by imposing costs (Willcocks & Margetts, 

1994) or threatening the accuracy or availability of 

information (Westerman, 2009), these differ from 

traditional IS risks due to their externality and lack of 

control by the resource-taker. What follows is that these 

kinds of risks can only be partially addressed by using 

checklists (Schmidt et al., 2001) and are less dependent 

on factors such as employees’ skills or managers’ 

incompetence (Lyytinen et al., 1996). Similarly, factors 

like system incompatibilities that pose risks to a 

particular system (Willcocks & Margetts, 1994) may 

reside fully outside the organization. At the same time, 

differences in power balances that favor the resource-

providers over the resource-takers, lessons from 

strategic alliances or external outsourcing (Amiruddin et 

al., 2013) are not directly applicable either. 

Instead, risk management in digital ecosystems 

seems to rely more on rationalizations and logical 

reasonings rather than concrete actions. These are a 

form of risk acceptance and rest upon three, partially 

related, premises. First, the thinking is that even though 

these external ecosystem risks cannot be properly 

controlled due to their externality, the overall situation 

does not significantly alter or is even better when 

compared to having the required resources in-house. In 

other words, it is not that internal resources and having 

direct control over the resources is a risk-free exercise 

either. Second, the resource-providers are seen better 

equipped to deal with the risks as they have the expertise 

regarding the resource. Especially if the resource-

provider is bigger, it is assumed to have the capabilities 

and motivation to make sure that everything works as 

expected. Thirdly, a resource-taker uses the 
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rationalization that everything should work as intended 

as long as the interests of resource- providers are aligned 

with theirs. Most often this is the assumed state of 

affairs, and the resource-provider seen as unlikely to act 

in a manner that is harmful for the resource-taker.  

Irrespective of the apparent soundness of the three 

premises, risks have materialized in digital ecosystems 

with occasionally grave implications for the resource-

takers. In addition, resource-providers do not always act 

in the best interest of resource-takers. The bigger the 

resource-provider is, less say the resource-taker has. At 

the same time, bigger resource-providers are seen as a 

safer and more trustworthy option, since they are likely 

to possess more capacities to deal with risks. In addition, 

the consequences of a risk materializing are shared with 

other users of the resource, which might increase the 

urgency of fixing issues. A certain risk related network 

effect is in place that favors the bigger actors over the 

smaller ones: more customers a platform has, the more 

reason and more resources it has for risk management. 

This again functions as an incentive for other customers 

to join. Smaller resource-providers are generally seen as 

more flexible though and allowing creative solutions. 

They are viewed as more open to different forms of 

cooperation, which also offers the resource-takers more 

proactive actions for dealing with these kinds of risks. 

Overall, risk management of externally provided 

digital resources appears to contain various trade-offs. 

While resource-takers are aware of the challenges and 

risks linked to external resources, they deem those 

acceptable as at least momentarily the benefits seem to 

be greater. There is a need to better understand what 

types of trade-offs resource-takers are willing to accept 

as well as what kinds of combinations of risk 

management approaches to use to address these risks.       

5.2. Practical implications 

The power balance between resource-providers and 

-takers can be made more equal by the establishment of 

alliances between resource-takers. These alliances may 

increase their influence over the resource-provider and 

push, e.g., for changes in the resource or demand for 

more transparency on resource maintenance and 

operations. The resource-providers may even facilitate 

the formation of these alliances, though the success of 

the alliances is conditioned by resource-provider’s size. 

Risk management in digital ecosystems that relies 

on the actions of individual actors alone is unlikely to 

provide the best results. A more collective approach 

through alliances shows how individual resource-takers 

can have a more active role in risk management as the 

alliances provide possibilities for more proactive risk 

management actions or may enable the resource-takers 

to keep resource-providers more accountable. However, 

the alliances would need to be extremely big to counter 

the major resource-providers of digital ecosystems. 
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