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Abstract 
Generative Artificial Intelligence (GAI) is a prevalent 

topic in recent research and business, seemingly 

taking the position of a disruptive technology that has 

the potential to significantly transform industries 

ranging from productivity (e.g., ChatGPT-4) to 

creativity (e.g., DALL-E). While the emerging 

scientific discussion on GAI covers a variety of fields 

and issues, such as privacy, accuracy, and application 

scenarios, this paper sheds light on the business side 

of GAI by investigating the morphologic nature of 

start-ups and incumbents leveraging GAI. Based on 

the structured analysis of 100 real-world instances, we 

report on a taxonomy of GAI applications and services 

that advances our practical understanding, 

strengthens the distinguishability, as well as adds 

clarity to the discourse of GAI potentials. We provide 

an initial framework and five types of GAI, namely 

Generator, Reimaginator, Synthesizer, Assistant, and 

Enabler, that are informed by the core characteristics 

of the technology paradigm. 

 

Keywords: Generative Artificial Intelligence, 

Machine Learning, LLM, Taxonomy, Typology 

1. Introduction  

Artificial intelligence (AI) has profoundly 

transformed how individuals, companies, and 

ecosystems live, work, and operate for the last decade. 

Through novel data analyses and (human) 

sensemaking, AI has facilitated unprecedented 

efficiencies as well as conveniences, disrupting 

industries and even everyday life (Ågerfalk, 2020; 

Berente et al., 2021; Fügener et al., 2021). This 

transformation initially took root in the form of 

discriminative AI, which focuses on classification and 

prediction. Recently, the technological horizon has 

evolved into a new form of AI, namely Generative AI 

(GAI), capable of automatically creating new data and 

content that is nearly indistinguishable from human 

output (Mondal et al., 2023). Recent applications, such 

as ChatGPT (OpenAI, 2023), DALL-E (Ramesh et al., 

2022), and Midjourney gain growing attention and 

deliver impressive results that manifest in realistic 

outputs fulfilling the user’s requests (Hu, 2023; 

Teubner et al., 2023). The shift towards generative AI 

might mark a turning point in the acceptance and 

adoption of AI because of the capabilities to 

synthetically generate diverse media content, 

including images, text, and audio, which is potentially 

fueling a new era of AI-driven efficiency but also 

innovation and creativity (Susarla et al., 2023; 

Teubner et al., 2023). However, given the ever-

changing and rapidly evolving landscape of generative 

AI applications, there is an urgent need for a 

comprehensive conceptualization of the capabilities 

and characteristics of these applications to structure 

and capture their potential. 

While the academic community is in the process 

of examining the broader and general attributes and 

implications of AI, studies of generative AI and its 

subsequent applications are still emerging and tend to 

take a more conceptual and/or theoretical perspective. 

Previous studies, for instance, have primarily focused 

on the transformative impact of generative AI on areas 

such as education (Cooper, 2023; Lund et al., 2023), 

work (Brynjolfsson et al., 2023; Noy & Zhang, 2023), 

and even tasks that were once considered beyond the 

scope of automation, including creative work (Haase 

& Hanel, 2023; Stevenson et al., 2022). A systematic 

examination of real-world instances is yet to be 

conducted, leaving key aspects of the properties and 

characteristics largely undefined. This ambiguity is 

problematic, as a lack of understanding hinders the 

ability to conceptualize generative AI within 

theoretical and practical frameworks. Moreover, from 

a practice viewpoint, it hinders making informed 
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decisions (e.g., investments) concerning appropriate 

GAI applications that support a certain task. To 

advance this promising field, we pose the following 

research question (RQ):  

What are the dimensions and characteristics of 

generative AI? 

To address our research question, we followed a 

two-staged research design: In the first step, we 

employed Kundisch et al. (2022) and developed a 

comprehensive taxonomy of generative AI that is 

grounded in an empirical investigation of 100 real-

world applications to capture the main attributes of 

this particular phenomenon. In a follow-up step, we 

applied our taxonomy as well as performed a 

combination of cluster analysis and qualitative case 

analysis to deduce a set of five common GAI types. 

With that, we make a threefold contribution: 

First, we provide an empirically grounded taxonomy 

of generative AI that outlines the key dimensions and 

characteristics allowing us to describe, differentiate, 

and hypothesize about this phenomenon. Second, by 

classifying 100 distinct applications with our 

taxonomy, we identify prevalent types of generative 

AI that emerge from practice. They provide a more 

abstract understanding of how this novel technology is 

implemented in real-world instances, as well as aid in 

positioning and selecting tools from a certain class of 

purposes. Lastly, by bridging theoretical 

conceptualization and practical implementation 

through our conceptual framework, we offer valuable 

insights for future research, potentially guiding the 

development and evaluation of generative AI. 

The remainder of this paper is structured as 

follows: We outline the theoretical background of 

generative AI with its concept and algorithmic 

processes. Afterward, we describe the research design 

with its subsequent activities to design our resulting 

artifact. Then, we present our taxonomy and a set of 

GAI types. Finally, we demonstrate our findings, 

discuss the results, and draw implications for theory 

and practice before concluding with conclusions, 

limitations, and a research outlook. 

 2. Generative Artificial Intelligence 

The concept of AI is not inherently new; as early 

as 1950 (McCarthy et al., 2006), fundamental 

paradigms were created for the development of 

machines capable of mimicking human abilities such 

as sensing, reasoning, and thinking (Berente et al., 

2021; Wang et al., 2019). After more than half a 

century of technological development and the 

associated advances in algorithmic and computational 

performance, as well as the availability of large 

datasets, AI now occupies a significant role in almost 

all aspects of life (Berente et al., 2021; Brynjolfsson & 

Mitchell, 2017; Taddeo & Floridi, 2018). 

In general, GAI, similar to the term AI, is an 

umbrella term for a class of algorithmic approaches 

(Figure 1). The foundational technology underlying 

the capabilities of recent GAI systems is based on deep 

generative models (DGM) that generate new datasets 

and content from existing data utilizing deep learning 

(DL) approaches (Gm et al., 2020; Tomczak, 2022). 

DGMs differ from discriminative models in the 

objective (generation of data vs. determination of 

decision boundaries) and the underlying algorithmic 

execution (Tomczak, 2022; Weisz et al., 2023). 

Generative models understand the underlying 

structure of the data and the process that generates it, 

in contrast to discriminative models, which 

concentrate on explicitly modeling the relation 

between input attributes and output labels (Jebara, 

2004). Non-DL-based generative models such as 

Hidden Markov Models play a minor role in recent 

discussions on GAI and realistic data generation (Gm 

et al., 2020; Hacker et al., 2023). Hence, we will focus 

on GAI based on DGMs in the following. 

 

Figure 1. Positioning the Concepts of GAI 

There are four ways to classify DGMs, namely: 

(1) Generative Adversarial Networks (GAN) 

(Goodfellow et al., 2020) consist of two competing 

neural networks: a generator creating realistic data 

samples and a discriminator distinguishing between 

real as well as generated samples (Pan et al., 2019). 

Both networks are trained in tandem, resulting in an 

adversarial competition in which the data generation 

capability optimizes over time (Janiesch et al., 2021). 

Core application areas of GANs are image generation 

and processing, object recognition and segmentation, 
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as well as natural language processing (Aggarwal et 

al., 2021; Gui et al., 2023). 

(2) Variational Autoencoders (VAE) use neural 

networks to learn encoding compressed input data into 

a lower-dimensional latent space and decode the data 

by reconstructing the original data from the latent 

space representation (Kingma & Welling, 2014). By 

optimizing a variational lower bound on the data 

likelihood in a probabilistic approach, VAEs can 

generate new samples that resemble the original data 

distribution. Typical use cases for VAEs are 

generating synthetic data, image reconstruction, and 

anomaly detection (Wei & Mahmood, 2021). 

(3) Transformer Architecture has become the 

state-of-the-art approach for natural language 

processing models. Transformers are a particular kind 

of neural network architecture that use self-attention 

processes to capture long-range dependencies in the 

input, which makes them suitable for complex 

language modeling problems (Vaswani et al., 2017). 

The main field of application for transformers is the 

processing of languages, where they are used similarly 

to generative-pre-trained transformers in combination 

with large language models (Brown et al., 2020). 

(4) Latent Diffusion Models (LDMs) are 

grounded in the concepts of denoising score matching 

and contrastive divergence for stochastic data 

generation (Rombach et al., 2022). Starting points here 

are simple initial distributions (e.g., Gaussian noise), 

which are used stepwise for noise reduction in a 

predefined diffusion process through a latent space as 

part of the generation process (Ho et al., 2020). LDMs 

are well-suited for tasks that require high-quality and 

precise outputs, such as high-resolution image 

synthesis (Takagi & Nishimoto, 2023) or 3D shape 

generation (Zeng et al., 2022).  

Regardless of the algorithmic underpinnings, the 

primary goal of GAI is the generation of new, 

probabilistic data with different outcomes based on the 

same input, which is what primarily distinguishes this 

type of AI from discriminative AI. 

3. Research Design 

Taxonomies are among the well-established 

classification systems in IS that help conceptualize 

both existing and novel phenomena. They describe 

objects of interest by formalizing their key 

characteristics (i.e., attributes of an object) (Glass & 

Vessey, 1995; Schoormann et al., 2022). Given the 

speed of socio-technical progress and technological 

advancements, such as those faced in our research 

stream of AI, taxonomies assist research and practice 

in their efforts to understand new developments and 

changes (Kundisch et al., 2022). They provide a 

snapshot of the current situation and enable us to 

explore and hypothesize about it. Because of their 

ability to do so, prior literature has proposed 

taxonomies for technologies that relate to our context, 

including AI literacy (Heyder & Posegga, 2021), AI 

service platforms (Geske et al., 2021), and AI for 

cybersecurity (Gerlach et al., 2022). 

To achieve our goal, we adapted the method from 

Kundisch et al. (2022) which follows the basic 

principles of design science research and thus allows 

for rigorous designing an artifact, here in the form of 

a taxonomy. The method consists of detailed steps 

from specifying the observed phenomenon, across 

building and evaluating the taxonomy, to purposefully 

presenting the results. In the following, we outline 

how we adapted these steps by reporting on four main 

clusters of activities: (1) problem and solution 

objectives, (2) design and development, (3) 

demonstration and evaluation, and (4) communication.  

3.1 Problem and Solution Objectives 

GAI is a rapidly evolving phenomenon and has 

received significant attention in recent years through 

new technological developments, such as ChatGPT 

(OpenAI, 2023) (phenomenon). In addition to the 

knowledge available in existing research (e.g., 

Dwivedi et al., 2023; Susarla et al., 2023), we sought 

to add insights from empirical investigations and craft 

a set of preliminary types of GAI applications 

(purpose). With their ability to capture both 

conceptual and empirical data collected from real-

world objects, a taxonomic approach seems suitable 

for pursuing this p per’s go l of un erst n ing    . 

An overview of the key features of GAI applications 

(meta-characteristic) is helpful for researchers 

interested in investigating this class of artifacts that 

spread across all areas of life, as well as for 

practitioners to orient themselves to what is actually 

out there (target group). 

3.2 Design and Development 

During the taxonomy design, researchers can 

select between two distinct approaches (Nickerson et 

al., 2013), n mely ‘ on eptu l-to-empiri  l’ in  hi h 

the characteristics and dimensions are derived from 

theory,  n  ‘empiri  l-to- on eptu l’ in  hi h re l-

world objects are examined. In this paper, due to the 

aforementioned focus on empirical insights, we 

performed two empirical-to-conceptual iterations by 

analyzing a series of existing GAI applications. 

First, we constructed a database of 100 empirical 

objects representing a GAI application. For this, we 

explored the web to find diverse sources from which 
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we picked samples randomly (Yin & Campbell, 2018). 

These included well-established sources, such as 

Dealroom or Github, but also social media posts that, 

due to the actuality and impact of GAI, comprises 

posts reporting “the newest GAI apps.” For example, 

we searched LinkedIn and the associated profile 

“ ener ti e   ”  n  Twitter posts (Generative AI, 

n.d.; Huang, 2022). 

Second, building on that, we organized the sample 

of 100 empirical objects into smaller sub-samples to 

make them more manageable. Therefore, the first 30 

GAI applications were used to construct the first 

version of the taxonomy (1st iteration) and, most 

importantly, to get an orientation for the broader field 

of investigation. We extended the initial taxonomy 

(from seven to twelve dimensions) and used it as a 

frame of reference to analyze the next sub-sample of 

40 empirical objects (2nd iteration). 

Third, we used the taxonomy to recode the 

complete sample of 100 GAI applications and 

managed to classify all objects in ten dimensions (3rd 

iteration). After reaching saturation, we inductively 

abstracted from all characteristics to group them under 

meta-dimensions (Nickerson et al., 2013). Resulting, 

we argue that the robustness is given of the taxonomy 

(i.e., no dimensions and characteristics were 

significantly altered in the final iteration). 

3.3 Demonstration and Evaluation 

To ensure that our designed taxonomy is valid, we 

checked the ending conditions that specify when to 

stop with the iterative process (Kundisch et al., 2022). 

Since we were able to meet all specified objective and 

subjective ending conditions, we decided to finalize 

the taxonomy (ending conditions).  

Moreover, for investigating the applicability of 

the taxonomy (evaluation), we followed Szopinski et 

al. (2019) and employed the taxonomy to classify our 

set of 100 GAI applications. This allows us to 

demonstrate the taxonomy as well as theorize about 

common relationships between the characteristics and 

dimensions derived (see Section 5).  

3.4 Communication 

For visualization, we draw on a morphological 

box that is a widely accepted style in IS research and 

beyond (report). Because this style is used in both 

practical and academic contexts, we are confident that 

the taxonomy will be best understood and used by our 

target groups. Besides, we abstracted common 

 onfigur tions of the t xonomy’s  h r  teristi s in 

order to propose a series of GAI types that provide 

additional orientation for users.  

4. A Taxonomy of Generative Artificial 

Intelligence  

In this section, we present the taxonomy for 

generative AI that covers three meta-dimensions, ten 

dimensions, and 38 related characteristics (see Figure 

2). These characteristics are either mutually exclusive 

(ME) or non-exclusive (N); we decided to use some 

Ns in order to increase the readability. The numbers in 

brackets refer to the GAI applications classified by 

means of a certain characteristic. As some of the 

dimensions are not mutually exclusive, the numbers in 

one dimension may exceed 100. 

Figure 2. Characterizing Generative Artificial Intelligence  
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4.1 System Design 

Generative AI applications provide the user with 

a wide range of different input capabilities and result 

artifacts. System design tackles these options and the 

combinatorial possibilities associated with them. 

Input specifies what type of data is provided by 

the user and processed by the generative AI. The most 

prevalent input types are text, image, video, or sound. 

Code is a domain-specific version of text which still 

adheres similarities with processing natural languages. 

Thus, the underlying foundation models do not 

significantly differ compared to natural language 

(Feng et al., 2020). A GAI application may allow users 

to input multiple input types, for example, an image 

with a supplemental textual prompt (Liu, 2023). So, 

this dimension is not mutually exclusive.  

Modality refers to the versatility and flexibility of 

generative AI in terms of input and output capabilities 

as well as examines how many data types can handled 

simultaneously. One-to-one applications accept a 

single type of input and generate a single type of 

output, for instance, a text-to-text application like a 

chatbot. One-to-many applications generate multiple 

outputs, such as textual descriptions and images, based 

on a single input. Contrarily, many-to-one and many-

to-many modal applications handle numerous inputs 

meaningfully to generate respective outputs. Thus, this 

dimension is mutually exclusive. 

Output concerns the type of data created by 

generative AI. Text, image, video, 3D-model, and 

sound are the central output characteristics. The 

diversity in output illustrates the wide range of 

possibilities offered by generative AI. Various GAI 

applications offer editing capabilities, for example, 

improving or altering images. Nevertheless, new 

outputs types can also be generated, such as 3D-

models based on text or image prompts (Gao et al., 

2022; Poole et al., 2023). Based on the multi-modal 

outputs possible, this dimension is not mutually 

exclusive. 

Operation describes the mode of deploying and 

managing generative AI. Depending on the use case 

and requirements for employing a generative AI 

application, the application can either be managed by 

a (platform) provider or self-hosted on premise. 

Especially for critical business use cases dealing with 

sensitive data, some GAI applications allow to self-

host on premise, ensuring data protection and 

sovereignty. As on premise is usually offered as an 

optional extra for enterprises, this dimension is, 

therefore, not mutually exclusive. 

4.2 System Access 

Customization and accessibility of AI 

applications plays a central role in their adoption 

(Pillai & Sivathanu, 2020). System Access aggregates 

these possibilities for generative AI applications from 

both a technical and a content perspective. 

Interface distinguishes the mediums through 

which users interact with GAI applications. The 

identified interface characteristics comprise web, 

mobile, desktop, integrated, and application 

programming interface (API). Generative AI 

designers opt for various interface options to serve 

different user needs and contexts. For instance, web-

based interfaces offer broad accessibility without 

needing to install specific software. Integrated 

interfaces refer to applications operating within other 

software, such as Midjourney instantiated as a Discord 

bot (Midjourney, n.d.) or image generators in 

Photoshop and Blender. This dimension is not 

mutually exclusive because applications can be served 

through multiple interfaces. 

Openness specifies the degree of transparency 

offered by the providers of generative AI applications 

regarding the technological details, e.g., architecture 

or models employed. Primarily, we differentiate 

between open (i.e., complete information such as 

open-sourced code and documentations), semi-open 

(i.e., partial information such as about the AI model 

provider), and closed (i.e., proprietary without any 

information) applications. This dimension is mutually 

exclusive. 

Fine-Tuning addresses the options to customize 

the output of generative AI applications. This aspect 

allows users to influence the generated results to their 

liking, resulting in a premier form of personalization. 

Prompt based fine-tuning, i.e., the use of specific input 

directives, guides the AI’s generation process. On the 

other hand, data fine-tuning involves training the AI 

model on a specific dataset to tailor its outputs. This 

could encompass the provision of a domain-specific 

text corpus or a set of reference images. A combination 

of both fine-tuning techniques is possible, making this 

dimension not mutually exclusive. 

Extension characterizes how generative AI 

applications can expand their capabilities beyond the 

initial features provided by the underlying model. One 

approach to enhance the functionality is by 

implementing options for plug-ins. For instance, 

ChatGPT offers plug-ins to incorporate external 

services such as Expedia for connections to travel 

platforms. Another option is to provide domain-

specific, pre-fine-tuned models for the user to choose 

from. Examples include financial text generators or 
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specialized comic or anime image generators. This 

dimension is not mutually exclusive. 

4.3 System Value 

The development of GAI is extremely cost-

intensive. System Value addresses both the value 

proposition for the end user and for the provider from 

a holistic perspective. 

Value Proposition refers to the primary benefit 

or utility that generative AI applications offer to the 

users. Despite the high variance of different 

applications, four characteristics can be derived. The 

first is generation, which propose value through, 

generation of new content from the ground up to save 

time and resources (Mondal et al., 2023). 

Reimagination involves the transformation of existing 

data into novel ways. For instance, different styles can 

be applied to images or a 2D images is converted into 

a 3D model (Gao et al., 2022; Kwon & Ye, 2022). 

Finally, assistants refer to applications that support 

users in performing tasks by generating useful 

responses, suggestions, or actions (Brynjolfsson et al., 

2023). As generative AI applications might advertise 

multiple values, this dimension is not mutually 

exclusive. 

Revenue corresponds to the various business 

models and pricing structures implemented by 

generative AI applications. This dimension outlines 

the financial investment required and the type of 

access granted in return. There are a variety of pricing 

models implemented by application providers that are 

also adopted across other IS artifacts (Lehmann & 

Buxmann, 2009). These include subscriptions based 

on regular fixed rates, one-time payments for a license 

purchase, and no payments for a free usage. Moreover, 

freemium-based revenue models offer basic features 

for free, with premium features (e.g., enhanced 

capabilities or faster computation) available for a fee. 

Model pricing allows users to pay for certain pre-

trained models, such as highly optimized or less 

complex ones. The credit-based characteristic refers to 

applications where users purchase credits to access 

specific features or services. These variable rates are 

based on the actual usage, allowing users to pay only 

for the features or services they need and have used. 

For example, text generation applications might bill 

users per processed tokens (i.e., common sequences of 

text characters). Since the revenue models are not 

combined in most of the cases is, this dimension 

mutually exclusive. 

5. Towards General Types of Generative 

Artificial Intelligence 

To gain further insight into the characteristics of 

GAI applications and to provide a classification 

scheme not only for individual applications but for the 

entire artifact class, we theorized about more general 

types of GAI. To do so, we combined an 

agglomerative hierarchical clustering algorithm with a 

qualitative case analysis in a two-step approach based 

on our final taxonomy. As the first step, we classified 

100 GAI applications using our taxonomy (i.e., 

demonstration) and clustered them using W r ’s 

method as well as the Euclidean distance metric in a 

hierarchical cluster analysis (Jain et al., 1999). This 

form of analysis is particularly useful to differentiate 

groups of objects based on the similarity of their 

characteristics (Punj & Stewart, 1983), which 

completes our previous taxonomy research. As a 

second step, guided by the initial clustering, we 

qualitatively analyzed the underlying data based on the 

t xonomy’s dimensions. We added the qualitative 

analysis to our procedure as the quantitative results 

alone did not provide powerful descriptions. Informed 

by the insights, we conducted several author meetings 

in which we abductively derived five GAI types by 

elaborating on their explanatory power.  

Following this, we next outline the five distinct 

types of GAI application.  

Generators (Type I) offer capabilities to create 

novel and innovative content based on only few user 

inputs (e.g., text-to-image generators). The novelty of 

outputs is mainly influenced by the underlying, pre-

tr ine  gener ti e mo els  n  the user’s prompt 

(Oppenlaender, 2022). Hence, the degree of 

modification is focused around creating new artifacts 

and aims for innovation with its recombination of the 

pretrained model guided by the user’s input (e.g., text-

to-image generators like Midjourney or text-to-video 

generators like Synthesia). 

Reimaginators (Type II) pursue the goal of 

reinterpreting data in a novel way. The input serves as 

the basis for editing while the semantics behind the 

content remain rather stable. From a creativity 

perspective, reimaginators innovate existing data 

material such as images, while only modifying parts of 

the input’s  ontextu l semantics. For instance, image-

to-image reimaginators keep the original subjects of 

photos and only change the style, expand the images 

beyond their margins, or alter objects with new 

variations (e.g., runwayML).  

Synthesizers (Type III) are applications which 

provide the capability to generate entirely synthetic 

data for use cases such as the training of AI models or 

the establishment of large IT test landscapes. Creating 
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specialized and pre-labeled synthetic data allows AI-

developers to train more diverse models by mitigating 

data bias or enables researchers to work with realistic 

data without violating data privacy policies. The 

required level of creativity is rather low, since the 

resulting synthetic output is strongly based on the 

original input. However, the objective is still the 

creation of something new, a synthetic modification of 

the original artifact (e.g., Syntho and Synthesis AI). 

Assistants (Type IV) support the user within an 

application domain (e.g., software development, law, 

accounting) with domain-specific specialized 

knowledge or capabilities.  For this purpose, the 

applications were trained with domain-specific 

artifacts (e.g., source code, legal documents, etc.). 

Hence, low degree of creativity and modification 

underline the inherent features of assistants for 

improving and doing things better while preserving 

the user’s   t   ith minim l mo ifi  tions. Typical 

examples for that type of GAI are programming 

assistants (e.g., GitHub CoPilot) or legal assistants 

(e.g., CoCounsel) that require sophisticated user input 

data (e.g., source code, documents) to conduct 

marginal refinements and improvements to match the 

user’s nee s.  

Enabler (Type V) offer the necessary 

infrastructure for supporting processes like training, 

fine-tuning, or hosting generative AI applications. 

While typical infrastructure service providers, such as 

Amazon Web Services or Hugging Face, provide raw 

computing power as well as model hosting, generative 

AI enablers aim to make applications easy to use 

without any technical prior knowledge. Applications 

such as Graviti, or Stable Diffusion Reimagine simply 

host GAI models developed by third parties. 

Moreover, enablers like TrainEngine.AI and 

Dreamlook.ai offer training capabilities that allow 

users to easily fine-tune their models with their own 

data. Lastly, enablers offer enterprises holistic 

platforms with various generative AI tools that can be 

integrated into their information systems (e.g., Writer 

and Cohere). Enablers are a cross section of all types 

without distinct boundaries toward their degree of 

creativity and modification. 

Drawing from the types and the discussions, we 

identified two core aspects for generative AI (see 

Figure 3): Creativity as the degree of transformation 

within the generation process (Nagasundaram & 

Bostrom, 1994), which distinguishes between 

innovate (i.e., aiming for generating something 

different) and improve (i.e., aiming for something 

better). The degree of modification, on the other hand, 

conceptualizes the paradigm relationship between the 

input and output of GAI applications. The continuum 

reaches from preserve as a minimal change made by 

the GAI to create where the degree of modification 

significantly alters the input, thriving for novel results.  

6. Conclusion, Limitations and Outlook 

Due to the technological developments, AI is no 

longer just a theoretical construct, but an essential part 

of our professional and personal lives. The technology 

has even further evolved over the recent years to 

mainstream generative AI, a new type of AI which 

focuses on the creation and reimagination of content 

as well as the nearly human aspect as assistant in a 

wide variety of domains, including programming, 

sales, and accounting (Mondal et al., 2023). 

While fundamental research on AI from technical, 

organizational, and social perspectives is a central part 

of the academic landscape, the topic area of GAI is 

currently unexplored. We address this deficiency and 

make scientific contributions: First, based on the 

analysis of 100 Generative AI applications, we 

provide a first conceptual outline for key dimensions 

and characteristics. Because the taxonomy we propose 

is not limited to a specific use case or domain (e.g., 

healthcare, accounting, etc.), it provides the 

foundation and potential for subsequent research to 

deepen GAI in dedicated domain areas. Second, we 

provide five types including a guiding framework that, 

in its entirety, can act as a conceptual foundation for 

other researchers to build their GAI concepts on. 

                      

 
  

  
  
 
  
  

  
 
  
 
  
 

              

  
 
  
  

  
 
 
  

  

            

           

         

         

       

Figure 3. A Framework to Position the derived GAI Types 
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For practitioners, the research offers potential 

for developing and integrating GAI as well as 

repurposing existing applications based on the 

capability spectrum of the technology paradigm. The 

taxonomy serves as a tool for describing and analyzing 

existing GAI applications and as a medium for 

designing as well as configuring new applications. 

Each type represents a possible strategic option for 

managers to either optimize current applications or 

identify desired types and derive corresponding 

configurations in combination with the taxonomy. 

Managers can thus improve customer understanding, 

and derive specific strategic differences related to 

development, marketing, and integration. 

Our results are subject to limitations. First, we 

derive the taxonomy and the typological framework 

with its types built on it exclusively from empirical 

real-world objects, which offers the possibility of 

integrating literature-based insights as they become 

available. Although the development of the framework 

and the typology was supported by quantitative data 

analysis, the data collection, and the derivation of the 

dimensions as characteristics is open to interpretation, 

and therefore other researchers may find divergent 

characteristics. This results in two implications for 

future work. Fundamentally relevant would be the 

theoretical grounding of the conceptual framework 

and generic types based on future appearing scientific 

literature. Furthermore, we suggest enriching the 

result artifacts with domain-specific knowledge (e.g., 

healthcare, software development) to develop 

associated models and deepen the body of knowledge 

on generative AI.  
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