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Abstract—Epileptic seizures, unpredictable in nature and 

potentially dangerous during activities like driving, pose 

significant risks to individual and public safety. Traditional 

diagnostic methods, which involve labour-intensive manual 

feature extraction from Electroencephalography (EEG) data, 

are being supplanted by automated deep learning frameworks. 

This paper introduces an automated epileptic seizure detection 

framework utilizing deep learning to bypass manual feature 

extraction. Our framework incorporates detailed pre-

processing techniques: normalization via L2 normalization, 

filtering with an 80 Hz and 0,5 Hz Butterworth low-pass and 

high-pass filter, and a 50 Hz IIR Notch filter, channel selection 

based on standard deviation calculations and Mutual 

Information algorithm, and frequency domain transformation 

using FFT or STFT with Hann windows and 50% hop. We 

evaluated on two datasets: the first comprising 4 canines and 8 

patients with 2.299 ictal, 23.445 interictal, and 32.915 test data, 

400-5000Hz sampling rate across 16-72 channels; the second 

dataset, intended for testing, 733 icatal, 4.314 interictal, and 

1908 test data, each 10 minutes long, recorded at 400Hz across 

16 channels. Three deep learning architectures were assessed: 

CNN, LSTM, and a hybrid CNN-LSTM model-stems from their 

demonstrated efficacy in handling the complex nature of EEG 

data. Each model offers unique strengths, with the CNN 

excelling in spatial feature extraction, LSTM in temporal 

dynamics, and the hybrid model combining these advantages.  

The CNN model, comprising 31 layers, yielded highest accuracy, 

achieving 91% on the first dataset (precision 92%, recall 91%, 

F1-score 91%) and 82% on the second dataset using a 30-second 

threshold. This threshold was chosen for its clinical relevance. 

The research advances epileptic seizure detection using deep 

learning, indicating a promising direction for future medical 

technology. Future work will focus on expanding dataset 

diversity and refining methodologies to build upon these 

foundational results. 

Keywords—Epileptic Seizure Detection; Ictal; Interictal; 

Convolutional Neural Network; Deep Learning; Long Short-Term 

Memory; Spectrogram. 

I. INTRODUCTION  

Epileptic seizures are a prevalent neurological condition, 

impacting around 50 million individuals worldwide, as 

indicated by the World Health Organization [1]–[3]. These 

seizures are distinct from the isolated seizures that may 

sporadically occur in the general population. Epileptic 

seizures, which are symptomatic of chronic neurological 

abnormalities, often persist throughout a person's life, 

manifesting from birth or emerging at any stage in adulthood. 

Unlike isolated seizures, which are usually singular 

events, epileptic seizures are characterized by their recurrent 

nature and can strike unpredictably, often without any 

forewarning, complicating the implementation of safety 

measures for both the individuals affected and the public. The 

unpredictability of epileptic seizures poses significant risks, 

particularly during activities that require sustained alertness, 

such as driving. This not only jeopardizes the patient's safety 

but also poses a risk to others [4]. 

Current diagnostic tools, such as Electroencephalography 

(EEG) and Magnetic Resonance Imaging (MRI), are 

instrumental in early seizure detection [4], [5]. However, they 

come with limitations. EEG's low spatial resolution can make 

it challenging to accurately determine the source of 

epileptiform activity, and interpretation often relies heavily 

on the expertise of medical professionals. MRI provides 

better spatial resolution but is less effective in detecting 

seizures when clear structural anomalies are absent and is 

limited by its low temporal resolution, which impedes its 

ability to track the rapid progression of epileptic events. 

One of the substantial challenges in the field is the 

difficulty of obtaining balanced EEG datasets. The number of 

active seizure (ictal) episodes is typically much lower than 

non-seizure (interictal) episodes, reflecting the actual 

prevalence of such events. This discrepancy can introduce 

biases into model training and affect the efficacy of 

automated detection systems [6]. To address this, we explore 

mitigation strategies like weighted loss for adjusting loss 

functions, oversampling, undersampling, and data 

augmentation, aiming to enhance the performance and 

reliability of seizure detection models. 

The limitations of manual EEG analysis in epilepsy 

diagnosis are further discussed in [6] which highlights the 

time-consuming and error-prone nature of this approach. The 

paper advocates for the adoption of graph-theory-based 

methods to automate epilepsy detection. These advanced 

network approaches offer deeper insights into the intricate 

dynamics of EEG signals, thereby enhancing the accuracy of 

diagnosis. This serves as a valuable resource for neurologists 

and researchers aiming to develop intelligent epilepsy 

detection systems. 

In the field of EEG-based emotion and attention 

detection, significant advancements have been made. For 

example, a 2022 study by Cui et al. [7] employed Gated 

Recurrent Units and Minimum Class Confusion to improve 

subject-independent emotion recognition. In a similar vein, 

research in [8] work utilized probability-based features in 
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EEG signals to detect confused students in online educational 

settings. Additionally, Anala and Bhumireddy's in [9] study 

conducted a comparative analysis of machine learning 

algorithms aimed at identifying student confusion during 

Massive Open Online Courses (MOOCs). These 

contributions collectively highlight the emerging importance 

of EEG-based techniques in emotion recognition and 

educational applications. 

There’s also other work that show deep learning 

effectiveness on EEG based data in general, which include 

fatigue detection [10]–[14], person identification [15], and 

also mental illness [16]–[19]. Other than EEG, deep learning 

has also show impressive result on time series task such as 

gender classification using ECG [20], crude oil price 

forecasting [21], and also general problem such as music 

genre classification [22] sentiment analysis [23], and pose 

classification [24]. 

Collectively, these studies affirm the effectiveness of 

EEG-based deep learning techniques in identifying complex 

patterns in neurological data. They contribute to a foundation 

from which methods for automated epileptic seizure 

detection can be developed, leveraging the signal 

characteristics and deep learning methodologies proven in 

adjacent fields of emotion recognition and educational 

assessment. This research uniquely addresses the gap in 

current seizure detection methods by focusing on the 

integration of advanced deep learning techniques with EEG 

data, which has not been extensively explored in existing 

literature. 

Building upon these advancements, our research 

introduces novel improvements in the realm of deep learning 

applications for epileptic seizure detection. We have 

meticulously tailored our preprocessing methods to align 

with the unique characteristics of EEG datasets, ensuring that 

the data fed into our models optimally reflects the intricate 

patterns associated with seizures. Furthermore, we have 

innovatively modified both the architecture and input models 

of our deep learning systems. By fine-tuning the 

hyperparameters, our approach significantly enhances model 

performance, setting a new benchmark in the accuracy and 

efficiency of epileptic seizure detection using EEG data. Our 

approach significantly advances the field by not only 

applying deep learning to EEG data but also by innovatively 

modifying the preprocessing and model architecture to 

specifically cater to the distinctive patterns seen in epileptic 

seizures. 

This paper aims to address this issue by employing deep 

learning methodologies [25], [26], obviating the need for 

manual feature extraction. We focus on three main deep 

learning paradigms: Convolutional Neural Networks 

(CNN)[27]–[31] as described in [2], [32], [33]. Long Short-

Term Memory (LSTM) networks [34], following the works 

in [1], [35]; and a hybrid approach that utilizes CNN for 

feature extraction and LSTM for classification, as in [36]. 

The study categorizes the results into two labels: 'ictal' for 

detected seizure episodes and 'interictal' for non-seizure 

episodes. We evaluate three distinct architectural 

configurations: 

1. A hybrid model incorporating CNN for feature extraction 

and LSTM for classification, 

2. A standalone CNN model serving both as a feature 

extractor and classifier, (Fig. 1 provides an illustrative 

pipeline of this approach). 

3. A standalone LSTM model also functioning as both 

feature extractor and classifier. 

Our research contributions are, the development of 

preprocessing methods tailored to the unique characteristics 

of epileptic seizure data, thereby enhancing its accuracy for 

seizure detection, and we have not only modified existing 

architectures but also introduced a novel hybrid model that 

combines the strengths of CNNs for spatial feature extraction 

and LSTMs for temporal pattern recognition. 

 

Fig. 1. Architecture system for epileptic seizure detection 

II. RELATED WORKS 

In the specific area of epileptic seizure detection using 

Electroencephalogram (EEG) data, many studies utilizing 

machine learning methodologies have been conducted. These 

earlier studies serve as the foundational support for the 

innovations and contributions of the current study. The 

available literature provides a range of approaches that have 

been effective in tackling the challenges inherent to EEG-

based detection or classification. These approaches vary from 

traditional machine learning techniques to advanced neural 

network architectures. This chapter is organized into four 

distinct sub-chapters to comprehensively cover the state-of-

the-art methodologies. 

A. Based on CNN Approach 

In a recent paper we reviewed, J. Cho and H. Hwang 

introduced a Convolutional Neural Network (CNN) model in 

2020 that they called the C3D model [33]. This model has 31 

layers, making it relatively deep. It employs EEG data and 

also incorporates a 3D CNN via a residual architecture [28]. 

The model was initially designed for emotion recognition 

tasks and showed promising results. It uses EEG data from 

32 channels, recorded over a one-minute period. In our study, 

we aim to adapt this model to our specific challenges by 

adjusting some hyperparameters. Additionally, CNNs have 

been applied to text-based emotion recognition as well, as 

cited in paper [37]. 
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In 2018, another paper [2] also employed a CNN model 

for EEG data analysis. However, this model, introduced by 

Mengni Zhou et al., is considerably simpler than Cho's, 

comprising just three layers: one convolutional layer, one 

average pooling layer, and one fully connected layer with a 

sigmoid activation function. The data for this model came 

from intracranial EEG (iEEG) recordings at the University 

Hospital of Freiburg, Germany, captured using a Neurofile 

NT digital video EEG system. The design of this simpler 

model was motivated by two main factors. First, the dataset 

they used had an imbalance between ictal and interictal 

samples. Second, the limited number of electrodes used in the 

recordings constrained the number of layers they could 

include in the neural network. 

The third paper we reference is [32] by Ihsan Ullah et. al. 

This paper is using the CNN model with a pyramidal shape. 

Same as Mengni Zhou et. al., the dataset came from the 

Epilepsy Center at the University Hospital of Freiburg, 

Germany. The model is consisting of 15 layers with multiple 

batch normalization [38] layers and ReLU [39] layers. Batch 

normalization is used to perform normalization just like in the 

preprocessing but applied along with the learning process. 

Ihsan Ullah et. al. model could perform on 99% validation 

accuracy with 10-fold validation. 

There are other papers, worthy to mention, that use CNN 

model approach to do epilepsy recognition by using CNN. 

Automatic seizure detection using raw amplitude at each 

sample and channel as the pixel attribute of a 2D image [40] 

by Gómez C et. al. The best model reached average accuracy 

and specificity values of 99.3% and 99.6%, respectively. 

Epileptic seizure detection using CNN model with a 

Sequential layer, Three Convolutional 2D layers, and Two 

dense layers with L2 regularizers (l2=0.001) [41] by 

Gramacki A et. al. Seizure classification using CNN model 

and FCNN with RFC [42] model as feature selection [43] by 

Caffarini J et. al. Detecting seizures in pediatric patients using 

raw multichannel EEG signal recordings that are minimally 

pre-processed with two-dimensional deep convolutional 

neural network(2D-DCNN), as an autoencoder, and connect 

the output with MLP [44] by Abdelhameed A et. al. Seizure 

detection using Reconstructed Phase Space image and Alex-

Net [45] pretrained model reached binary class accuracy 

(98.5±1.5)% [46] by Ilakiyaselvan N et. al. Using 1D CNN 

for Seizure Detection on EEG signals that has been processed 

using Butterworth Filter [47] and Discrete Wavelet 

Transform [48] by Hassan F et. al. 

Essentially, CNN or Convolutional Neural Network is 

one of the deep learning methods that are frequently used on 

a picture type of data, whether it is for object recognition, 

object detection, and anything picture-related [49]–[53]. 

CNN is built based on how humans see something. The smart 

feature of CNN itself is training the kernels or windows to 

recognize something. Kernels or windows will split or divide 

large pictures into smaller picture sections while the windows 

are sliding. A CNN will be something like Fig. 2. 

The black square is an input image while Cn are 

convolutional layers and Sn are pooling layers. The 

convolutional layers will learn some features from the 

previous input. On the other hand, pooling layers will have a 

purpose to reduce the shape of the layers. After many 

convolutions and pooling layers, there is a fully connected 

layer to classify or produce label output. Mathematically, 

equation (1) will describe how the convolution layer works. 

𝑐𝑜𝑛𝑣(𝐼, 𝐾)𝑥,𝑦 =  ∑ ∑ ∑ 𝐾𝑖,𝑗,𝑘𝐼𝑥+𝑖−1,𝑦+𝑗−1,𝑘
𝑛𝐷
𝑘=1

𝑛𝑊
𝑗=1

𝑛𝐻
𝑖=1   (1) 

 

Fig. 2. Simple convolutional neural network 

B. Based on LSTM Approach 

There are few papers that we observed and reference with 

LSTM Model. The first paper is [1] by Sirwan Jaafar et. al. 

In that paper, the researcher using multiple preprocessing 

techniques. The introduced model is consisting of 1 LSTM 

layer with 100 cells to learn about the signal feature spike on 

each channel, one time distributed layer with 500 units, and 

lastly with softmax function to classify the data between 

normal and seizure. This model has achieved a total accuracy 

of 97.75%, which is very high. Keep your text and graphic 

files separate until after the text has been formatted and 

styled. Do not use hard tabs, and limit the use of hard returns 

to only one return at the end of a paragraph. Do not add any 

kind of pagination anywhere in the paper. Do not number text 

heads-the template will do that for you. 

The second paper is [54] by Ibrahim Aliyu et. al. This 

paper consists of 1 model LSTM from EEG signal. He also 

uses DWT preprocessing technique to cut noises and extract 

features manually into 20 eigenvalues for training and testing. 

The introduced models are using 3 and 4 LSTM layers which 

best on 3 layers only with adam optimizer [55] of around 97% 

accuracy. 

The Third paper is [56], they proposed analyzing 

multivariate time-series using robust LSTM models with 

attention mechanisms [57], [58]. The paper introduces a new 

model for time-series forecasting that combines LSTM with 

tuned Particle Swarm Optimization (PSO) [59] and Bifold-

Attention mechanisms. The model outperforms various 

baselines, including ARIMA and other LSTM 

configurations, in terms of accuracy. It is tested on multiple 

environmental and traffic datasets, proving its adaptability 

and robustness for time-series analysis. 

In addition to the aforementioned papers, another notable 

work in epileptic seizure detection with LSTM-based models 

is presented by [60] Xinmei Hu et al that employ a band-pass 

filter to preprocess the original EEG signal and calculate 

linear features. Subsequently, they utilize a deep neural 

network comprising a bidirectional long-short term memory 

network (Bi-LSTM) to train and classify these features. The 
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results on EEG data of Epilepsy Center of the Bonn 

University Hospital of Freiburg demonstrate impressive 

accuracy of 98.56%, showcasing the effectiveness of their 

proposed model in accurately identifying epileptic EEG 

signals. There’s also work of [61]Mona Nasseri et al that 

employ LSTM on seizure forecasting using a noninvasive 

wrist-worn research-grade physiological sensor device, 

which is tested in patients with epilepsy in an ambulatory 

setting and ale to achieves forecasting performance 

significantly better than a random predictor for 5 of 6 patients 

studied. 

LSTM is based on RNN or Recurrent Neural Network. 

RNN is used for a certain type of problem that needs 

sequence data like sentences and sound waves, but in this 

paper, brain waves could be used as well. Different from 

RNN, LSTM will have an additional gate like forget gate and 

additional activation function. Because of that, there will be 

more computation on LSTM than on RNN. Each LSTM cell 

will be represented in Fig. 3. The first yellow circle means 

forget gate with the purpose to forget or remember St-1 or 

previous context combined with input Xt and sigmoid. The 

second and third yellow circles are input gates that will 

combine sigmoid and tanh function to make the current cell 

state by addition from the output of forgetting gate which will 

be affected by the previous cell state. This is where the 

sequence comes in handy. The last yellow circle is the output 

gate to make a new cell state from the current cell state and 

also a new context for the next LSTM cell. Mathematically, 

LSTM operation is fairly straightforward and shown in 

equation (2) to (7). 

In other problem [62] Saputra et. al. investigates the 

impact of varying the number of hidden layers and neurons 

on LSTM forecasting performance. Using RMSE as the 

performance metric, the study finds that the most effective 

architecture utilizes two hidden layers and 64 neurons, 

achieving an RMSE value of 0.699. The research suggests 

that increasing the number of hidden layers significantly 

improves forecasting accuracy, particularly when using 16 

and 32 neurons. 

 

Fig. 3. Long short-term memory cell 

𝑓𝑡 = 𝜎(𝑊𝑓 . [𝑆𝑡−1, 𝑋𝑡] + 𝑏𝑓) (2) 

𝑖𝑡 = 𝜎(𝑊𝑖 . [𝑆𝑡−1, 𝑋𝑡] + 𝑏𝑖) (3) 

�̃�𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐 . [𝑆𝑡−1, 𝑋𝑡] + 𝑏𝑐) (4) 

𝐶𝑡 = 𝑓𝑡 ∗  𝐶𝑡−1 + 𝑖𝑡 ∗ �̃�𝑡 (5) 

𝑂𝑡 = 𝜎(𝑊𝑜. [𝑆𝑡−1, 𝑋𝑡] + 𝑏𝑜) (6) 

𝑆𝑡 = 𝑂𝑡 ∗ 𝑡𝑎𝑛ℎ (𝐶𝑡) (7) 

C. Based on CNN-LSTM Approach 

Explaining research chronological, including research 

design, research procedure (in the form of algorithms, 

Pseudocode or other), how to test and data acquisition [63]–

[65]. The description of the course of research should be 

supported references, so the explanation can be accepted 

scientifically [66], [67]. Fig. 1 and Fig. 2 and Table I are 

presented center, as shown below and cited in the manuscript 

[63],[68]–[73]. Fig. 2(a) indicated that as 0.3≤α≤0.4, the wind 

turbine with the rotor velocity control mode can extract more 

electrical energy than that with the power control mode. Fig. 

2(b) shown the smoothing function reaches to the smallest 

value as α=0.4. 

On this architecture, we reference a paper by M. 

Golmohammadi et. al. They are using a state-of-the-art 

hybrid architecture that integrates both CNN with RNN (in 

this paper they are trying to compare either LSTM or GRU). 

The model is pretty big which integrates 2D CNN 2 layers, 

1D CNN 1 layer, and an LSTM layer or GRU [74] layer. They 

also use a linear frequency cepstral coefficient-based 

approach as its feature extractions. This model using the input 

model of an image. The result is pretty good which better on 

CNN-LSTM than CNN-GRU. Essentially, this hybrid model 

works just like CNN and LSTM basic before but using CNN 

great feature extractor combine it with LSTM sequence 

classifier. 

A reference paper [14] explores text-based emotion 

detection using CNN and BiLSTM, comparing Word2Vec 

[75] and GloVe [76] embeddings. Two scenarios are tested: 

classifying text into 'emotion' or 'no-emotion,' and identifying 

five specific emotions. Word2Vec-CNN-BiLSTM 

outperforms GloVe-CNN-BiLSTM in all metrices across 

different transportation datasets. The study concludes that 

Word2Vec-CNN-BiLSTM improves emotion detection 

performance in Text. 

CNN-Bi-LSTM also use in Yahong Ma [77] research for 

extraction of spatial feature and capturing spatial feature. An 

integrated attention mechanism is utilized to allocate specific 

weights of various electrode channel. Using CHB-MIT 

dataset EEG for epilepsy detection with 3 categories 

(Normal, pre and mid seizure) this model reach 94.83% 

average accuracy, and using UCI dataset this model attain 

average accuracy 77.62%. 

An additional research paper [78] presents another model 

for seizure prediction by enhancing Long Short-Term 

Memory networks (LSTM) with Batch Normalization 

(BNLSTM) and incorporating Channel and Spatial Attention 

(CASA) mechanisms. This model is designed to effectively 

capture temporal features in EEG data through its BNLSTM 

component, while simultaneously addressing spatial 

information using the CASA component. 
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In addition to the aforementioned research, the 

advancement of using CNN-LSTM methodologies has been 

evident in Epileptic Seizure detection. One notable approach 

involves a Convolutional Neural Network (CNN) with a 

Long Short-Term Memory (LSTM) network, as presented by 

Wang et al. [79]. This dual stream spgrutiotemporal hybrid 

network achieves remarkable results, boasting an accuracy, 

specificity, sensitivity, and ROC of 98%, 97.4%, 98.3%, and 

96.8%, respectively, in three-class classification. For binary 

classification, the method outperforms other techniques with 

perfect accuracy scores. Another significant contribution 

comes from Srinivasan et al. [80], who employ a three-

dimensional deep convolution auto-encoder (3D-DCAE) and 

a hybrid convolutional auto-encoder (LHCAE) to classify 

adult epilepsy. The LHCAE method attains impressive 

metrics with 99.08% accuracy, 99.21% sensitivity, 99.11% 

specificity, 99.09% precision, and an F1-score of 99.16%, 

showcasing its efficacy in distinguishing between interictal 

and ictal states. 

Other work of Cao et al. [81] also propose to use squeeze-

and-excitation networks (SENet) [82] and LSTM and 

implement adversarial learning-driven [83] domain-invariant 

deep feature representation method. This hybrid deep 

network (HDN) leverages adversarial learning to enhance the 

classification accuracy of seizure types by 5%. Similarly, 

Saqib et al. [84] introduce a regularization strategy for CNN-

LSTM in EEG seizure detection, employing multi-task 

learning and achieving a notable improvement in the F1 

score. Lastly, Mir et al. [85] contribute a deep learning model, 

combining a Deep Convolutional Autoencoder (DCAE) with 

Bidirectional Long Short-Term Memory (Bi-LSTM), 

achieving outstanding results with an accuracy of 99.8%, 

classification accuracy of 99.7%, sensitivity of 99.8%, 

specificity and precision of 99.9%, and an F1 score of 99.6%. 

D. Matching Method with No Deep Learning 

There are many types of research by many researchers to 

solve this problem even from 1999 on our reference paper. 

Because of the early development of modern modeling 

techniques like the deep learning method, there are some non-

deep learning models and also some matching methods like a 

paper that consists of how to preprocessing or feature 

extracted from EEG data. 

a) Time-Frequency Analysis 

From paper [86] indicates that doing epileptic seizure 

detection is not necessarily using deep learning methods. 

Paper [87] also uses this method and wins the challenge from 

the first dataset on Kaggle. These papers inspired us to 

conduct another approach to a brainwave by using frequency-

domain instead of just using raw time-domain signal data. 

The raw data, which is then preprocessed, is converted using 

time-frequency conversion as FFT (Fast Fourier Transform) 

or STFT (Short-Time Fourier Transform). These techniques 

then analyzed as in [44] to make further predictions by 

converting this frequency domain data into spectrogram data 

which they used PSD (Power Spectral Density) format. After 

being converted, frequency domain data become an input for 

their respective neural network or ANN. Paper [88] also uses 

frequency domain for its feature extraction (DFT and DCT), 

although it is not for epileptic seizure detection but the same 

EEG brainwave. Paper [89] also uses frequency-domain 

conversion plus the wavelet-domain methods as well but 

using SVM for its classifier. 

The challenge winner, Michael Hills [45] already won 

this challenge in 2014 by using FFT for its conversion, 

temporal and spectral correlation, and eigenvalues in both 

time and frequency domain for its feature selection. He was 

using FFT in low frequency at range 1 until 47 Hz. Afterward, 

these features were trained by a random forest classifier. 

On a different problem, In [90] Zaeni et. al. develops an 

application for reading practice that records a user's 

electroencephalograph (EEG) signals to measure 

concentration levels. Alpha and Beta brainwaves are 

analyzed to estimate the user's reading comprehension scores 

using an Artificial Neural Network. The model, which uses 

four EEG inputs (low and high alpha and beta power), 

achieves a reasonable accuracy of 73.81% in estimating the 

scores. While in [91], Rochmah et. al. develops an approach 

on detecting driver drowsiness using electroencephalogram 

(EEG) readings using simple artificial neural networks 

(ANNs) with Backpropagation. The model uses inputs like 

eSense attention, theta waves, and alpha waves to assess 

drowsiness. With an architecture featuring multiple layers of 

neurons and specific activation functions, the model achieves 

a Mean Absolute Percentage Error (MAPE) of 0.02% and an 

accuracy rate of 90% in drowsiness detection. 

Yazid et. al. [92] use Discrete Wavelet Transform 

frequency analysis combine with Local Binary Pattern 

Transition Histogram and Local Binary Pattern Mean 

Absolute Deviation for enabling efficient feature extraction 

suitable for machine learning classification, specifically 

Suport Vector Machine (SVM) and k-Nearest Neighbor 

(KNN). The model applied on Bonn Epilepsy EEG dataset 

for classifying ictal against non-ictal and achieve 99.6% 

accuracy. 

b) Channel Selection 

Channel Selection is one of preprocessing techniques to 

manipulate the number of channels because EEG brainwaves 

came on a big number of channels like 30,40, and even 70 

like the first dataset. To make smaller channels, we need to 

used channel selection. Many papers like [24]–[26] are doing 

channel selections by various methods. There is a genetic 

algorithm approach, utilizing wavelet transform, real-time 

EEG analysis for event detection (REACT), NSGA-II, 

NSGA-III, and many things else. Those are hard algorithms 

to apply for a short time. So this paper [93] is using an easier 

method which is by taking 1 channel with the lowest standard 

deviation (SD) and the other 4 channels with the highest 

mutual information (MI) with the first channel. There is 

another method like using simple SVM [94] to pick the 

channels by Zhang et al. 

III. PROPOSED WORKS 

In this chapter, we present our contributions, which 

consist of modifying and tuning some of the existing models 

that we adopt. The complete system and its various sub-

processes are illustrated in Fig. 4. We describe the rationale 

and the details of our three proposed modifications and show 



Journal of Robotics and Control (JRC) ISSN: 2715-5072 192 

 

Arya Tandy Hermawan, A Multi Representation Deep Learning Approach for Epileptic Seizure Detection 

 

how they improve the performance and robustness of the 

original models. 

 

Fig. 4. Complete system design (left: deep learning model, right: data pre-

processing) 

The Comparative Analysis of Methodologies 

encompasses a thorough examination of selected deep 

learning architectures—CNN, LSTM, and CNN-LSTM—

consider specific characteristics. CNNs specialize in grid-like 

data but face limitations with sequential information. LSTMs 

excel in capturing long-term dependencies in sequential data, 

mitigating gradient challenges. CNN-LSTM fusion combines 

spatial hierarchy capture with sequential memory, beneficial 

for tasks needing both, but introduces complexity, requiring 

careful tuning and possibly longer training times. In 

preparing the data, it is tailored to the requirements of each 

architecture, aligning with their respective characteristics. 

In this study, we prepared three types of data to support 

our developed architectures. First is the FFT decomposed 

data from the time domain to frequency domain, sized at 

16×400×1. Second, we have grayscale spectrogram data 

(400×400×1), derived through STFT. Lastly, RGB 

spectrogram data of the same resolution (400×400×3) is also 

prepared using STFT. These datasets are integral to providing 

diverse insights for our analysis. 

In the training phase, the dataset is partitioned into three 

segments: 15% is allocated for testing, 20% of the remaining 

85% is set aside for validation, and the rest is used for 

training. The validation data is not employed in the training 

process but is reserved for evaluating the model's 

performance. The training process ceases if the model's 

performance on the validation data deteriorates or if 

overfitting occurs. The performance measurement of each 

created model will be assessed by determining values in the 

confusion matrix to derive recall, precision, accuracy, and F1 

score. 

A. CNN-LSTM Model 

This research explores two designed CNN-LSTM 

architectures. The first is an 8-layer CNN-LSTM with time 

distribution, taking input from FFT decomposition input size 

16×400×1. The second is an 11-layer CNN-LSTM without 

time distribution, utilizing a grayscale spectrogram input of 

size 16×100×100. Second model draw inspiration from a 

referenced paper on seizure detection with Gated Recurrent 

Network (GRN). These architectures are tailored to the 

specific requirements of the dataset, showcasing their 

adaptability and potential effectiveness in seizure detection 

tasks. 

Both models can be evaluated as follows. The first is an 

8-layer model utilizing FFT decomposed sequence data as 

input. While sequences are not typically ideal for CNN 

models, this challenge was addressed with a time-distributed 

layer. Conversely, the 11-layer model employs grayscale 

inputs, aligning better with the CNN's strong capabilities in 

image feature extraction. Meanwhile, the LSTM classifier is 

expected to more effectively recognize the sequence patterns 

of EEG signal waveforms." 

Our proposed model, a CNN-LSTM hybrid with a total of 

8 layers, represents the culmination of our experimentation. 

It has consistently proven to be the most effective CNN-

LSTM model in our trials. Table I provides an overview of 

the layers within this architecture. The CNN segment features 

a one-dimensional convolutional layer, a one-dimensional 

max-pooling layer, and a dropout layer [95]. In contrast, the 

LSTM portion incorporates 2 LSTM layers followed by 2 

fully connected or dense layers. 

What sets our model apart is its integration of a 

convolutional layer within a Time Distributed layer [96]. This 

innovative approach allows for the concurrent processing of 

inputs, treating them as multiple inputs for each one-

dimensional convolutional layer. In practical terms, this 

means that instead of processing one input at a time, the 

model can handle multiple inputs simultaneously. In this 

context, "multiple inputs" refer to channels from the data. We 

employ FFT data with a shape of 16×400×1 as input, 

effectively treating each channel as a distinct input with 400 

values. 

During training, we utilize the Adam optimizer and 

employ categorical cross-entropy as the loss function for 

approximately 20 epochs. This meticulous training process 

ensures that our model excels in the analysis of sequential 

data, effectively capturing both spatial and temporal aspects. 

The essence of our model aligns with the Time 

Distributed CNN with LSTM concept. This architecture 

seamlessly merges Convolutional Neural Networks (CNNs) 

and Long Short-Term Memory networks (LSTMs) to 

proficiently manage sequential data. Traditional CNNs excel 

at recognizing spatial patterns but often falter when 

confronted with temporal sequences. In contrast, LSTMs are 

adept at capturing long-term dependencies within sequential 

data. The Time Distributed layer envelops the CNNs, 

enabling the concurrent processing of input sequences. In 

practice, a sequence of frames is fed into the Time Distributed 

CNN, extracting both spatial and temporal features. These 

features are then transmitted to LSTM units, empowering the 

network to discern intricate patterns and relationships within 

the sequential data. 

This hybrid approach proves particularly advantageous in 

domains such as video analysis and natural language 

processing, where a comprehensive understanding of both 

spatial and temporal facets of the data is indispensable. 

The CNN-LSTM architecture's performance is detailed in 

the Results and Discussion section, offering a thorough 

evaluation of its effectiveness based on conducted 

experiments. Performance metrics like accuracy, precision, 



Journal of Robotics and Control (JRC) ISSN: 2715-5072 193 

 

Arya Tandy Hermawan, A Multi Representation Deep Learning Approach for Epileptic Seizure Detection 

 

and recall are likely discussed, providing insights into the 

model's strengths and potential areas for improvement. 

Our proposed model, a CNN-LSTM hybrid with a total of 

8 layers, represents the culmination of our experimentation. 

It has consistently proven to be the most effective CNN-

LSTM model in our trials. Table I provides an overview of 

the layers within this architecture. The CNN segment features 

a one-dimensional convolutional layer, a one-dimensional 

max-pooling layer, and a dropout layer. In contrast, the 

LSTM portion incorporates 2 LSTM layers followed by 2 

fully connected or dense layers. 

TABLE I.  CNN-LSTM 8 LAYERS 

Layer Name Detail 

1 Convolutional 1D Filter = 16, Kernel = 4×4, Strides = 2×2 

2 Dropout Rate = 0.2 

3 Max Pooling 1D Pool Size = 2×2 

4 Flatten - 

5 LSTM Unit = 100, Return Sequence = True 

6 LSTM Unit = 80, Return Sequence = False 

7 Dense Unit = 100, Activation = ReLU 

8 Dense Unit = 2, Activation = Softmax 

 

B. CNN Model 

This study involves the design and evaluation of five 

CNN models with variations in parameters and input types. 

Model 1 is a 14-layer CNN with batch normalization, 

employing RGB spectrogram input and experimenting with 

large kernel and stride sizes, inspired by deep learning 

approaches in epilepsy detection with EEG. Model 2 is a 

modification of Model 1 with hyperparameter adjustments in 

three convolutional layers. Model 3 utilizes 11 layers, 

replacing batch normalization with more max pooling and 

altering hyperparameters in three convolutional layers, 

applied to greyscale spectrogram input. Model 4 is a 31-layer 

CNN incorporating batch normalization, 2D max pooling, 

additional convolutional layers, and L2 regularization at 

specified layers. Inspired by EEG applications for emotion 

recognition, it is tested for suitability in epilepsy detection. 

Model 5 is a 4-layer CNN with a simple architecture, using 

2D convolution, pooling, flattening, and a dense output layer, 

tested against a reference for epilepsy seizure detection with 

EEG and CNN. Batch Normalization is implemented in first 

architecture for its crucial role in stabilizing input values, 

accelerating training, and preventing issues like vanishing 

gradients. It enables higher learning rates, acts as light 

regularization, streamlines model design, and contributes to 

faster convergence and enhanced performance. 

Various CNN architectures were evaluated with 

spectrogram inputs. A comparison between 14-layer models 

(Model 1 and 2) examined the impact of hyperparameter 

changes, with Model 2's smaller kernel and stride 

outperforming slightly. The 11-layer CNN, using greyscale 

spectrogram and excluding batch normalization, showed 

slightly degraded performance for the first dataset but 

improved for the second. The CNN with 31 layers achieved 

the best performance, incorporating L2 regularization. This 

experiment highlighted the applicability of seizure detection 

in EEG for emotion detection. The 4-layer CNN, with a 

simpler architecture, yielded reasonably good results, albeit 

lower than other architectures. 

The model we proposed is CNN with a total of 31 layers. 

This is the best CNN model that we experiment with from the 

other 5 CNN models. This model was a reference to [11] 

where they are using it for emotion recognition while we are 

trying to complete the challenge of epileptic seizure 

detection. Table II shows the layers of our CNN Model, we 

use 6 convolutional layers, 6 max pooling layers, 6 batch 

normalization layers, 6 ReLU layers, and 2 dropout layers for 

CNN parts. It is similar to [11] structure but it has a different 

hyperparameter and the main difference is that we are using 

a 2D convolution layer and 2D max pooling layer instead of 

using a 3D convolution layer and 3D max pooling layer like 

in [11]. This model was constructed to employing more 

detailed feature extraction from the input. 

We use spectrogram images for its input and in the 

experiment, we use both types of image (400×400×3 for RGB 

and 400×400×1 for grayscale). This model was trained 

around 30 epochs using Adam optimizer and categorical 

cross entropy as its loss function. There is also L2 

regularization on layers 18, 22, and 29 because they have the 

biggest parameter to overcome overfitting. 

TABLE II.  CNN 31 LAYERS 

Layer Name Detail 

1 Convolutional 2D 
Filter = 32, Kernel = 3×3, Strides 

= 1×1 

2 
Batch 

Normalization 
- 

3 ReLU - 

4 Max Pooling 2D Pool Size = 2×2 

5 Dropout Rate = 0.2 

6 Convolutional 2D 
Filter = 64, Kernel = 3×3, Strides 

= 1×1 

7 
Batch 

Normalization 
- 

8 ReLU - 

9 Max Pooling 2D Pool Size = 2×2 

10, 14, 18, 
22 

Convolutioanal 2D 
Filter = 128, Kernel = 3×3, 

Strides = 1×1 

11, 15, 19, 

23 

Batch 

Normalization 
- 

12, 16, 20, 

24 
ReLU - 

13, 17, 21, 

25 
Max Pooling 2D Pool Size = 2×2 

26 Flatten - 

27 ReLU - 

28 Dropout Rate = 0.2 

29 Dense Unit = 50, Activation = Linear 

30 ReLU - 

31 Dense Unit = 2, Activation = Softmax 

 

We implement L2 regularization as a valuable technique 

in deep learning to prevent overfitting. This method adds a 

penalty based on the squared magnitude of weights to the loss 

function, promoting a balanced distribution of learning across 

features. The result is improved generalization to unseen data 

and increased model robustness, enhancing overall 

performance. The evaluation of the best-performing CNN 

model is presented in the Results and Discussion section. 
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C. LSTM Model 

In this research, three LSTM architectures were 

employed. The first is a 7-layer LSTM, featuring a 256-unit 

LSTM in the initial layer, followed by two 256-unit LSTM 

layers, incorporating dropout layers for overfitting 

prevention. The hyperparameters were adjusted based on 

previous RNN-based epilepsy detection studies. The second 

model is a simpler 6-layer LSTM with Time Distributed, 

comprising a single 200-unit LSTM layer with dropout. The 

third model, also with Time Distributed, involves a time-

distributed dense layer situated between two 100-unit LSTM 

layers, presenting a more intricate structure compared to the 

initial 7-layer LSTM model. 

In this research, LSTM architectures employed FFT 

decomposed data, capitalizing on the model's inherent 

strengths. The first LSTM model, notable for its high unit 

count, delivered the highest accuracy. The second model, 

streamlined with a single LSTM layer and time-distributed 

elements, ranked second in performance efficiency. Another 

variant, though not surpassing the first two in accuracy, 

achieved the highest validation accuracy, demonstrating the 

effectiveness of diverse LSTM configurations in this context. 

Table III shows the layers of our LSTM Model. The 

model we proposed is an LSTM network with a total of 7 

layers. This is the best LSTM model that we experiment with 

from the other 3 LSTM models. This model was a reference 

to [21] where they are using 3 LSTM and 4 LSTM for trial. 

We use the 3 LSTM with additional dropout with different 

rates. The difference between our model and Ibrahim et. al is 

the input which uses wavelet extraction, and we use FFT for 

its input with a shape of 16×400. This model is trained in 20 

epochs with Adam optimizer and categorical cross-entropy 

for its loss function. The performance evaluation of these 

LSTM models is also presented in the Results and Discussion 

section. 

TABLE III.  LSTM LAYERS 

Layer Name Detail 

1 LSTM Unit = 256, Return Sequence = True 

2 Dropout Rate = 0.2 

3 LSTM Unit = 256, Return Sequence = True 

4 LSTM Unit = 256, Return Sequence = True 

5 Dropout Rate = 0.25 

6 Flatten - 

7 Dense Unit = 2, Activation = Softmax 

 

This study advance epileptic seizure detection using EEG 

data through optimized CNN, LSTM, and CNN-LSTM 

models. Our key contributions include a CNN-LSTM hybrid 

model excelling in processing both spatial and temporal data, 

and a 31-layer CNN demonstrating superior feature 

extraction. The enhanced accuracy and precision in seizure 

detection highlight the potential of these models in medical 

diagnostics, offering valuable insights for future neurological 

research and healthcare applications. 

IV. DATASETS 

The data for this study is drawn from two distinct sources. 

The primary dataset is from Kaggle.com, titled "UPenn and 

Mayo Clinic's Seizure Detection Challenge," which 

motivated our research. This dataset is divided into three 

types: ictal, interictal, and test data. It includes recordings 

from both humans and dogs. For human subjects, the number 

of recording channels varies from 16 to 72, and the sampling 

frequency ranges between 500 and 5000 Hz. In the case of 

dogs, each recording has 16 channels with a sampling 

frequency of 400 Hz. Each piece of data corresponds to one 

second, meaning that each data point is labeled on a per-

second basis. We opted to include canine data because it 

offers benefits for epileptic seizure detection, being 

compatible with human medical equipment and showing 

similarities in clinical and neurophysiological traits to human 

epilepsy [97]–[100] paper described this similarity or 

helpfulness of canine data to human epilepsy. Specifically, 

paper [57] notes that treatment options for canine epilepsy 

resemble those for humans, justifying our inclusion of canine 

data. As demonstrated in Fig. 5, we present an example of 

ictal EEG data from a single channel, sampled at a frequency 

of 500 Hz.  

 

Fig. 5. Ictal EEG 1 channel data with frequency sampling 500 Hz 

We utilized a second dataset, also sourced from a 

Kaggle.com challenge, which is accessible through an 

agreement with Levin Kuhlmann Ph.D., as cited in paper 

[101]. This dataset is named "Melbourne-University AES-

MathWorks-NIH Seizure Prediction Challenge." It contains 

data from three human patients and spans more than 72 days 

of recordings. Unlike the first dataset, which has one-second 

data points, this dataset provides data in 10-minute blocks, 

each labeled accordingly. To align the formats of the two 

datasets, we divided each 10-minute block into 

approximately 580-600 individual seconds, each carrying its 

own label. For instance, a 10-minute seizure data block is 

split into 600 one-second segments, all labeled as seizure. For 

testing, we restricted our focus to a subset of the public 

dataset, consisting of 564 out of 1908 entries, along with an 

additional 20 labeled as 'ignored' (meaning these data points 

were not considered valid for testing). 

The data in both datasets are formatted to represent 

brainwave readings. In the first dataset, the format is N×M, 

where N stands for the number of channels and M for the 

sample frequency or values per channel. For instance, a 

format of 72×5000 indicates 72 channels with 5000 values 

each. In the second dataset, the format is T×N×M, with T 

denoting time in seconds. An example format would be 

600×16×400. Both datasets are sourced from reputable 

hospitals, ensuring high validity, and exhibit a relatively large 

volume of data. Additionally, they share common 

characteristics such as the number of channels and sampling 
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rate, although some specifications may differ. This choice is 

underpinned by the need for robust and comparable datasets. 

According from choosemuse.com, cited in paper [102], 

human brainwaves can be broken down into five categories 

that correspond to different mental states, (Fig. 6 is an 

illustration of a decomposed human brainwaves): 

• Alpha wave (8-13 Hz) indicates a state of physical and 

mental relaxation. 

• Beta wave (13-32 Hz) signifies being awake, alert, and 

involved in thinking and excitement. 

• Gamma wave (32-100 Hz) is associated with heightened 

perception, learning, and problem-solving. 

• Theta wave (4-8 Hz) relates to creativity, insight, dreams, 

and deep states of meditation. 

• Delta wave (0.5-4 Hz) corresponds to deep, dreamless 

sleep and bodily repair. 

 

Fig. 6. Decomposed human brainwaves [103] 

V. PREPROCESSING 

As indicated in Fig. 4, the right side illustrates the data 

preprocessing steps, which include segmenting the data and 

selecting specific channels. Below, we outline these 

preprocessing techniques: 

A. One Second Segmentation 

The second dataset comes in a 10-minute data format, 

equating to approximately 580-600 seconds per data point 

(since some are not exactly 600 seconds). To standardize the 

data format, we segment the data into one-second blocks. For 

instance, data from the second dataset often has a shape like 

16×240,000. If the sampling frequency is 400, this data is 

transformed into a shape of 600×16×400. 

B. Channel Selection 

Given that the first dataset has varying numbers of 

channels, channel selection becomes necessary. As 

previously mentioned and supported by paper [51], we 

employed a straightforward method for channel selection. 

Unlike the approach in paper [51], we chose 16 channels 

when more than 16 were available. This selection process is 

carried out in three steps: 

1. For each channel on array data NxM, do standard 

deviation like equation (8). 

𝜎 = √
∑(𝑥𝑖 −  𝜇)2

𝑁
 (8) 

2. Take 1 channel (let this channel be called A) with the 

smallest SD and do mutual information with pair of A and 

each other channels. 

𝑀𝐼(𝑈, 𝑉) =  ∑ ∑
|𝑈𝑖 ∩  𝑉𝑗|

𝑁
log

𝑁|𝑈𝑖 ∩  𝑉𝑗|

|𝑈𝑖||𝑉𝑗|

|𝑉|

𝑗=1

|𝑈|

𝑖=1

 (9) 

3. Take the other 15 channels with the highest MI value. So, 

we had A and 15 other channels. 

C. Normalization 

Brainwaves tend to have less structure amplitude 

(sometimes there is a high amplitude around 1000, and there 

is also data with nearly 0). Because of this, normalization was 

applied to reduce the difference between high value and low 

value. The output of this method is between 0 and 1. We use 

L2 normalization from library scikit-learn to do this. 

||𝑥||2 = √∑ |𝑥𝑖|2

𝑛

𝑖=1

 (10) 

D. Filtering 

In EEG data, some frequencies, like those from muscle or 

eye movements, are irrelevant for seizure detection. To 

address this, we apply three filters: 

1. Butterworth low-pass filter (80 Hz cutoff) can be seen 

in Eq. (11) - Chosen based on the EEG signal characteristics, 

this filter limits frequencies above the Gamma wave range 

(up to 100 Hz), which are less impactful for seizure detection 

and often linked to muscle or eye movements. 

𝐻(𝑓) =  
1

√1+ (
𝑓

𝑓𝑐
)

2𝑛
  

(11) 

2. Butterworth high-pass filter (0.5 Hz cutoff) can be seen 

in Eq. (12) - This threshold corresponds to the Delta state 

(deep sleep), filtering out frequencies that don't typically 

contain seizure-related information. 

(𝑓) =  
1

√1+ (
𝑓𝑐
𝑓

)
2𝑛

  
(12) 

3. Notch filter (50 Hz) can be seen in Eq. (12) - Used to 

remove electrical grid noise, commonly interfering in EEG 

recordings 
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𝐻(𝑓) =  
1

√1+ (
𝑓−𝑓0

𝑓𝑐
)

2𝑛
  

(13) 

Low pass is used to eliminate high-frequency data, while 

the high pass is used to eliminate low-frequency data. The 

notch filter is used to cut 50 Hz frequency to remove the 

influence of 50 Hz power-line noise produce from an 

electrical device(s) where the recording session took place 

[1]. 

E. Frequency Domain Conversion 

In accordance with the characteristics of EEG signals, the 

extraction of information within the signal becomes more 

facile to analyze and segregate when decomposition into the 

frequency domain is applied. Specifically, we used Fourier 

transform methods—either FFT (Fast Fourier Transform) or 

STFT (Short-Time Fourier Transform)—for this 

transformation. We generated spectrogram data using these 

methods, employing the Matplotlib library, which itself uses 

STFT for the transformation. For handling multiple channels, 

we merged multiple spectrograms into a single large image, 

as shown in Fig. 7. For the purpose of this study, we also 

experimented with RGB-type images. While traditional 

spectrograms are in grayscale, we aimed to assess whether 

RGB spectrograms could enhance our model's performance. 

The large image consists of 16 individual spectrograms, 

arranged in a 4×4 grid with four channels horizontally and 

four rows vertically, and no gaps between them. 

 

Fig. 7. Low pass, high pass, and notch filtering 

FFT is an algorithm to compute DFT (Discrete Fourier 

Transform), where DFT itself was produced by doing 

decomposition from a sequence of values with frequency as 

its parameter. DFT equation could be seen at the equation 

below. DFT is a slow process, therefore FFT was born to 

reduce its complexity. 

𝑋𝑘 = ∑ 𝑥𝑛 .  𝑒−
𝑖2𝜋
𝑁

 𝑘𝑛

𝑁−1

𝑛=0

 (14) 

FFT like [104]  is using a butterfly equation that will 

transform DFT matrices into sparse factors. Therefore from 

O(N2) down to O(N log N). FFT algorithm will use 2N point 

DFT like Fig. 8. Each butterfly will divide DFT into Log2N 

parts while each point is a complex number p and q. On the 

other side, STFT will have multiplication with window 

function (commonly Hann window) to non-zero values 

because FFT sometimes will produce zero values on the 

sparse matrices which are not efficient. 

𝑆𝑇𝐹𝑇{𝑥(𝑡)}(𝜏, 𝜔) ≡ 𝑋(𝜏, 𝜔)  (15) 

𝑋(𝜏, 𝜔) = ∫ 𝑥(𝑡)𝜔(𝑡 − 𝜏)𝑒−𝑖𝜔𝑡𝑑𝑡
∞

−∞
  (16) 

Where ω(t-τ) is a Hann window function as default. This 

STFT will give an output with shape determined by hop size, 

frame size, and sample rate. After STFT was computed, then 

it will be represented by calculating each magnitude from 

STFT output as picture or spectrogram data.  

 

Fig. 8. Butterfly 8-point FFT 

CNN architecture is designed for effective grid data 

processing, crucial for identifying spatial patterns and feature 

hierarchies in images. In this context, we decomposed EEG 

signals into the frequency domain, forming them into 

spectrogram images. RGB spectrograms depict frequency 

amplitude variations through different colors in the R (red), 

G (green), and B (blue) channels, while grayscale 

spectrograms use a single channel where grey levels represent 

frequency amplitude. In our experiment, we tested both 

spectrogram types to evaluate their performance. The results 

showed that, with a 31-layer CNN architecture, grayscale 

spectrograms yielded better outcomes. However, RGB 

spectrograms have a drawback in potentially varying 

performance due to the subjective choice of color 

representation. 

F. Spectrogram Generation for CNN Input 

This section discusses the data preparation required for 

models employing Convolutional Neural Networks (CNN). 

The data, illustrated as images, is bifurcated into two 

segments due to the diverse frequency samples present in the 

first dataset. Fig. 9 depicts this scenario: the left spectrogram 

is derived entirely from the second dataset and partially from 

the first dataset, while the right spectrogram is extracted from 

a portion of the second dataset. 

The data utilized here aligns with the Fast Fourier 

Transform (FFT) data format, specifically 16×400. However, 

upon its conversion into a spectrogram, a distinct method is 

employed. Each channel is transformed into a square of 
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dimensions 100×100. These squares are then systematically 

arranged in rows to the right and columns downward, as 

illustrated in Fig. 9. This arrangement results in a structure 

with four channels to the right and four channels downward, 

adopting a data format of 400×400×1 for each data entry. 

  

(a) (b) 

Fig. 9. (a) Spectrogram of 400 value data and (b) Spectrogram of 4000 value 

data 

Moreover, there's an alternative segmentation approach. 

The data can be divided into segments with dimensions of 

16×100×100×1. In this configuration, images are not aligned 

in rows and columns; instead, each channel is processed 

individually, allowing for a more granular analysis. 

VI. RESULTS AND DISCUSSION 

In this section, we display our testing outcomes along 

with accompanying figures. We also compare the different 

architectures we have tested. The metrics used for evaluation 

include accuracy, precision, recall, and F1 Score (Formula for 

our metrices can be seen in equations (16) to (19).  

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (17) 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (18) 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
  (19) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2 𝑥 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
  (20) 

All metrics are calculated using weighted averages. We 

have specific testing scenarios, as not all datasets are treated 

the same: 

• First Dataset 

In this dataset, we only aim to identify whether a given 

data point indicates a seizure (ictal) or not (interictal). Unlike 

the original challenge, we do not consider an "early" label, 

which is assigned if a seizure is detected in the first 15 

seconds. This label is unique to the first dataset and is not 

included in our testing. 

• Second Dataset  

In this dataset, the final label spans about 600 seconds. 

Post-processing is done on the model's output to create this 

final label, as each data point in the second dataset actually 

represents 10 minutes. We experimented with different 

methods to arrive at this final label: 

1. A data point is labeled ictal if 300 out of 600 seconds 

are detected as ictal; otherwise, it is labeled interictal. 

2. A data point is labeled interictal if 30 out of 60 seconds 

are detected as ictal; otherwise, it is labeled interictal. 

3. A data point is labeled ictal if a minimum threshold of 

10, 20, 30, or 60 continuous seconds within the 600 

seconds are ictal; otherwise, it is labeled interictal. 

4. A data point is labeled ictal if a minimum threshold of 

5, 10, 20, or 30 continuous seconds within 60 seconds 

are ictal; otherwise, it is labeled interictal. 

For example, if a 5-second data point has outputs of 1, 0, 

1, 1, and 0, then according to the first and second methods, it 

will be labeled as ictal. But if we use a 3- second threshold, 

then according to the third and fourth methods, it will be 

labeled as interictal, since there are no 3 consecutive seconds 

with ictal labels. 

The first dataset in our study focused on differentiating 

seizure and non-seizure states, omitting an "early" seizure 

label for simplicity. The second dataset involved a complex 

analysis over a 600-second period, using various threshold 

methods for labeling. 

• K-Fold Cross-Validation 

To prevent our model from overfitting to a specific 

training set, we utilize K-Fold cross-validation with K set to 

4. This technique is only applied to models that perform well 

in terms of accuracy and other metrics. 

A. CNN-LSTM Results 

This model demonstrates strong accuracy in both the 

training and validation sets, achieving approximately 85% in 

both cases, as shown in accuracy history chart in Fig. 10. It 

also performs well in K-Fold testing, with accuracies of 

80.97, 80.24, 81.38, and 80.75. Due to its moderate number 

of parameters, the model is efficiently run even on low-

powered GPUs. 

We developed two variations of this architecture: Model 

1, which uses all available data, and Model 2, which uses only 

human data. According to the results in Table IV and Table 

V, Model 1 outperforms Model 2. It should be noted that for 

the second dataset, we had to rely on the third and fourth 

methods for label averaging, as the first and second methods 

proved ineffective. Even when considering human-only data 

from the first dataset, Model 1 still shows better performance 

than Model 2. For Model 1, we found that a 10-second 

threshold out of 60 seconds yielded the best results on the 

second dataset.  

TABLE IV.  RESULT OF CNN-LSTM MODEL 

Metrics Acc (Model 1) Acc (Model 2) 

Test Set (Split) 85.00 83.00 

1st Dataset (Human) 90.54 68.92 

1st Dataset (Both) 88.71 71.21 

2nd Dataset (1) 56.51 36.47 

2nd Dataset (2) 61.64 50.68 

2nd Dataset (3) 68.41* 58.17* 

2nd Dataset (4) 81.33* 73.24* 
* Tested with k-fold cross validation k=4 then averaged 
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TABLE V.  RESULT OF CNN-LSTM MODEL ON 1’ST DATASET 

Metrics 
Model 1 

(Split Set) 

Model 1 

(Test Set) 

Model 2 

(Split Set) 

Model 2 

(Test Set) 

Accuracy 85.00 89.00 83.00 71.00 

Precision 87.00 87.00 83.00 87.00 

Recall 86.00 86.00 82.00 71.00 

F1 score 86.00 87.00 83.00 78.00 

 

 

Fig. 10. Accuracy CNN-LSTM Model 

Comparative analysis of models: 

• High accuracy in both training and validation (~85%). 

• Efficient performance with a moderate number of 

parameters, even on low-powered GPUs. 

• Model Comparison: Model 1 (all data) outperforms 

Model 2 (human data only), especially for the second 

dataset using the third and fourth threshold methods. 

In-depth analysis reveals that Model 1 outperforms, 

particularly for the second dataset, due to its capability in 

handling a broader range of data variations, thus providing a 

more robust seizure detection compared to Model 2, which is 

limited to human data. 

B. CNN Results 

This model is designed with multiple layers to capture 

increasingly intricate features from the input data. We 

generated five different models through this experiment. 

Models 1 and 2 utilize both and only human data, 

respectively, and are based on RGB spectrogram images. On 

the other hand, Models 3 and 4 use both and only human data, 

respectively, but are built on grayscale spectrogram images. 

The fifth model incorporates L2 regularization and is derived 

from the third model, using grayscale images. The model 

shows impressive accuracy on both training and validation 

sets, approximately 95% and 89% respectively, as evidenced 

in Fig. 11. The first model was trained for 20 epochs, and the 

third model for 30 epochs. Their K-Fold test accuracies are 

84.38, 80.35, 86.02, and 84.02. According to the results in 

Table VI and Table VII, Model 3 delivers the best 

performance metrics, particularly with a 30-second threshold 

on the fourth method for the second dataset. 

It's worth noting that although there was a high score of 

91.10 on the second dataset with model 4 (with an F1 score 

of 86.39 when weighted), this is not considered reliable 

because the model labeled all data as interictal due to class 

imbalance. As depicted in the second image of Fig. 11, the 

models produced inconsistent scores in the validation sets. L2 

regularization did not improve the performance of the fifth 

model, reducing it by approximately 15%. In terms of other 

metrics, the models based on 31 layers of CNN perform well 

on the first dataset, due to its one-second label data. However, 

their performance is subpar on the second dataset, which is 

more suited for seizure prediction rather than seizure 

detection. 

TABLE VI.  RESULT OF CNN MODEL  

Metrics 
Model 1 

(Acc) 

Model 2 

(Acc) 

Model 3 

(Acc) 

Model 4 

(Acc) 

Test Set (Split) 89 89 92 67 

1st Dataset 

(Human) 
92 91 88 82 

1st Dataset 

(Both) 
93 85 91 77 

2nd Dataset (1) 12.32 12.5 12.15 91 

2nd Dataset (2) 12.32 25 69 91 

2nd Dataset (3) 13.25* 81.13* 81.25* 91.00* 

2nd Dataset (4) 51.00* 74.75* 55.75* 91.00* 

* Tested with k-fold cross validation 𝑘 = 4 then averaged 

TABLE VII.  RESULT OF LSTM MODEL 

Metrics Acc(Model 1) Acc(Model 2) 

Test Set (Split) 90 74 

1st Dataset (Human) 89.1 89.45 

1st Dataset (Both) 86.16 66.4 

2nd Dataset (1) 40 42.98 

2nd Dataset (2) 52.57 74.49 

2nd Dataset (3) 73.79* 75.47* 

2nd Dataset (4) 83.34* 89.17* 
* Tested with k-fold cross validation k=4 then averaged 

 

 

Fig. 11. Accuracy CNN 1st Model and Comparison 3rd and 4th Models  

Comparitive analysis of models :  

• Multiple layers designed to capture intricate features. 

• Five model variations, with Models 3 and 5 (grayscale 

spectrograms) showing better performance than Models 1 

and 2 (RGB spectrograms). 
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• Model Comparison: Model 3 (both data types, grayscale) 

has the best performance, especially with a 30-second 

threshold. However, Model 4’s high score on the second 

dataset is unreliable due to class imbalance. 

Grayscale spectrogram-based Models 3 and 5 outperform 

RGB-based Models 1 and 2, emphasizing the importance of 

spectrogram type in feature extraction. Model 3 exhibits 

notable effectiveness with a 30-second threshold, showcasing 

robustness against class imbalance 

C. LSTM Results 

This model employs multiple LSTM layers, making it 

prone to overfitting. It achieves an impressive training 

accuracy of 97%, but the validation accuracy is less 

satisfactory. The multiple LSTM layers allow the model to 

extract and remember intricate features, which leads to 

overfitting after about 20 epochs. We created two versions of 

this model: the first version uses a mix of both human and 

canine data, while the second version uses only human data. 

As illustrated in Fig. 12, the model performs well on the 

training set but falls short on the validation set. It utilizes FFT 

data for its input. Its K-Fold validation scores are 76.95, 

75.97, 76.60, and 75.87. Despite the mediocre validation 

scores, the model shows promising results on the test sets for 

both dataset 1 and dataset 2, as can be seen in Table VIII. For 

the second model, its performance on the test set is not as 

impressive. As shown in Table VIII and Table IX, the F1 

score. 

 

 

Fig. 12. LSTM Model 1: accuracy, validation accuracy and loss, validation 

loss 

For the model that uses only human data is 10% lower 

than that of the first model. The first model demonstrates 

greater stability, leading us to select it as the best LSTM 

model. Overall, the LSTM models outperform the CNN 

models on the test set for the second dataset. This is likely 

because LSTM networks are better suited for handling 

continuous data, which is the nature of the second dataset. 

The superior performance of Model 1, as shown in Table 

VIII, is largely due to its extensive training on both human 

and canine EEG data, enhancing its effectiveness in epilepsy 

cases. Table IX further illustrates this, highlighting Model 1's 

robust pattern recognition and broader adaptability, in 

contrast to Model 2's limited scope due to training solely on 

human data. Comparative analysis of models: 

• High training accuracy (97%) but lower validation 

accuracy due to overfitting. 

• Better performance on test sets for both datasets, 

particularly Model 1 (mixed data). 

• Model Comparison: Model 1 (mixed data) is more 

stable and performs better than Model 2 (human data 

only).   

High training accuracy (97%) but lower validation 

accuracy indicates overfitting. Better test set performance, 

especially for Model 1 (mixed data). Model 1 proves more 

stable and outperforms Model 2 (human data only) in the 

comparison. 

TABLE VIII.  RESULT OF LSTM MODEL ON 1’ST DATASET 

Metrics Model 1 (Split Set) Model 2 (Split Test) 

Acc (Split) 89 89 

Prec (Split) 90 89 

Rec (Split) 89 89 

F1 (Split) 89 88 

Acc (Test) 93 85 

Prec (Test) 89 87 

Rec (Test) 93 86 

F1 (Test) 90 86 

D. Results Comparison 

In this study, various models were tested, but due to space 

limitations, not all are included in this paper. The results are 

summarized in Fig. 11, featuring 2 CNN-LSTM models, 5 

CNN models, and 3 LSTM models. The CNN-LSTM 

category includes a second model with 11 layers that uses an 

image spectrogram as input, comprising 3 convolutional 

layers, 2 max pooling layers, and 2 LSTM layers. In the CNN 

category, variations include models with 14 layers that differ 

in hyperparameters, a simplified 11-layer model that replaces 

batch normalization with max pooling, and others with 31 and 

4 layers. In the LSTM category, we present 6 and 7-layer 

models, where the latter includes two LSTM layers. Based on 

the results in Figures, the best-performing model is a CNN 

with 31 layers that uses a grayscale spectrogram. We've 

highlighted the highest and satisfactory scores in green and 

orange, respectively. These scores are noteworthy because 

the models genuinely attempt to predict outcomes rather than 

defaulting to interictal labels. We conclude that the 

comparison results are: 

• Detailed comparison in Fig. 13, highlighting strengths 

and weaknesses of each model. 

• Best Performance: 31-layer CNN using grayscale 

spectrogram. 
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• Noteworthy Points: Models genuinely attempt to predict 

outcomes rather than defaulting to interictal labels. 

In our enhanced comparative analysis, CNN models 

excelled in feature extraction, making them effective for the 

first dataset with shorter label data. However, they struggled 

with class imbalance. On the other hand, LSTM models 

showed superior performance with continuous data in the 

second dataset, ideal for seizure prediction, but were prone to 

overfitting. This differentiation highlights the specific 

strengths and appropriate applications of each model type 

within our study. 

Our model has been refined with extra layers and units for 

better pattern detection, balancing this against computational 

efficiency. Additions like batch normalization and dropout, 

alongside the Adam optimizer, help reduce training time. 

However, more complex models do require longer testing. 

Adequate training data is key for improved performance but 

extends training duration. We've optimized resource use, 

especially memory and GPU, for better time efficiency. 

E. Previous Work Comparison 

Comparing with research that is similar to our reset, we 

analyzed three significant studies. The first researches in 

[105] reference for CNN, utilized a 3D CNN architecture 

with 31 and 48 layers, achieving accuracies up to 99.74% 

using the DEAP dataset for emotion recognition. The second 

study in [106]- reference for LSTM, applied RNN with 

discrete wavelet transform preprocessing and eigenvalue 

feature extraction, achieving 99% accuracy and comparing it 

against methods like Logistic Regression, SVM, KNN, RF, 

and Decision Tree. The third research in [107] reference for 

CNN-LSTM, explored a hybrid CNN-RNN architecture with 

regularization methods to counteract overfitting, using the 

Big Data TUG EEG dataset and reporting 30% accuracy with 

a false alarm rate of 6 times in 24 hours. 

Our research optimized deep learning architecture for our 

dataset by customizing CNN, LSTM, and CNN-LSTM 

structures. Unlike previous models, we explored tailored 

variants for dataset-specific characteristics, aiming to identify 

the most effective model variant. The findings cover dataset 

implications, architectural adjustments, and performance 

metrics, along with a discussion of strengths, weaknesses, 

and key factors." 

Previous research on the utilization of EEG signals has 

exhibited variations in detection objectives, datasets, selected 

features, and solution methodologies. Several studies are 

delineated in the related works section. For comparison, the 

following provides explanations of some studies that utilized 

the same dataset from UPenn-Mayo Clinic. 

The study in [108], utilized UPenn-Mayo Clinic and 

CHB-MIT datasets with 100 epilepsy patients each. It 

focused on developing effective automatic seizure detection 

through individual and global approaches, achieving 99.17% 

accuracy with the individual approach and 92.69% with the 

global approach. This highlighted a trade-off between 

individualized accuracy and efficiency in training time.  

Another study in [109] used datasets from Freiburg 

Hospital, Children's Hospital of Boston-MIT, and UPenn-

Mayo Clinic. This research aimed to enhance memory 

efficiency and hardware compatibility using Integer-

Net/CNN, successfully achieving a sevenfold memory 

efficiency improvement with a mere 2% accuracy reduction. 

Lastly, the research in [110] study applied various 

machine learning methods such as SVM, XGB, KNN, and 

ensemble models on the UPenn-Mayo Clinic dataset. It 

utilized an extensive range of EEG signal features, achieving 

the highest AUC with the ensemble model, with the XGB as 

the best performing single model. The research exhibited 

high AUC and Specificity across patients, with Sensitivity 

mostly above 0.89, except for one outlier achieve only 0.74. 

Each study contributes uniquely to epileptic seizure 

detection, advancing the field through innovative approaches 

in data utilization, model efficiency, and accuracy 

optimization. 

In a study similar to our research, utilizing dataset in 

[111], more than 646 participants from 478 teams developed 

a total of 10,082 algorithms for epilepsy seizure prediction. 

These teams employed a variety of features, including 

spectral power, fractal dimensions, and statistical 

distributions, and utilized machine learning algorithms such 

as XGBoost, KNN, and SVM. The algorithms' performance 

was assessed based on AUC, sensitivity, and specificity. The 

highest AUC achieved was 0.80, while the lowest AUC 

among the top teams was 0.73, demonstrating a range of 

successes in different seizure prediction methodologies. 

Our research excels in applying diverse deep learning 

models (CNN, LSTM, CNN-LSTM) with innovative use of 

FFT and STFT for feature extraction, achieving high 

accuracies (90.54% CNN-LSTM, 93% CNN, 89% LSTM). 

This not only broadens model efficacy understanding but also 

enhances EEG signal analysis, showcasing the effectiveness 

of combined methodologies in seizure detection. 

Despite high accuracy, further exploration is needed on 

the accuracy-computational efficiency trade-off, particularly 

compared to the Integer-Net/CNN approach. Future studies 

should assess model performance across diverse datasets and 

features for enhanced generalizability 

VII. CONCLUSION 

In our comprehensive study, the CNN-LSTM and LSTM 

Model 1 demonstrate enhanced performance, attributed to the 

incorporation of both human and canine data, facilitating 

superior handling of data variations. Notably, the CNN with 

Grayscale Spectrogram surpasses RGB spectrogram models 

in the CNN 31-layer model, underscoring the importance of 

feature extraction for optimal performance. The 31-layer 

CNN excels in epileptic seizure detection for the first dataset, 

while the 7-layer LSTM, particularly with a 60-second 

threshold, outperforms alternative models for the second 

dataset. Model enhancement through layer additions strikes a 

balance between improved pattern detection and 

computational efficiency for practical use. Overall, our 

research identifies the sequentially selected best-performing 

models as the 31-layer CNN, 7-layer LSTM, and finally, the 

8-layer CNN-LSTM. Reflecting on previous studies, we 

identify key opportunities for improvement in developing 

sophisticated data features to enhance EEG signal 
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differentiation and accuracy. Exploring diverse, high-

performance architectures and employing ensemble models 

emerge as promising avenues for advancing overall model 

effectiveness. Our research target is to contribute to the field 

of deep learning in the medical domain, particularly in 

epilepsy. We sincerely hope that the promising accuracy 

results from our research can contribute significantly to the 

medical field, especially in epilepsy cases, for application in 

medical devices. 

VIII. FUTURE WORKS 

In our future work, we plan to leverage wavelet 

transforms, which provide variable time-frequency 

resolution, enabling effective detection of both rapidly and 

slowly evolving signal components. Scalograms, a method 

for visualizing wavelets, will be implemented in CNNs for 

enhanced signal analysis. Ensemble models, proven to be 

highly effective in numerous studies, will be utilized for their 

combined strengths and improved overall performance. The 

integration of multi-modal data sources, such as EEG, Electro 

Cardio Graphy (EKG), Photoplethysmography (PPG), and 

temperature measurements, will enrich data features and 

increase accuracy. Moreover, transfer learning strategies will 

be adopted to simplify and expedite the training process, 

tailoring the learning to our specific requirements. 

Enhancing model performance necessitates careful 

consideration of complexity, computational efficiency, 

resource requirements, and real-world implementation 

challenges. Various research advancements offer promising 

solutions to address these constraints 
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Fig. 13. Result of CNN-LSTM Model on Each Dataset 


