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NF-ULA: Normalizing flow-based unadjusted Langevin algorithm for imaging
inverse problems

Ziruo Cai*, Junqi TangT, Subhadip Mukherjeei, Jinglai Li%, Carola-Bibiane Schonlieb¥, and
Xiaoqun Zhang|!

Abstract. Bayesian methods for solving inverse problems are a powerful alternative to classical methods since
the Bayesian approach offers the ability to quantify the uncertainty in the solution. In recent
years, data-driven techniques for solving inverse problems have also been remarkably successful,
due to their superior representation ability. In this work, we incorporate data-based models into
a class of Langevin-based sampling algorithms for Bayesian inference in imaging inverse problems.
In particular, we introduce NF-ULA (Normalizing Flow-based Unadjusted Langevin algorithm),
which involves learning a normalizing flow (NF) as the image prior. We use NF to learn the prior
because a tractable closed-form expression for the log prior enables the differentiation of it using
autograd libraries. Our algorithm only requires a normalizing flow-based generative network, which
can be pre-trained independently of the considered inverse problem and the forward operator. We
perform theoretical analysis by investigating the well-posedness and non-asymptotic convergence of
the resulting NF-ULA algorithm. The efficacy of the proposed NF-ULA algorithm is demonstrated in
various image restoration problems such as image deblurring, image inpainting, and limited-angle X-
ray computed tomography (CT) reconstruction. NF-ULA is found to perform better than competing
methods for severely ill-posed inverse problems.

Key words. Bayesian inference, Langevin algorithms, normalizing flows, inverse problems.

MSC codes. 62F15, 49N45, 92C55

1. Introduction. Imaging inverse problems can be formulated as y = Ax + n, where
y € R™ is the indirect noisy observation, A : R? — R™ is the observation operator, n is
the measurement noise, and = € R? represents the unknown image that one aims to re-
cover. In the classical variational framework, the reconstruction problem is formulated as
the minimization of an energy functional J(z) = L(y, Az) + a g(x), where L measures data-
consistency and ¢ is a regularizer that penalizes undesirable images. Following the surge of
deep learning, data-driven regularization methods have become ubiquitous in imaging inverse
problems [7,10,72], leading to state-of-the-art results which significantly outperform classical
hand-crafted regularization schemes such as the total-variation [13] or sparsity-based regular-
izers (see [10] and references therein). Starting from the plug-and-play methods [96] which
combine proximal-splitting optimization algorithms [17] with learned denoisers [45,83,103],
researchers have made considerable progress in this direction. Current popular trends in this

*School of Mathematical Sciences, Shanghai Jiao Tong University, China (sjtu_caiziruo@sjtu.edu.cn).

School of Mathematics, University of Birmingham, UK (j.tang.2@bham.ac.uk).

iDepartment of Electronics and Electrical Communication Engineering, Indian Institute of Technology (IIT)
Kharagpur, India. (smukherjee@ece.iitkgp.ac.in).

$School of Mathematics, University of Birmingham, UK (j.li.10@bham.ac.uk).

YDepartment of Applied Mathematics and Theoretical Physics, University of Cambridge, UK (cbs31@cam.ac.uk).

IISchool of Mathematical Sciences, MOELSC and Institute of Natural Sciences, Shanghai Jiao Tong University,
China(xqzhang@sjtu.edu.cn).

This manuscript is for review purposes only.


mailto:sjtu_caiziruo@sjtu.edu.cn
mailto:j.tang.2@bham.ac.uk
mailto:smukherjee@ece.iitkgp.ac.in
mailto:j.li.10@bham.ac.uk
mailto:cbs31@cam.ac.uk
mailto:xqzhang@sjtu.edu.cn

46

—

T W N

R R AR AR A S I S N B B
© o O D SN

62
63
64
65
66
67
68
69

N~ = =~ =
G W N = O

=~
(@)

1
J

78

2 Z. CAl, J. TANG, S. MUKHERIJEE, J. LI, C.-B. SCHONLIEB, AND X. ZHANG

line of research include the studies in improving practical performances and theoretical guar-
antees [33,38,47,81,90,94], the development of deep unrolling networks [1,67], deep equilibrium
models [34], the studies on the image prior by specific networks structures [59], the extension of
generative models in imaging applications [8,73,87,99], operator regularization methods [77],
learning explicitly the regularization functional such as a gradient-step denoiser [42], total
deep variation [53], adversarial regularizers [63,69, 78] and the learned convex regularizer [70]
with input-convex neural networks [5].

While the previously mentioned approaches treat x deterministically, another alternative
framework for solving inverse problems is to do it within a Bayesian setting [46,93,95]. Differ-
ent from the functional-analytic methods, Bayesian methods model the image x as a random
variable and usually seek to approximate the posterior distribution p(x|y) based on Bayes’
formula. The methods based on Bayesian inference can not only give a point estimator (e.g.,
the maximum a posteriori probability (MAP) estimator) but also describe the uncertainty in
the solution in a probabilistic way in terms of variance and credible intervals. The capability
of uncertainty quantification is particularly helpful for decision-making and reliability assess-
ment. Typical examples of Bayesian imaging schemes include the classical approach using the
total variation prior [62,76], the works on Markov random fields [11], and more recently the
patch-based models [2,41,102,105].

In Bayesian inference, one explores the posterior distribution to generate samples from it,
typically using the Markov Chain Monte Carlo (MCMC) methods [32]. Among these sampling
algorithms, the Langevin Monte Carlo (LMC) algorithms [71,80], also referred to as the Unad-
justed Langevin Algorithms (ULA), stand out as an increasingly popular tool, since they bridge
the gap between theoretical guarantees of nonasymptotic convergence analysis [20,22,28] and
practical performance [29,56]. Note that ULA is subject to bias related to the stepsize, ULA
can also be modified into Metropolis-adjusted Langevin algorithm (MALA) [80], a non-biased
version, by adding a Metropolis-Hastings (MH) accept-reject step. Apart from the MCMC-
based methods, there are also other kinds of sampling methods worth mentioning: methods
based on variational inference [12,40, 61] posit a family of densities and then attempt to
find a member of that family which is close to the target density. Variational auto-encoders
(VAEs) [52] approximate the posterior by learning deep encoders and decoders. Generative
adversarial networks (GAN) [19, 35] learn the generator to sample from the training distri-
bution through adversarial learning. More recently, diffusion models [39, 88, 101] have been
shown to be a powerful tool for image generation. They learn the target distribution by
transforming an image into a Gaussian noise and then by reversing the noising process.

In recent years, the theoretical analysis and nonasymptotic convergence of ULA [20, 28]
have opened a new direction of research. Besides convex and smooth potentials [20,21,27,28|,
ULA for non-convex or non-smooth potentials has also seen great progress. While ULA
requires evaluating the score, ULA for non-smooth distributions [29,58,64,68,76] draw samples
from a smoothed proxy by borrowing the tools such as proximity operators from non-smooth
optimization literature, or consider potential splitting [85]. For non-convex potentials, ULA
also has convergence guarantees [14,22,31,65] if some conditions, (e.g., contractivity condition
on the drift) are satisfied.

Incorporating data-based approaches into classical algorithms is a trending topic in ULA
and Bayesian methods for solving inverse problems. More specifically, one aims to utilize
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an over-parameterized model learned on given data, such as a neural network, instead of
handcrafted prior. Recently, Langevin Monte Carlo using Plug and Play Prior (PnP-ULA) [56]
was shown to yield promising results for Bayesian imaging problems. PnP-ULA leverages an
implicit image prior learned via a Lipschitz-continuous image denoiser [84]. Since the true
image prior is not assumed to be convex or smooth, PnP-ULA convergence was established
for non-convex potentials.

Besides PnP priors [96], normalizing flow (NF)-based approaches [25,74,79] also lead
to impressive performance on imaging problems [25,50] and have the potential of learning
the prior in the Bayesian imaging framework. In this work, we attempt to integrate an
image prior that is learned by NF into the Langevin algorithms. Notably, the resulting
negative log posterior in our case is non-convex. To make the model well-defined in the
Bayesian setting and to ensure that the algorithm is numerically stable, we make minor
changes to the standard ULA to add a regularization on the posterior, akin to PnP-ULA [56].
As some studies of normalizing flows have shown [25,50, 74, 79|, training a normalizing flow
prior for natural images generally requires utilizing larger networks, larger training dataset,
more computational resources and more time than training a PnP denoiser, our proposed
method is more efficient if the normalizing flow prior is pre-trained and available.

The idea of interlacing NF with MCMC algorithms has been considered previously in
the literature, but these methods had significant conceptual differences from our approach.
For instance, [100] proposed stochastic NF, an arbitrary sequence of deterministic invertible
functions and stochastic sampling blocks, to sample from target density. The authors of [36,91]
considered stochastic NF from a Markov chain point of view and replaced the transition
densities with general Markov kernels. [15] utilized NF to sample from the target distribution in
the latent domain before transporting it back to the target domain relying on MALA. There are
some studies combining other generative models with non-Langevin Monte Carlo algorithms,
e.g., [16] introduced a stochastic PnP sampling algorithm leveraging variable splitting to
efficiently sample from a posterior distribution using diffusion-based generative models [23].
To summarize, all the above mentioned approaches are different from ours, mainly because
they do not directly utilize the log gradient density of NF in Langevin algorithms.

1.1. Our contributions. The main contributions of this work are:

1. We propose NF-ULA, a novel framework of sampling by Langevin Monte Carlo-based
algorithms while leveraging a pre-trained normalizing flow induced prior. Since both
the density and the log gradient of the density of normalizing flows can be evaluated,
NF-ULA can potentially be extended to a Metropolis-adjusted version.

2. We give a sufficient condition to ensure the Lipschitz gradient of the log density of the
normalizing flows since the Lipschitz gradient is one of the most essential conditions
to guarantee the convergence of ULA. This might also be useful in the future when an
NF-based prior is used in methods other than Langevin algorithms.

3. We show that the Bayesian solution of NF-ULA is well-defined and well-posed and
establish that NF-ULA admits an unique invariant distribution. We also give a non-
asymptotic bound on the bias.

4. We demonstrate that NF-ULA yields high-quality results in applications such as image
deblurring, image inpainting, and limited-angle X-ray computed tomography (CT) re-
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construction. For more ill-posed problems, NF-ULA demonstrates stronger regulariza-
tion than competing methods. We also provide experimental evidence that enhanced
training of the NF prior results in improved sampling and reconstruction, especially
for severely ill-posed problems (such as limited-angle CT).

The rest of the paper is organized as follows: Sec. 2 gives a brief review of both Langevin
Monte Carlo and normalizing flow, leading to the proposed NF-ULA method. Sec. 3 presents
a theoretical analysis of the Bayesian solution obtained using NF-ULA. In Sec. 4, we evaluate
NF-ULA on image deblurring, image inpainting, and limited-angle CT reconstruction. Final
conclusions are summarized in Sec. 5. The proofs and extra experiments are in the Appendix.

2. Mathematical background and the proposed method. We begin by giving some back-
ground on Langevin Monte Carlo (LMC) algorithms and normalizing flow. Subsequently, we
propose NF-ULA, an LMC algorithm that utilizes a pre-trained normalizing flow network.

2.1. LMC for Non-smooth Potentials. In Bayesian inference, there is a broad class of
problems where we seek to draw samples {Xk}szl, X} € R?, from a target posterior distribu-
tion p(z|y), given the observation y € R™. Using Bayes’ formula, we have that

__ p(ylz)p(z)
(2.1) p(zly) = W

Under some assumptions on the likelihood p(y|x) and the prior p(z), the posterior distribu-
tion p(z|y) is well-posed; meaning that it is well-defined ([ p(y|2)p(Z)dZ is finite), unique,
and varies continuously in y with respect to appropriate distance metrics for probability dis-
tributions [55,89]. The well-known LMC approach [71,80], also referred to as the unadjusted
Langevin algorithm (ULA), can efficiently sample from p(z|y) using the following Markov
chain:

X1 = Xi + 0V logp (Xily) + V26 Zy 11

(2.2)
= X + 6V logp (y| Xx) + 6V logp (X3) + V20 Z4 11,

where {Z}x ~ N(0,1%) is a family of i.i.d. standard Gaussian random variables. The ULA
approach in (2.2) is based on the Euler-Maruyama (EM) discretization with step-size d of the
over-damped Langevin stochastic differential equation (SDE) given by

(2.3) dX, = Viogp (X¢|y) dt + V2 dBy,

where By is a Brownian motion. It has been shown in [20,28] that when — log p(z|y) is contin-
uously differentiable and has Lipschitz gradient, the convergence of ULA can be guaranteed
if the convexity of —logp(z|y) [20] or contractivity in the tails [28] is satisfied. The conver-
gence is subject to a bias related to the step-size §. In general, smaller § leads to a smaller
bias and larger 0 leads to faster convergence of the Markov Chain. The non-asymptotic
bias and convergence analysis of ULA have remained relatively under-explored until the last
few years [20,21,27,28]. Notably, the bias of ULA in (2.2) can be removed by adding a
Metropolis-Hastings (MH) accept-reject step, leading to the so-called Metropolis-adjusted
Langevin algorithm (MALA) [80]. In this paper, we will focus on ULA without any MH
adjustments.
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When the potential — log p(z) is convex but non-smooth, [29] uses a smooth proxy utilizing
the Moreau envelope UM (z) of U(z) = —logp(z) in (2.2). The Moreau envelope U™ (z) and
the proximity operator prox, ;; of U(x) are defined as

1 1
U(/\)(x) - Zieand (U(z) + ﬁHx — zHg) , and prox/\U(x) = arzgegbin (U(z) + ﬁHx — zHg) .

For a convex function U, prox, ;;(z) is unique and well-defined.

Since the Moreau envelope UM (z) is always continuously differentiable [9, 18] even if
U(z) is not, the authors of [29] replace VU (z) by VUW (z) = (z — prox, 7()) /A, resulting
in Moreau-Yoshida regularized ULA (referred to as MYULA), which requires the proximal
operator of U(x) in each iteration of (2.2).

In a more general case where the prior p(z) is not available in closed form, the authors
of [56] propose a plug-and-play (PnP) denoising-based approach for learning the prior [84,96].
This is achieved by training a Lipschitz-continuous Gaussian denoiser D.(x). More precisely,
D.(z) is trained on a given dataset {x,})_; by learning to remove Gaussian noise of zero-
mean and e variance added to the clean images x,,, which are i.i.d. samples of p(x). The ideal
minimum mean-squared-error (MMSE) denoiser takes the form

(2.4) D.(a) = (2ne) 2 [ Gexp [~a 3P/ (22)] p@)d.
Rd
The noisy data follows the Gaussian-smoothed prior
pla) = (re) 2 [ exp [—llo = a3/ 22)] p(@)a

which is the convolution of the non-explicit prior p(z) with a Gaussian smoothing kernel.
Similar to the Moreau envelope [9, 18], p. is always differentiable and satisfies Tweedie’s
identity [30]: eV logp:(z) = Dc(x) —x. While computing V log p(z) could be intractable, one
can use Vlogp.(z) as a surrogate in (2.2), leading to the PnP-ULA approach [56]:

(PnP-ULA) : X1 = Xk + 6Viogp (y|Xk)

(2.5) Sor )

t= (De (Xg) — Xi) + B\ (Il (Xk) — Xk) + V202541,

where o > 0 is a regularization parameter associated with the PnP prior and {Z;}, are i.i.d.

drawn from A(0, I%). A projection IT¢ (X}) onto a convex and compact set C is added in each

iteration to enable the theoretical analysis for PnP-ULA. A > 0 is a parameter associated with

the operator Il — Id. Moreover, the Lipschitz continuity of the denoiser D.(z) is required for
convergence. A detailed convergence analysis of (2.5) is available in [56].

2.2. Normalizing Flow. Similar to a PnP prior, a flow-based model can also serve as a
prior. A flow-based model seeks to express z € R? as

(2.6) z=T(z),

This manuscript is for review purposes only.
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where T : R? — R? is an invertible transformation applied to z € R?, where z ~ ¢.(z). Here,
¢-(z) is the input (or, latent) distribution of the flow-based model and is generally chosen to
be a distribution that can be sampled easily, such as a multivariate Gaussian [51, 54,74, 79].
Apart from T : R? — R being invertible, both 7" and 7' must be differentiable [74,79)].
The flow-based model is also called normalizing flow since T~! implicitly transforms q(x), the
distribution of x, into a normal distribution. In practice, T is typically implemented with an
invertible neural network [25,50]. By a change of variables in (2.6), the distribution of = can
be written as

(2.7) g(2) = g:(2) |det Jr(2)| 7 = q- (T (x)) |det Jp-i ()],

where z = T~ 1(x) and Jr(z) is the d x d Jacobian matrix of 7. Many normalizing flows
[50,51,74,75,79] use specific network architectures such that 7-! is a triangular mapping, that
is, the Jacobian Jp-1(x) is a triangular matrix, which simplifies the calculation of |det Jp-1(z)].
Note that T is used to generate x from z, and T~! is needed for evaluating the density g(z).

Some works on normalizing flow use coupling layers in the network to make 7! a tri-
angular mapping [24,25,50,51,75]. Denote G(z) = T~ 1(z), G : R? — R%. Let z; be the
j-th element of z and x~; be the elements before x;, i.e. x1,---,2;_1. Then, for one-layer
network, [44] summarizes the coupling layer-based flows as G;(z;, x<;) = ¢j(z<j)zj+nj(z<;),
where G, is the j-th element of the vector G(z) and the functions ¢; and n; map z<; to a
real number. The Jacobian Jg(x) is triangular since G; only depends on z; and ;.

Assume that the unknown prior distribution that we aim to learn is p(z). Then, the
forward KL divergence between the target distribution p(z) and the output distribution g(x)
of the NF model [54,74,79] can be written as

(2.8) Dxr, (p,q) = —Ey () [log g(2)] + const.
= —Ep() [logq. (T~ (z)) + log |det Jp—1(x)|] + const.

When the transformation T is parameterized by an invertible neural network Ty with param-
eters 6 € ©, we denote the parameterized density of = as gg(z) and the optimization problem
of learning Ty reads:

2. in D .
(2.9) min KL (D> )

Given samples {x,}Y_| drawn ii.d. from p(z), we can estimate the expectation in (2.8) by
Monte Carlo averaging over the training samples {xn}fyzl. Correspondingly, the loss function
for training the NF model becomes

N

1 _

(2.10) L(0) = N (log . (T, ' (2;)) + log ‘det JT(;1(xi)
i=1

) -+ const.

Generally, it is reasonable to assume that the data samples {xz}fv lie within a compact set
Cgr C RZ. In particular, when the flow-based model is learned on imaging data, it is common
to set Cr = [0,1]%. Knowing the set where the data samples lie will give us the intuition to
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select some parameters in the next section. From the numerical observations, the networks also
partially know C'r while trained from the data - the knowledge of C'r is implicitly encapsulated
in a well-trained flow model, meaning that most generated samples using a well-trained NF
model fall within Cg.

2.3. ULA with NF-prior . In this section, we propose a framework for sampling using
the LMC algorithm based on a pre-trained normalizing flow network. Given data samples
{x,}N_, drawn i.i.d. from p(z), one can approximate p(z) by learning a flow-based model

x = Tp(z), with output distribution gy(z) = ¢. (T, (z)) ‘det JTgl(fI?)’. Once gg(x) is learned,

log go(w) is always differentiable since Ty and T, ' are differentiable. By replacing p(z) with
go(x) in (2.2), the ULA scheme boils down to

Xpr1 = Xj + 6V logp (y| Xp) + 6V log go(Xx) + V20 Zp1.

Since convexity of —log gg(z) and the Lipschitz continuity of its gradient are not guaranteed to
be satisfied, one does not yet have the sufficient conditions to infer convergence and numerical
stability similar to the cases in [20,28]. In this work, we follow [56] to impose a projection
II¢ (X%) onto a convex and compact set C' to ensure that the posterior distribution is well-
defined and propose the resulting NF-ULA algorithm (c.f. Algorithm 2.1). The parameter

Algorithm 2.1 Normalizing Flow-based Unadjusted Langevin algorithm (NF-ULA)
Input: y € R™, Xg e R*, a >0, A\ >0, K €N, C c R?
Ly: Lipschitz constant of V log p(y|z).

L: Lipschitz constant of V log gg(z).
Output: { X},

Set: k=10, < (1/6) (L, +aL +1/\) "

Initialize Xy according to the considered problems.

while £ < K do
Zy1 ~ N(0,1%)
X1 = X + 0V 1ogp (y|Xy) 4 6aV log go(X) + g (e (Xx) — Xg) + V20 Zp4a
k=k+1

end while

a > 0 controls how strongly the regularization of gy is imposed and A controls the amount of
the projection (Il —1Id) enforced. Theoretical analysis of NF-ULA is presented in Sec. 3, while
in Sec. 4, we provide some general guidelines for selecting the hyper-parameters involved in
NF-ULA. One can efficiently compute V log gs(x) using the automatic differentiation libraries
in the standard deep learning frameworks (such as PyTorch).

Remark: Algorithm 2.1 only requires evaluating the Vloggp(x) and its Lipschitz constant.
Our theoretical analysis in Sec. 3 depends on the properties of gg(z) and holds even when gy
does not arise from a normalizing flow. This is essential since in our CT experiments in Sec.
4.3, we utilize patchNR [3], a normalizing flow-based regularizer which cannot generate x by
(2.6) but is able to evaluate the log gradient Vloggy(x). Moreover, since gp(z) can also be

This manuscript is for review purposes only.
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evaluated given x, Algorithm 2.1 can be extended to a Metropolis-adjusted version by adding
an accept-reject step. We leave this as a possible future work.
It is imperative to understand why the projection (IIc—Id) is necessary for the convergence

of NF-ULA. Let Lg\) (x) be the A-Moreau envelope [9] of the indicator function

0, xz e,
olz) = +oo, z¢C

Then, we have that

A . 1 1
D)= inf, (1etw) + g5le = ul}) = 55 o = Te@)B.

and ng‘) () = T Prj\)XLC () _Tr= lj\c(x)7

where II¢ is the projection operator on the convex and compact (i.e., closed and bounded)
set C' C RY. Define py(z|y) as

plylz)gg (x) exp(—2) (2))

Jwa P(YE) g5 (2) exp(—1 2 (7))dz

where the exponent o > 0. The subscript A in p) underlines the distinction from the posterior
p(zly) = p(y|z)p(z)/p(y). Since 0 is fixed if the NF is pre-trained and « is adjusted in the
experiments section, they are not in the notation of py for brevity. We show in Sec. 3.2 that
pa(z|y) is well-defined and therefore the projection term is necessary for NF-ULA, without
which, p(y|x)qg (z)/ [ga p(y|Z)g (2)dE is not guaranteed to be well-defined in our settings.
Denote by 7y, (which we will write as 7 for brevity) the probability measure whose density
is pa(z|y) in (2.11), i.e.,

(2.11) palzly) =

(2.12) dm

T (2) = palzly),
Teb
where e, denotes the Lebesgue measure. Then, NF-ULA in Algorithm 2.1 is essentially
equivalent to

(2.13) Xir1 = Xi + 0V logpa(Xk|y) + V26 211

For standard ULA (2.2), the tail-decay condition (—logp(z|y)/||z||* converges to a positive
constant when x — o) was first studied in [80,92] and was shown to imply the convergence of
ULA. For NF-ULA (2.13), we want to emphasize that in most of our experiments, NF-ULA is
convergent while using a well-pre-trained normalizing flow, even without the projection term.
This is presumably because the density gg of a well-trained normalizing flow already satisfies
the tail-decay condition [80,92] and most of the probability mass lies within C. For the cases
where the normalizing flow is poorly trained, one should select a smaller C', without which
the samples generated by NF-ULA will go far beyond our expected region (for imaging it is
Cr = [0,1]9).
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3. Theoretical Analysis. We define some useful notations for our analysis in Sec. 3.1 and
present a theoretical analysis (well-definedness and well-posedness) of the Bayesian posterior

pa(z|y) in Sec. 3.2. Subsequently, we prove the convergence and non-asymptotic bias of

NF-ULA in Sec. 3.3.

3.1. Notations. Denote by B (Rd) the Borel o-field of R?. Let p be a probability measure
on (Rd,B (Rd)) and f be a p-integrable function. Denote by u(f) the integral of f w.r.t. p.
For measurable f : RY — R and measurable V : R?Y — [1,00) , the V-norm of f is defined
as ||f|lv = supzera | f(2)|/V(Z). Let £ be a finite signed measure on (R%, B (R?)). Then the
V-total variation norm of £ is defined as

(31) lelv = swp | [ F@e@)].

Ifllv<11/Rd
Note that if V' = 1, then || - ||y is the total variation || - ||pv. || - ||v is weaker than || - v
and from the definitions one has ||€||ry < |[£]|v. || - ||v has been used a lot in the studies of
ULA [22,28,56].

We denote by & (Rd) the set of probability measures over (Rd B (Rd)) and for any
meN, Z, (RY) ={ve2 (R : [p|Z|™ dv(Z) < +oo}. Denote by W), as Wasserstein-p
metric:

1/p
3.2 W, (u,v) = inf Egoalz—ylP) ., p>1,
(32) ) = (it Bl ul) L

where T'(u,v) is the set of all joint probability whose marginal distributions are p and v
respectively.

Let b e C (Rd, Rd) where C (Rd, Rd) stands for the set of all continuous functions from R%
to R%. We consider the Markov chain (X}) ren given by the following recursion for any k € N
and = € R? initialized at X = z:

Xk+l = X —I—’yb (Xk) + \/2"ka,

where v > 0 and {Zj, : k € N} a family of i.i.d. Gaussian random variables with zero mean and
identity covariance matrix. We define its associated Markov kernel R, : R? x B (R?) — [0, 1]
as follows for any z € R? and A € B (Rd):

Roo, ) = (202 [ 1alo+ob(e) + V2 exp [lel/2] d

where 14 () is the function taking the value 1if x € A or 0if x ¢ A. We say that R, satisfies a
discrete drift condition Dy (W, (g4, ¢) if there exist (4 € [0,1),¢ > 0 and a measurable function
W :R? — [1, +00) such that for all 2z € R?

R W (z) < (W (z) + ¢

where R, W (z) := [pa Ry (2,dZ)W(Z). Note that this drift condition implies the existence
of an invariant probablhty measure if R, is a Feller kernel and the level sets of W are compact,
see [22] and Theorem 12.3.3 in [26].
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Similarly, let b € C (Rd, ]Rd) such that for any = € R%, the following SDE admits a unique
strong solution

dX; =b(X,;)dt 2 dB
(3.3) ¢ (Xy)dt + V2 ts
Xp =z,

where (B¢), is a d-dimensional Brownian motion. For any x € R% and A € B (R?), equation
(3.3) defines a Markov semi-group (P¢);5o by Pi(z, A) = P(X; € A) where (Xi),5, is the
solution of (3.3) with Xo = z. For any f € C? (R%,R), define the generator A of (Pt);>o by
Af =(Vf,b(x)) + Af, where A is the Laplace operator. We say that (P;),, on R? x B (Rd)
with extended infinitesimal generator (A, D(A)) (see e.g. [66] for the definition of (A, D(A)) )
satisfies a continuous drift condition D¢(W, (, ) if there exist { > 0,3 > 0 and a measurable
function W : R — [1, +-00) with W € D(A) such that for all z € R?,

AW (2) < —CW () + 6.

This assumption is the continuous counterpart of the discrete drift condition Dgy(W, g, ¢),
which will be used in Appendix A.7.

3.2. Well-posedness of the Bayesian solution. In this section, we first prove that the
posterior distribution (2.11) is well-defined. Secondly, we prove the well-posedness for the
Bayesian solution, i.e., the Lipschitz continuity of the posterior measure (2.12) with respect
to changes in y. To start with, we give a lemma that will be used later.

Lemma 3.1. Let A > 0. For any convex and compact subset C' of R® and for all k € N, it
holds that

1 2
/ [|]|* exp (_HCE2§(5L‘)H2> dz < 4o00.
Rd

Proof. See Appendix A.1. [ |

Lemma 3.1 implies that the integral of any polynomials multiplied by exp (—Lg‘)), where

11 2
Lg‘) = w, is finite. To prove that py(z|y) and 7y are well-defined, besides Lemma

3.1, we need an assumption about the boundedness of the prior and the likelihood.

Assumption 3.2. The distribution learned by NF is bounded, i.e., sup gp(z) < +00. More-
zeR4
over, for any y € R™, supp(y|z) < +oo and p(y|-) € C! (R%, (0, +00)).
z€R4

Since gg(z) is a distribution induced by normalizing flow and gg(x) is continuous on R,

intuitively sup gp(z) is bounded and Assumption 3.2 is easily satisfied. To give rigorous proof,
x€R4
we state the following proposition which assumes a similar triangular network architecture as

mentioned in Sec. 2.2.
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Proposition 3.3. Assume that the input distribution q.(z) to the normalizing flow network
is the standard normal distribution. Assume that T (z) = G®o...oGM(x) is a composition
of k coupling layers and each of the layer G : R4 — R4 () — 0+ 45 given by

(3.4) ¢ (), 28 = ¢ e 40 @), j =1, d.

Denote 2V = z and ¢t = 2. If gay)s are bounded, then log qg(z) is upper bounded on R?.
Proof. See Appendix A.2. [ |

Using Lemma 3.1, we can then prove that the normalizing constant in the expression for
pa(z|y) in (2.11) is finite.

Corollary 3.4. Suppose Assumption 3.2 holds. Let A > 0. Then, for any convex and com-
pact set C' and o > 0, we have

/de(ylx)q‘é‘(x) exp (—W) dz < +oo.

Hence, py(x|y) in (2.11) is well-defined.

Proof. Letting kK = 0 in Lemma 3.1 and using Assumption 3.2, we conclude the proof. W
Remark: Although [p.qo(x)de = 1, [pq¢§(x)dz may not be finite in rare cases. This
depends on how heavy the tail of gg(x) is. Corollary 3.4 shows that multiplying ¢g(z) with

exp (—Lg‘ ) (x)) always leads to a finite integral, regardless of the tail behavior of gg(z).

Now, we establish the well-posedness of the posterior measure 7 in the following propo-
sition. Note that the local Lipschitz stability of posterior distribution in the observation has
been studied in [55,89] and applied to posterior sampling with PnP prior [56] and generative

models in [4]. Apart from the considered L(C?\) (Z), Proposition 3.5 and Proposition 3 in [56] are
based on similar ideas.

Proposition 3.5. Suppose Assumption 3.2 holds and that there exist continuous functions
®; : R = [0,400) and Py : R™ — [0, +00) such that for any x € R and yy,y2 € R™, the
following are satisfied:

| log (p (y1]x)) —log (p (y2])) | < (®1(2) + P2 (1) + P2 (y2)) ly1 — vell,
and / (1+®4(2))exp |:CQ O(7) — Lg‘)(j)] dz < 400,
Rd

for all co > 0. Then, y — my, defined in (2.12)) is locally Lipschitz w.r.t. the total-variation

(TV) norm || - ||vv, i.e., for any compact set K, there exists Mg > 0 such that for any
y1,92 € K, [lma gy, — T llpy < Mk lyr — v2l|-
Proof. See Appendix A.3. [ |

For Gaussian likelihood p(y|x), the conditions in Proposition 3.5 are satisfied when ®q(x) =
c1]|z]l2 and Po(y) = c2||y||2 with positive constants ¢; and cs.
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3.3. Convergence of NF-ULA. Most of the existing works on ULA for non-convex poten-
tials [14,28,31,56,65] assume Lipschitz-continuity of the score. If the drift term V log py(z|y)
is not Lipschitz, from [43,48], it cannot generally be guaranteed that the SDE (2.3) will
have a unique strong solution. This is why one must investigate the Lipschitz continuity
of Vlogpy(z|y) before studying the convergence of NF-ULA. First, we make an assumption
about the Lipschitz-continuity of V log(p(y|-)):

Assumption 3.6. Vlog(p(y|z)) is Ly-Lipschitz continuous in z, where L, > 0 is a constant.

Note that Assumption 3.6 is generally satisfied for common imaging inverse problems.
One example is the popular Gaussian likelihood where p(y|z) o« exp (—Hy - Aa:Hg/(ZUQ)), for

which L, = ||AT A|/o2.
Lemma 3.7. Under Assumption 3.6, Vlogpy(x|y) is Lipschitz continuous if and only if
Vlogqg(x) is Lipschitz continuous.

Proof. See Appendix A.4. [ |

For convenience, we explicitly define the Lipschitz condition on the log gradient of gg(z) in
the following assumption:

Assumption 3.8. There exist L > 0 such that for any 1,z € R?,

IVilogqg (x1) — Viogqg (x2)|| < Lz — 2|

It is therefore natural to ask how to enforce Assumption 3.8 on the NF-based image prior
gp(x) during training or by the network architecture. There have been some studies about
the Lipschitz continuity of the invertible transform Ty [54,74,97], the Lipschitz constants of
invertible neural networks by changing the latent distribution from a standard normal one to
a Gaussian mixture model [37], the Lipschitz constants of other “push-forward” generative
models [86]. However, to the best of our knowledge, there is no study about the Lipschitz
continuity of V log ggp(x) until now.

While the equivalent conditions on Ty for Assumption 3.8 remain unknown, a sufficient
condition on Ty for Assumption 3.8 can be obtained easily. For instance, when Ty is a linear
transform mapping a Gaussian distribution ¢,(z) to another Gaussian distribution gg(x),
Assumption 3.8 holds. However, this may not be true if T} is nonlinear.

As we have mentioned that Assumption 3.8 is necessary for the convergence of NF-ULA,
we derive a sufficient condition on Ty for Assumption 3.8 to hold. Intuitively, distributions
with similar tail behaviors as Gaussian may have similar log gradients as Gaussian, if more
conditions are satisfied. We thus refer to some studies on the tails of normalizing flow priors
[44]. Theorem 4 in [44] shows that affine coupling layer-based flows (e.g., NICE [24], Real-
NVP [25], MAF [75], IAF [51], and Glow [50]) can only map the base normal distribution g, (z)
to a light-tailed distribution gg(z). To be more specific, denote G(z) = T~!(x), where G(z)
is a triangular mapping and the Jacobian Jg(z) is a triangular matrix function. From [44],
generally one can assume that for affine coupling layer-based flows, Gj(x;, x<;) = pj(x<j)z;+
n;j(z<;), where G; is the j-th element of the vector G(z) and z; indicate x1,--- ,xj—1. The
condition they assume is heuristic: if ¢; is bounded above and 7; is Lipschitz, then gg(x)
is light-tailed. In Glow, [50] these conditions on ¢ and 7 are satisfied and even stricter.
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Therefore, we are able to prove the Lipschitz continuity of Vloggg(z) in the proposition
below, by enforcing a stricter condition on ¢ and 7.

Proposition 3.9. Assume that the input distribution q,(z) to the normalizing flow network
is the standard normal distribution, and that T~ (z) = G® o...o GW(z) is a composition of
k coupling layers, where each of the layers G : R — R 2 s 20+ s given by

(3.5) G @,29) = @)l + V@), =1, d
Denote ) = z and 5D = 2. If 4,0? is a constant function, nj(-i) is Lipschitz and for all
)
r <7, 8; is well-defined almost everywhere and piecewise constant on R, then Vloggg(x)
is Lipschitz continuous on RY.
Proof. See Appendix A.5. |

The conditions on ¢,7n in Proposition 3.9 are satisfied in Glow [50] with additive coupling
layers where each 7 is a five-layer sequential network with 2D convolutional layers (denoted
as Conv2d) and ReLU activations:

n(x) = Conv2d(ReLu(Conv2d(ReLu(Conv2d(z))))),

where ReLu(z) := max(0,z) (applied in an element-wise manner) and Conv2d(z) := KNr *
denotes a 2D convolution layer acting on x with a kernel Kyp. Further, ¢ = 1 is used in
the additive coupling layer. Note that in Glow, there is an option of using an affine coupling
layer where ¢ is the sigmoid function ¢(x) = 1/(1 + ™) element-wise. This leads to a
more powerful network and can generate better human face images [50], but Vloggy(z) is
not guaranteed to be Lipschitz anymore. This theoretical observation is corroborated by our
experiments in Sec. 4.1, as we found that NF-ULA with affine coupling layer did not converge.
The conditions on ¢ and 7 might be relaxed if ¢.(z) is not Gaussian, but this requires re-
training the network since most of the popular normalizing flows accept standard Gaussian
base distribution as input. We leave these studies on the Lipschitz-continuity of V log gs(x)
for future work.
In order to prove the convergence of NF-ULA, we need one final assumption.

Assumption 3.10. There exists m, € R such that for all 1,22 € R?, we have

(Vlogp (ylza) — Viogp (y|z1) , 20 — 1) < —my [lz2 — 213

This condition is called the contractivity condition of Vlogp(y|x) and is used to prove
the contractivity of the drift term Vlogpy(z|y) at infinity (see proofs of Theorem 3.11 in
Appendix A.6). Note that the influence of the drift’s contractivity condition has been studied
in ULA for non-convex potentials [14,22,65].

If Assumption 3.10 is satisfied with m, > 0, then z — —log p(y|z) is m,-strongly convex.
If Assumption 3.6 is satisfied, then Assumption 3.10 holds for m, = —L,. However, we are
interested to find m, > —L, while Assumption 3.6 holds, since we will see in the proofs of
Theorem 3.11 and Theorem 3.12 in Appendix A.6 and A.7 that a larger m, is beneficial to
the convergence of NF-ULA.
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In what follows, we introduce the associated stochastic kernel Rg : R? x B(R?) — [0, 1] of
the NF-ULA (2.13) and the drift by € C (R?, RY):

Ry(z, A) = (QW)—CW/ 14 (2 -+ 8b(2) + V252 ) exp [2]1%/2] .

Rd
(3.6) Mo (z) —
)\ )
where x € R? and A € B(R?). Here by has the subscript A and is different from the b defined
in Sec. 3.1 because of (Il¢ (z) — z)/A. Given Xj in NF-ULA (2.13), Rs(X},-) is actually a
probability measure which defines the transition probability p(Xgi1|Xk).

With all the previous four assumptions A 3.2, A 3.6, A 3.8, and A 3.10 holding, we can
prove that NF-ULA (Algorithm 2.1) is convergent, or more precisely, the stochastic kernel
R;s admits an unique invariant distribution 75 . We follow the proof in SM6.2 from [57] but
our theorem and proof are slightly different, as we do not include the parameter ¢ of PnP
denoisers in the condition. The first thing to prove is that Rs defines a contractive mapping.

Theorem 3.11. Assume A 3.2, A 3.6, A 3.8, and A 3.10. Assume V(z) = 1+|z|*,z € R%.
Let X\, a,C,Ly, L be the ones in NF-ULA (Algorithm 2.1). Let my be the parameter in A 3.10.
Let A\ > 0, such that 2\ (L, + oL — min(m,,0)) < 1 and let § = (1/6) (L, +aL +1/A)"".
Then for any convex and compact C with 0 € C, there exist Ay > 0 and p1 € [0,1) such that
for any 6 € (0,0, 21,29 € R?, and k € N we have

W, (5x1R§,5x2R]§) < Arpl [loy — o, -

ba(x) = Vlogpy(zly) = Viogp (y|z) + aViog gs(x) +

60i R — 8 RE|| < Auph? (V2 (1) + V2 (22)) , amd

Proof. See Appendix A.6. [ |

In the above theorem the Dirac measures d,,, d,, can be extended to any measures vy, vy €

P (Rd) :

iR = vaRE| < Aupl < [ vi@an@+ [
\% Ra Ra

Wi (i) < Ak ([ fatan(@) + [ lalan).

Vz(:i)dw(:i)) ,
(3.7)

From Theorem 6.18 in [98], (@1 (Rd) ,Wl) is a complete metric space. For any measure
v e P (RY), define f: 22, (R?) — 2 (R?) as f(v) = vR. . Then for any § € (0,d], there
exists large enough ms € N* such that ™ is a contractive mapping. Therefore we can apply
the Picard fixed point theorem and we obtain that Rs admits an unique invariant probability
measure 75y € P (]Rd). Since 7 ) is subject to bias comparing with the solution of the SDE
dX; = by(X;)dt ++/2 dBy, in the Theorem below, we follow the proof in SM6.3 from [57] and
give a nonasymptotic bias analysis:

Theorem 3.12. Assume A 3.2, A 3.6, A 8.8, A 3.10. Assume V(z) = 1+ ||z|?,z € R%.
Let A\, o, C, Ly, L be the ones in NF-ULA (Algorithm 2.1). Let m,, be the parameter in A 3.10.
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Let A > 0 such that 2\ (Ly + aL — min(my, 0)) < 1 and let 5 = (1/6) (Ly + aL +1/X)"".
Then for any § € (0,6] and C convex and compact, Rs admits an unique invariant probability
measure 5 . In addition, there exists B1, Bz, B3 > 0, p1 € [0,1) such that for any 6 € (0, 4],
k € N*,

Byo
8.RE —m < B Vi) + BQV(x)\/62k (d N 3),

|

Proof. See Appendix A.7. [ |

3

Remark: Note that there is a trade-off of selecting the step-size . In order to achieve a
small bias, one needs to set a large time interval ¢ = kd, keep ¢ fixed and use a small step size
0. However, larger k means drawing more samples, resulting in longer computation time. In
practice, the burn-in period is incorporated in ¢, in which the Markov Chain is dramatically
exploring the state space.

4. Experiments in Bayesian Imaging. We apply NF-ULA and PnP-ULA on three inverse
problems: image motion deblurring, image inpainting, and limited-angle computed tomogra-
phy (CT) reconstruction. We compare with PnP-ULA since, to the best of our knowledge, it
is the state-of-the-art Langevin algorithm with data-driven non-convex regularizers.

Choice of a: For both NF-ULA and PnP-ULA on different problems, we fine-tune « such
that the peak signal-to-noise ratio (PSNR) of the sample mean gets maximized. While in most
cases « € (0, 5] works well, for NF-ULA it is also related to the architecture of the normalizing
flow. For CT reconstruction, we use the pre-trained patchNR, a NF-based regularizer learned
on medical images, from the code provided in [3] and choose o« = 5000. Notably, in the original
implementation, the maximum a posteriori estimator was considered, and o = 700 was the
best choice.

Choices of C' and A: We only perform the study of choosing different C' and A in the
deblurring experiments. From [56], a projection term (Id — II¢) is introduced to PnP-ULA
to make sure that the posterior satisfies the tail-decay condition. Therefore, for posterior
distributions with a slower tail-decay, a smaller C is recommended. We found experimentally
that NF-ULA was numerically stable when the NF prior was trained for more than 20 epochs,
even with a large C. In this case, C is chosen to be large enough such that Ilc is never
activated, since we do not expect to choose a small C' to change the behaviors of NF-ULA if
it already converges. For a normalizing flow that is not well trained (less than 5 epochs), it
is recommended that C should be the same as the range Cr of the dataset. In the imaging
problems, we have that Cr = [0, l]d. See Table 1 for details on the algorithm behaviors
of NF-ULA with different choices of C' and normalizing flow architectures. For well-trained
normalizing flows in NF-ULA and denoiser in PnP-ULA, we set C' = [~100,100]?. Actually
all the samples generated in Tables 2, 3, and 4 never escaped [—0.2, 1.2]d, indicating that the
projection IIo(z) was never activated. We keep A = 5 x 107, even though different A\ makes
no difference in most of our experiments.

Choice of §: From the convergence analysis in Theorem 3.11 and Theorem 3.12, any § <
(1/6) (Ly+ oL +1/ A)~! should work. However, this upper bound is not a strict bound and
in practice, it is not easy to know the Lipschitz constant L of Vloggy(x). To give an upper
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bound of L, we calculate the spectral norm of V?log gy(z) through power iteration when x
is randomly choosen in Cr and the spectral norm are smaller than 2 x 10°. This upper
bound for L is still too loose since we find that NF-ULA converges for many § larger than
the corresponding upper bound. Moreover, as different A makes no difference in most of our
experiments, we fine tune ¢ instead of precisely calculating the upperbound given by L and A.
In most of our experiments, 0 is chosen to be smaller than (1/ 10)L; 1 to ensure convergence of
different algorithms. Our choice of ¢ is slightly different from PnP-ULA because the Lipschitz
parameter L of the PnP prior can be set to 1 during training.

Implementations: We implement all the experiments in Python and utilize PyTorch for im-
plementing the ULA Markov chains. The numerical experiments are run on Intel(R) Xeon(R)
Platinum 8358P CPU with four Nvidia Tesla A100 GPUs. Codes for NF-ULA are available
at Github'.

4.1. Image Deblurring. We first consider a non-blind motion deblurring problem on hu-
man face images. The corresponding forward operator A applies a convolution on the image
z with a 9 x 9 motion-blurring kernel of horizontal blurring direction, with all the elements
in the fifth row of the kernel being 1/9 and the other rows being 0. Both z,y € R? where
d = 3 x 128 x 128 and the forward operator A : R? — R? is linear. To describe the for-
ward model (likelihood), we add Gaussian noise n ~ AN(0, 0% I?), leading to the following
measurement equation and likelihood:

y=Az+n, pylz)= #exp —M :
’ (2m02)4? 202

4.1.1. Networks and Parameters. To realize NF-ULA, we train the well-known flow-
based model, Glow [50], on the human face dataset FFHQ [49] without the first 20 images,
which amounts to 69980 images in total. All the images are 3-channel images normalized
to Cgp = [0,1]3*128%128 We train Glow from scratch using the publicly available PyTorch
implementation?, however, NF-ULA can also use an appropriate pre-trained model. The
architecture of Glow has five blocks with 32 flows in each block.

For PnP-ULA [56], we use the real spectral normalization DnCNN (realSN-DnCNN),
which is a Lipschitz-continuous denoiser proposed in [84]. In order to see the behavior of the
denoiser without the Lipschitz constraint, we train both the standard DnCNN [104] and
realSN-DnCNN [84] on the image patches of a 980-image subset of FFHQ. To train the
denoiser, we follow the same procedure reported in [56], i.e., we add Gaussian noise with
the variance ¢ = (5/255)2 on the training data batches. In fact, we also tested ¢ = (15/255)2
or (25/255)2 but the generated samples get lower PSNR. To train the standard DnCNN, we
directly use the code in the Image Restoration Toolbox®. We keep the default parameter
settings to train a 17-layer DnCNN on image patches of size 40 x 40. For realSN-DnCNN,
the original implementation? in [84] only supports training on grayscale images, therefore we

"https://github.com/caiziruo/NF-ULA
https://github.com/rosinality /glow-pytorch
3https://github.com/cszn/KATR
“https://github.com/uclaopt/Provable_Plug_and_Play/
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Table 1
The behavior of NF-ULA by different Glow and different choices of C. The algorithm does not converge
For Glow with affine coupling layers. For Glow with additive coupling layers, the algorithm converges better
when Glow is trained for more epochs.

Deblurring | network: Glow. «a=1.5

coupling layers ‘ epochs ‘ C ‘ PSNR
facel
NF-ULA affine 100 [0,1]7 | divergent
NF-ULA additive 5 | [-100, 100]d divergent
NF-ULA additive 5 [0, 1]¢ 26.58
NF-ULA additive 20 | [—100, 100]d 29.84
NF-ULA additive 100 | [~100, 100]¢ 30.42

modified the code to make it applicable to color images. We also set up the number of network
layers as 17 and preprocess the data to patches of size 40 x 40, while setting the Lipschitz
parameter to 1. Although DnCNN and realSN-DnCNN are trained on such a small dataset,
they can still obtain a peak signal-to-noise ratio (PSNR) of more than 40 dB on the validation
set. In fact, the original implementation in [84] trains the denoiser on a dataset consisting of
only 400 images, and increasing the size of the dataset does not necessarily lead to a higher
PSNR on the validation set.

The Glow network that we used for NF-ULA has 100870544 parameters in total, while
DnCNN has 559363 parameters and realSN-DnCNN has 558336 parameters. To train 100
epochs, Glow spent up to 100 hours, while DnCNN and realSN-DnCNN spent less than 5
hours. The heavier network and the longer training time for Glow pay off when it comes to
reconstruction performance and image quality.

ULA parameters settings: We set the standard deviation of the Gaussian noise n to
o = 0.02. To ensure that both PnP-ULA and NF-ULA are numerically stable, we select the
step size 6 = 5 x 107°. For Glow, DnCNN and realSN-DnCNN, « = 1.5 leads to the highest
PSNR. We initialize Xy = y, the noisy blurred observation for both NF-ULA and PnP-ULA.

4.1.2. Performance of the Algorithms. To explore the state space thoroughly, all the
experiments have burn-in iterations less than 5000. Since the first sample X is initialized as
the observation y, the PSNR of the samples X,, starts from around 22.78 dB and then keeps
going up and finally stays in an interval, e.g. [29.0,31.0]. After the burn-in time, we calculate
the posterior mean by obtaining 10000 samples and compute the PSNR of the sample mean. To
draw 10000 samples, NF-ULA spends around 3100 seconds, while PnP-ULA spends 30 seconds.
For both algorithms, calculating the posterior mean by more samples, e.g. 10% samples, does
not improve the PSNR. When generating equal samples, NF-ULA spends more time mainly
because of the large network Glow uses - the Glow we use has approximately 100 times more
parameters than realSN-DnCNN. In fact, we found that computing and forwarding the auto-
gradient function of gg(x) takes 10% longer time than forwarding gg(z) itself. However, we
believe that NF-ULA has great potential to leverage smaller and more advanced normalizing
flows to reduce computational time. In Sec. 4.3, we use a lightweight NF-based regularizer
and the resulting NF-ULA requires significantly less time.
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Figure 1. Deblurring by PnP-ULA and NF-ULA. What each row represents is written on left of the rows.
PSNR values corresponding to the sample mean are provided in Table 2. PnP-ULA with standard DnCNN does
not converge on face2 and face4. On all four faces, NF-ULA (Glow) yields a higher PSNR (for the sample
mean estimator) than PnP-ULA (realSN-DnCNN). The sample mean images also have a better visual quality
for NF-ULA.
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To examine the Lipschitz continuity of V log gy () for different kinds of coupling layers, we
train two different Glow networks for 100 epochs each, with affine and additive coupling layers,
respectively. Also, to verify our hypothesis that better training of the normalizing flow prior
will imply better samples from NF-ULA, we trained Glow (additive coupling layers) for 5,
20, and 100 epochs, and compared their performance when used in the NF-ULA framework.
The PSNR values of the sample mean images corresponding to these variants of NF-ULA
with different NF-based priors are reported in Table 1. With affine coupling layers in Glow,
NF-ULA fails to converge because V log gp(x) is not Lipschitz continuous, which is consistent
with Proposition 3.9. For Glow with additive coupling layers and also for the case where the
Glow model is well-trained (more than 20 epochs), NF-ULA works well and the generated
samples do not blow up, even in the case where C' = [-100, 100]d is much bigger than Cg.
This suggests that a well-trained prior gg(x) already satisfies the tail decay conditions, without
imposing the projection Id — IIs. However, it is still essential for the theoretical study. For
poorly trained Glow (less than 5 epochs) and large C', NF-ULA does not work well - most of
the samples go far beyond Cr and the PSNR of them are below 10 dB. If C is set to be a
much smaller set, e.g., C = Cp, then the PSNR can be up to 26 dB, which is still considerably
lower than what one can achieve with a well-trained Glow.

Intuitively, gg(z) is more diffusive when Glow is trained for only a few epochs. After
training for some epochs, the normalizing flow is more suitable to serve as an image prior,
and the density gp(x) is more concentrated. Moreover, the tail decay condition of p(z|y) is
also satisfied with a well-trained prior, even without the projection term.

To compare the performance of ULA with both PnP- and normalizing flow-induced priors,
we run NF-ULA using Glow, PnP-ULA using DnCNN, and PnP-ULA with realSN-DnCNN
on four human face images randomly selected from the first 20 images of FFHQ [49], which are
the ones not used during training. In the following experiments, we use Glow with additive
coupling layers. Glow, DnCNN, and realSN-DnCNN are all trained for 100 epochs for a fair
comparison. The results are shown in Figure 1 and Table 2. From Table 2, we note that
NF-ULA with Glow generates samples with the highest PSNR. We also present the standard
deviation of the samples on the same channel in Fig 1. NF-ULA has richer details for the
posterior mean and more variations for standard deviation, particularly on the eyes, mouths,
and hair. This is probably due to a more accurate prior learned by the generative model. It is
worth noting that PnP-ULA with DnCNN shows great performance on Face-1 and Face-3, but
is divergent on Face-2 and Face-4. However, PnP-ULA with realSN-DnCNN converges on all
images, albeit with lower PSNR than NF-ULA. Moreover, we also performed the simulations
of PnP-ULA using DRUnet [103], a newer denoiser than DnCNN, but the results are very
comparable to the ones obtained with DnCNN - the algorithm is not convergent on Face-2
and Face-4 due to DRUnet not being Lipschitz.

We record the PSNR of the samples and the minimum mean square error (MMSE) es-
timator in Figure 2. It’s about the deblurring experiments of facel and the evolutions for
face2, face3, and face4 are similar. In the left figure, we start from the burn-in period un-
til 15000 samples. The MMSE estimator is approximated by the last 10000 samples. For
both algorithms, the burn-in periods are less than 5000 samples. Regardless of the sampling
time, NF-ULA shows a faster increase of PSNR, which means the convergence speed of the
first-order moment for NF-ULA mildly outperforms PnP-ULA. However, in the right figure,
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Table 2
Deblurring: Comparison of ULA with different priors for image deblurring. PnP-ULA with a standard
DnCNN does not converge on face2 and face4. NF-ULA (Glow) generates samples with slightly higher PSNR
than PnP-ULA.

Deblurring | net_epochs = 100, C = [—~100, 100]¢
network ‘ parameters ‘ PSNR
facel
NF-ULA Glow a=15 30.42
PnP-ULA DnCNN a=15 30.40
PnP-ULA | realSN-DnCNN a=1.5 30.42
face2
NF-ULA Glow a=1.5 29.81
PnP-ULA DnCNN a = 1.5 | divergent
PnP-ULA | realSN-DnCNN a=1.5 29.38
face3
NF-ULA Glow a=1.5 30.70
PnP-ULA DnCNN a=1.5 29.61
PnP-ULA | realSN-DnCNN a=15 29.39
face4
NF-ULA Glow a=1.5 30.34
PnP-ULA DnCNN a = 1.5 | divergent
PnP-ULA | realSN-DnCNN a=15 29.71
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Figure 2. The evolution of PSNR(x;, Tmmse) of deblurring (facel). The left figure is according to the number
of the samples and the right one is according to elapsed time. A faster increase means a faster convergence
speed.

we consider evolution w.r.t. the sampling time and NF-ULA has a slower increase of PSNR.

NF-ULA has a burn-in time of about 400 seconds while PnP-ULA is less than 40 seconds.
One common approach to studying the convergence speed of a Markov chain is to calculate

the d-dimensional auto-correlation function (ACF) of it. For samples {Y;}}¥; from a one-
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1.0 1.0 1.0

—— NF-ULA —— NF-ULA —— NF-ULA
-~ PNP-ULA | o —- PnP-ULA | --—- PnP-ULA

YH (Fast direction) YL (Slow direction) YL( Slow direction)

Figure 3. The autocorrelation function (ACF) of the samples (deblurring on facel). The definition of
the ACF is given in (4.1). ACF is calculated by wavelet basis using the band-pass coefficients (YH) and the
low-pass coefficients (YL). Faster decreasing ACF implies faster convergence of the Markov chain.

dimensional Markov chain, the sample auto-correlation function is given by

n—I ¥ % n
Y, -Y)(YV;-Y -1
(1.1) oy = 20 DY) g Lsny,
Ztil (}/t - Y) n t—1
where [ = 0,1,--- ,n — 1, is the lag between the samples. Since the samples generated

by ULA are not strictly uncorrelated, faster decreasing ACF means that the samples are
less correlated and generally implies faster convergence of the Markov chain to some extent.
Notably, the calculation of ACF is not easy in high-dimensional problems. Therefore, we firstly
transform the image samples using wavelet basis and obtain the band-pass coefficients (YH)
and the low-pass coefficients (YL). YH contains the image details while YL captures the overall
image structure. We consider the finest scale coefficients in YH. To characterize the Markov
chain generated by NF-ULA (Glow) and PnP-ULA (realSN-DnCNN), we randomly select
100 dimensions respectively from YH and YL, and calculate the ACF on those dimensions.
It should be noted that the ACF can have different rates of decay in different directions,
therefore it is time-consuming to analyze the ACF of all the image dimensions and calculate
the fastest and slowest decreasing direction. However, ACF in YH mostly have faster decrease
and ACF in YL will have slower decrease. In Fig 3, we show the convergence of ACF (facel),
along one fast direction in YH and two slow directions in YL. In the fast direction, the ACF
of PnP-ULA decreases from 1 to 0 within about 20 lags, while for NF-ULA it converges even
faster (within approx. 10 lags). For slow directions, both NF-ULA and PnP-ULA hold a
non-zero ACF until more than 40 lags, and it is not immediately clear which of these two
methods has a faster decay of the ACF. ACF of face2, face3 and faced are similar as facel
and hence omitted here.

4.2. Image Inpainting. In this section, we present the experimental results on image in-
painting. We still consider human face images and use the Glow and realSN-DnCNN networks
trained as explained in Sec. 4.1. For inpainting, the forward operator A applies masking on
2 so that 80% of the pixels in z are missing. We choose different « to ensure both NF-
ULA and PnP-ULA have the best performance: o = 2.0 works well for NF-ULA, while for
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Figure 4. Comparison of image inpainting performance of PnP-ULA and NF-ULA. The PSNR values of the
sample mean images are reported in Table 3. NF-ULA (Glow) yields a higher PSNR (by approzimately 2.5-3.0
dB) of the sample mean images than PnP-ULA with a realSN-DnCNN denoiser. This experiment underscores
the importance of stronger reqularization (which the Glow-based prior can achieve) when the forward operator
is severely ill-posed.

Inpainting: PnP-ULA and NF-ULA
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Table 3
Inpainting: Comparison of the ULA with different priors. The parameter « is fine-tuned to maximize the
PSNR for both algorithms. Since inpainting relies more on the prior, NF-ULA has a higher PSNR for the
sample mean as compared with PnP-ULA.

Inpainting | net_epochs = 100, C' = [-100, 100]?
network ‘ parameters ‘ PSNR
facel
NF-ULA Glow a=2| 28.02
PnP-ULA | realSN-DnCNN a=2.51| 25.80
face2
NF-ULA Glow a=2| 2504
PnP-ULA | realSN-DnCNN a=25| 2217
face3
NF-ULA Glow a=2| 29.18
PnP-ULA | realSN-DnCNN a=2.5 | 27.40
face4
NF-ULA Glow a=2| 28.26
PnP-ULA | realSN-DnCNN a=251| 26.23
v —— NF-ULA —— NF-ULA —— NF-ULA
0s -~ PnP-ULA | , -~ PnP-ULA _ --—- PnP-ULA
. .
04 t y
YH (Fast direction) YL (Slow direction) YL (Slow direction)

Figure 5. The auto-correlation function (ACF) of the samples (inpainting on facel). The definition of
ACF is given in (4.1). ACF is calculated by wavelet basis using the band-pass coefficients (YH) and the low-pass
coefficients (YL). Faster decreasing ACF implies faster convergence of the Markov chain.

669 PnP-ULA o = 2.5 works the best. We maintain the same setting for the other important
670 hyper-parameters of the experiment, such as the noise standard deviation o = 0.02, the di-
671 mension of image and observation z,y € RY = R3*128x128 "the step-size of both algorithms
672§ =5 x 1075, the convex set C' = [~100,100]¢, and the initialization Xy = y.

673 Performance of the algorithms: In contrast with deblurring, we found that both NF-ULA
674 and PnP-ULA have much longer burn-in times. We initialize Xy with the measurement y,
675 whose PSNR is only 5.46 dB. NF-ULA has a burn-in iteration of 10000 until the PSNR of
676 X, grows more than 25 dB and becomes stable, while PnP-ULA takes about 80000-iterations
677 (eight times larger than NF-ULA) for burn-in. The reason might be that Glow’s powerful

This manuscript is for review purposes only.



678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698

699

24 Z. CAl, J. TANG, S. MUKHERIJEE, J. LI, C.-B. SCHONLIEB, AND X. ZHANG

Table 4
Limited-angle C'T reconstruction from Gaussian noise-corrupted limited-angle projection data. o is chosen
to mazimize the PSNR for both PnP-ULA and NF-ULA to make a fair comparison. NF-ULA leads to a higher
sample mean PSNR than PnP-ULA.

CT C = [-100, 100]¢

network ‘ parameters ‘ PSNR
Image-1
NF-ULA PatchNR a =5000 | 29.65
PnP-ULA | realSN-DnCNN a=3| 26.60
Image-2
NF-ULA PatchNR a = 5000 | 34.50
PnP-ULA | realSN-DnCNN o= 28.30
Image-3
NF-ULA PatchNR o =5000 | 31.66
PnP-ULA | realSN-DnCNN a=3| 30.08
Image-4
NF-ULA PatchNR a = 5000 | 30.09
PnP-ULA | realSN-DnCNN o= 26.83

prior information accelerates the burn-in process, particularly on the pixels missing in the
observation. After the burn-in time, we draw 10000 samples and compute the PSNR of
the samples’ mean. Drawing 10000 samples takes approximately the same time as in the
deblurring experiment.

The sample mean images and the standard deviations are shown in Fig. 4. As compared
with PnP-ULA, NF-ULA recovers more areas of the face and shows higher uncertainties on
eyes, hairs, noses, and teeth. Those areas are easily distinguishable between different human
faces and should have higher uncertainties than other areas, e.g., foreheads and cheeks. From
Table 3, we observe that NF-ULA achieves a higher PSNR than PnP-ULA. For both NF-
ULA and PnP-ULA, the PSNR of the posterior mean is lower than that of the deblurring
experiment - the forward operator of masking 80% pixels is not invertible and the observation
y in inpainting is ill-conditioned, which means that in the Bayesian setting, the samples rely on
the prior than the likelihood. In such cases, NF-ULA provides a stronger and more informative
prior as compared to PnP-ULA.

To calculate the ACF in this inpainting results, we use the same strategy as in deblurring:
calculating the ACF respectively on 100 randomly selected dimensions of YH and YL. In
Fig. 5, we show the ACF including one fast direction in YH and two slow directions in YL.
Similar to Fig. 3, among those fast decreasing directions, the ACF of NF-ULA is slightly
faster than PnP-ULA and they both decrease from 1 to 0 within 20 lags. For slow directions,
both algorithms have slower decreasing ACF than the deblurring experiments and we cannot
conclude for which method, the ACF decreases faster. ACF of face2, face3 and face4 are
similar as facel and omitted.
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Figure 6. CT reconstruction of Gaussian noise (limited angles). What each column represents is written
on top of the columns. PSNR of the samples mean are provided in Table 4. NF-ULA (patchNR) yields higher
PSNR of samples mean and better samples Std than PnP-ULA (realSN-DnCNN).
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4.3. CT Reconstruction from limited-angle measurements. We consider the classical
ill-posed inverse problem of X-ray CT reconstruction from limited-angle projection data. We
use the torch _radon library [82] to model the forward operator A that computes projections
using a fan-beam acquisition geometry. Instead of considering the full angular range [0, 27],
we only have projection data corresponding to an angular sweep over the range [0.1m,0.9 7]
of angles. We set the number of detector elements to 144, and test the algorithms for both
Gaussian noise and Poisson noise (see Appendix B). The noisy projection data is given by

(4.2) y=Azx+nory~ P(Azx),

where n is used to denote additive Gaussian noise and P(Az) denotes adding a non-additive
noise on Az such as Poisson noise. The image to be recovered is 2 € R362%362 and the sinogram
is y € R144*512 We calculate the norm of A and obtain that ||A|| = sup |Az| ~ 100.
z:||z||=1
Network architecture: The features and textures of medical ima‘x‘gyes are more difficult
to learn as compared with those in natural images. Hence, normalizing flows do not have
comparable performance in generating semantically meaningful images for medical imaging
applications, unlike applications involving natural images. Therefore, we utilize patchNR [3],
which is analogous to normalizing flow, to apply NF-ULA for CT reconstruction. PatchNR is a
powerful regularizer that involves Glow coupling layers learned on small patches extracted from
very few images (only six images), which has shown promising results for CT reconstruction [3].
PatchNR uses five GlowCoupling blocks and permutations in an alternating manner, where
the coupling blocks are from the FrEIA package [6]. The three-layer subnetworks are fully
connected with ReLLU activation functions and 512 nodes, which overall result in a much
smaller network than Glow. It should be noted that extracting the patches from an image is
not a reversible process, therefore patchNR actually learns the prior over the image patches
and cannot do unconditional sampling using = T'(z). Even so, the log gradient is still
computable and Lipschitz continuous, since its GlowCoupling blocks satisfy Proposition 3.9.
The patchNR we used is given by the pre-trained model® trained on six images from the
LoDoPaB dataset [60]. For PnP-ULA, we train the denoiser realSN-DnCNN on a 128-image
subset of LoDoPaB, by adding Gaussian noise with the variance ¢ = (5/255)2 on the training
data batches. We train a 17-layer realSN-DnCNN on the preprocessed image patches with
size 40 x 40. The Lipschitz parameter of the realSN-DnCNN is set to 1. The patchNR has
2908880 parameters in total and the realSN-DnCNN has 556032 parameters.
ULA parameters settings: While in [3] o = 700 is the default setting of the considered
maximum a posteriori estimator, o = 5000 (Gaussian noise) works fine for NF-ULA. For PnP-
ULA we set a = 3. We use a smaller step size for both algorithms, namely § = 1075, to ensure
convergence, since in CT reconstruction the forward operator A has a larger norm (approx-
imately 100) than deblurring and inpainting. The convex set is set to be C' = [~100, 100]%.
We initialize X using the filtered back-projection (FBP) reconstruction.
Gaussian noise-corrupted measurement: We first test the case with additive Gaussian
noise. To be more specific, we add Gaussian noise n ~ N(0,02 I™) in (4.2) to the clean
projection data. Since ||A|| &~ 100, we select 0 = 1.0 to simulate the noisy sinogram y. The

Shttps://github.com/FabianAltekrueger /patchNR
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likelihood can be expressed as

(43) Plyle) = ———— exp (—“’A”) |

(2mo?) 202

Since the gradient of the log-likelihood is not globally Lipschitz for Poisson likelihood, the
additional experiments with Poisson noise are moved to Appendix B. Note that NF-ULA
with Poisson likelihood still converges although the assumptions needed for the theoretical
guarantees do not hold, which warrants further investigations and we leave it for future work.
Performance of the algorithms: We test PnP-ULA and NF-ULA on another four images
from LoDoPaB [60] which were not used for training the patchNR network utilized by NF-
ULA and the realSN-DnCNN denoiser used in PnP-ULA. They are different from the six
images trained by patchNR and 128 images trained by realSN-DnCNN. The four ground-
truth images used for evaluating the performance of NF-ULA and PnP-ULA for limited-angle
CT are shown in the first column of Fig. 6.

Both PnP-ULA and NF-ULA have more than 20000 burn-in iterations. Since we initialize
by setting Xy equal to the FBP reconstruction, the PSNR of X,, starts from around 21.90 dB,
then slowly increases, and finally stabilizes. Note that for different test images, the burn-in
time varies. For Image-2 in Table 4, PnP-ULA has 30000 burn-in iterations, and the PSNR of
the samples never exceeds 29 dB. In contrast, the PSNR of the samples increases until 33 dB
for NF-ULA and finally the burn-in time for NF-ULA on Image-2 is around 70000 iterations.

After the burn-in time, we calculate the posterior mean and the standard deviation around
it by obtaining 10000 samples and computing the PSNR of the samples’ mean. For Gaussian
noise, drawing 10000 samples by NF-ULA takes around 500 seconds, whereas, for PnP-ULA,
it takes about 70 seconds. Thanks to the smaller network size of patchNR compared to Glow,
it saves a large proportion of time in computation.

Fig. 6 shows the ground-truth images (1st column), the FBP (2nd column), the posterior
mean and standard deviation of PnP-ULA (in Columns 3 and 4, respectively), and those
corresponding to NF-ULA (in Columns 5 and 6, respectively). The posterior mean images
indicate that NF-ULA has a significantly better sample quality than PnP-ULA, which exhibits
poor reconstruction in the left area, due to the missing angles and the extremely ill-posed
problem. NF-ULA can recover the details well, which is consistent with the results in [3] that
patchNR works well in the limited-angle CT experiments. For standard deviation in the case
of Gaussian noise, NF-ULA shows more realistic uncertainties than PnP-ULA in most areas
but still has relatively large uncertainties in the left area (where no projection is available).
Table 4 shows the PSNR of the posterior mean. NF-ULA achieves a considerably higher
PSNR than PnP-ULA.

We also compare the ACF (Image-1) in Fig. 7 to study the convergence speed. The ACF
is calculated by randomly selecting 100 dimensions respectively from YH and YL. The ACF on
the fast direction is different from deblurring and inpainting: On fastest directions NF-ULA
decreases from 1 to 0 within 100 lags and the independence is achieved, while the independence
of PnP-ULA is not achieved (as shown in the first sub-figure). On some fast directions, the
independence of NF-ULA and PnP-ULA is both not well achieved, as demonstrated in the
second sub-figure. For slow directions, both two algorithms decrease slowly and independence
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Figure 7. The autocorrelation function (ACF) of the samples (Gaussian noise CT on Image-1). The
definition of ACF is gwen in (4.1). ACF is calculated by wavelet basis using the band-pass coefficients (YH)
and the low-pass coefficients (YL). Faster decreasing ACF implies faster convergence of the Markov chain. On
slow directions, the independence are not achieved for both algorithms.

is not achieved. ACF of Image-2, Image-3 and Image-4 are similar and omitted.

5. Conclusion and Outlook. We introduced NF-ULA, a Langevin diffusion-based Monte
Carlo algorithm, which takes advantage of a normalizing flow for prior density estimation. The
normalizing flow can be pre-trained agnostic to the forward operator of the inverse problem
that one seeks to solve. Since NF-ULA only requires the log gradient of the prior, our algorithm
still works in cases where the normalizing flow can only evaluate the density but cannot
do unconditional sampling. To guarantee that the posterior distribution is well-defined, we
follow [56] to add a projection operator onto a convex and compact subset of the image space,
although in most cases the projection is not activated, for instance, if the prior is well-trained.
Since the density of normalizing flow itself can be evaluated, NF-ULA can be extended to
a Metropolis-adjusted version, which is left for future studies. For the theoretical analysis
of NF-ULA, we first prove the well-posedness of the posterior distribution that we aim to
draw samples from. To prove the convergence of NF-ULA, the most essential condition is
the Lipschitz drift, and we, therefore, derive a sufficient condition for having a Lipschitz-
continuous gradient of the log density of the normalizing flow. Moreover, we show that
NF-ULA admits an unique invariant distribution, and we give a non-asymptotic bound on
the bias. We demonstrate our method through several Bayesian imaging experiments, namely
image deblurring, image inpainting, and limited-angle CT reconstruction. We show that
better training of the normalizing flows leads to better samples and convergence of NF-ULA.
Although currently, NF-ULA has a longer sampling time because of the large network of
normalizing flows, it has the potential to use a better and smaller network to reduce the
computation in the future.

There are still some unanswered questions about NF-ULA. Although we give a sufficient
condition for the gradient of the log density of normalizing flow to be Lipschitz, the condition
might be relaxed, or it might even be possible to derive a condition that is both necessary
and sufficient. Moreover, given different curvature conditions [22,65] on the drift other than
Lipschitz, the studies of ULA on non-convex potentials have shown different convergence
results and they can also be applied to NF-ULA. However, this might require re-training the
normalizing flows to enforce such conditions and necessitates further research. Meanwhile
when the Lipschitz assumption does not hold, the results of our Poisson noise experiments
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lack an explanation, which also requires a more detailed study.
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Appendix A. Proofs.
A.1. Proof of Lemma 3.1.
Proof. For a constant Ry > 0, let

B(0, Ry) = {z eR?: ||z, < Ro}

be the closed ball of radius Ry centered at the origin. Since C' C R? is compact, there exists
Ry > 0 such that C C B(0, Rp). Therefore, for all x ¢ B(0, Ryp), it follows that

(a) (®)
lz = Te(@)lly > |lo = Mppy ()]], > lellz = Ro =0,
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1069 where (a) is true since C' C B(0, Ro) and (b) follows from the triangle inequality. Then, for
1070 all k € N, the following holds:

_ 2
R4\ B(0,Ro) 2X

— Ry)?
) g/ ||a:]|kexp _(H‘THZ 0) dz
1071 Rd\B(O,Ro) 2)\
2 _ 9 2
R4\ B(0,Ro) 4X
< 400,

1072 where the last inequality follows from the fact that k-order moments of Gaussian distribution
1073 are finite for any k. u

1074 A.2. Proof of Proposition 3.3.

1075 Proof. Without loss of generality, we only need to consider the cases when the total number
1076 of layers is k =1, 2.
1077 (1) We firstly consider the case that k = 1 and 7! = G is a composition of only a

1078 one-layer coupling network. Then (3.4) can be simplified as:

1079 (Al) Gj(xja$<j) = (,Dj(.’)3<j)£l?j + T]j(.fE<j), j=1,-- ,d.

1080  Since Vr < j, G, is independent of x; and the diagonal of the Jacobian is (Jg(x));; = ¢j(r<;),
1081 from the change of variables

q(x) = g:(2) [det Jr(2)| ™!

1082 (A.2) =q. (Tfl(g;)) |det Jp—1(z)],

1083 we have that

log go(x) = log ¢- (G(x)) + log|det Jo(z)|

1
= —5 IG(@)II3 + log |det Jg()| + const.

d

. 1
1084 =—3 IG ()5 + > log|pj(z<;)| + const.
j=1

d
Zlog lpj(z<;)| + const.
7j=1

1085 Since ¢, is a bounded function Vj, it follows that log |p;(x<;)| is upper bounded for all j and
1086 log gg(z) is upper bounded on RY,
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(2) Secondly, assume that & = 2 and T~! = G o H(z), where H : x + w and G : w > 2.
Similarly, we have that

log qo(z) =logq. (G o H(z)) + log |det Jgom ()]

1
=3 |G o H(m)Hg + log |det Jg(w)| + log |det Jg (x)| + const.

- _% |G o H(x)|; + i (10g “P§~2) (w<j)‘ +log ‘905-1)(92@)‘) + const.
j=1

S Z <log ‘905‘2) (W<j)‘ + log ‘@gl)(l‘q)‘) + const.

j=1
: (1) @) : . 2 , (1) ,
Since ¢; " and ;" are bounded functions Vj, it follows that log |¢; (wej)| + log ®; (x<j)
is upper bounded for all j and log gs(x) is upper bounded on R |

A.3. Proof of Proposition 3.5.
Proof. By Assumption 3.2, we have that

/ (14 1)) exp [co1 () — 12 (3)] 47 (2)dF < +oo,
Rd
and we conclude the proof from Proposition 2.3 of [56].

A.4. Proof of Lemma 3.7.

Lemma A.1. Let Assumption 3.6 be true. Then, Vlogpa(x|y) is Lipschitz continuous if
and only if V1og qp(x) is Lipschitz continuous.

Proof. Since Assumption 3.6 is satisfied, from Algorithm 2.1 and (2.13) we have that
Vlogpa(zly) is Lipschitz continuous if and only if aVloggg(x) + (Ilc(z) — x)/A is Lipschitz
continuous.

From Proposition 12.28 in [9], the operator (Id — Prox,,) is firmly non-expansive, i.e., for
all z,y € RY,

I(Me(x) — 2) — (He(y) — y)l3 < (To(z) —2) — (Haly) —y), — y)

(e (z) — ) = e (y) =)zl = yll, -

Therefore, (IIc(z) — 2)/A is 1/A-Lipschitz. Hence, for any a > 0, Vlogpy(z|y) is Lipschitz-
continuous if and only if Vlog gg(z) is Lipschitz-continuous. [ |

A.5. Proof of Proposition 3.9.

Proof. Without loss of generality, we only need to consider the cases when the total number
of layers is k =1, 2.

(1) We firstly consider the case that k¥ = 1 and T~! = G is a composition of only a
one-layer coupling network. Then (3.5) can be simplified as:

(A.3) Gj(zj,x<;) = pj(x<j)r; +nj(rey), j=1,--- ,d.
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Since Vr < j, G, is independent of ; and the diagonal of the Jacobian is (Jg(x));; = ¢j(r<;),
from the change of variables

2(2) |det Jp(2)|
z (T_l(m)) ‘det J-1 (.T)| )

(A1) q(z) =q
q

we have that

log gg(z) = log ¢, (G(z)) + log |det Ja ()|

1
Y HG(fU)Hg + log |det Jg(x)| 4 const.

d
1
D) HG(@“)HS + Zlog lpj(x<j)| + const.
j=1

Taking the gradient of both sides w.r.t. x, we get

d
(A.5) Vioggo(x) = — (Jo(z))" G(x) + ZVIOg pi(T<j)-

Since ¢; is a constant function, we have that Vlog ¢; = 0. Furthermore as 7; is Lipschitz and

0 - on:
s piecewise constant on R, 9 is hence bounded. Meanwhile, (Jg(x));r = i ,
ox, ox ’ ox

therefore every element of Jg(z) is a bounded piecewise constant function of x. Then both
G(z) and (Jg(x))T G(z) are Lipschitz, therefore Vlog gg(x) is Lipschitz.

(2) Secondly, assume that k = 2 and T~ = G o H(x), where H : 2 + w and G : w > 2.
Similarly, we have that

vr < 7,

log go(2) = log ¢- (G o H(x)) + log |det Jaom (¢)]

1
=—35lGe H(z)||3 4 log |det Jo(w)| + log |det Jz ()| + const.
d
1
:—§||GOH(93)||3+Z(IOg‘(pgz)(Wq)‘+10g‘¢§1)($<j)‘)+C0nst'
7j=1

and

Viogggp(x) = — (JGoH(x))T GoH(zx)+0

(A.6) T
=— (Jg(H(x))Ju(z))" Go H(x).

Since every element of Jy(x) is a bounded piecewise constant function of x, every element of
Ja(w) is a bounded piecewise constant function of w, and meanwhile w = H(x) is continuous
w.r.t. x, then every element of Jgop () is a bounded piecewise constant function of x. Then

both G o H(x) and (Jgor (7)) G o H(x) are Lipschitz, therefore V log gg(x) is Lipschitz. M
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A.6. Proof of theorem 3.11.

Proof. Denote Rc = sup {||z1 — 2] : 1,22 € C}. Since we have 2A\(aL.—m,) < 1, from A
3.8, A 3.10, by(z) in (3.6) and the Cauchy-Schwarz inequality we have that for any z1, 29 € RY,

2
_ R _
(bx (x1) — by (w2) , 21 — 22) < (—my + aL) [lz1 — 22| — =2 A:EZH += ||!E; =
= L Be |21 — 22|

= 2\ A

(A7)

For any z1,ro € R? satisfying ||z — 22| > 4Rc, we obtain the contractivity at infinity
condition on the drift by

Rk

(A.S) (b)\ (l‘l) — b)\ (:I?Q) , L1 — l‘2> < 4)\ y

which indicates the strongly convexity at infinity.
After simple computation by letting 22 = 0 in (A.7), we also have that for any = € RY,

(A.9) (ba(@), 2) < —[lz]?/(40) + sup {(Ro/A+ [bA(0) ) IZ]] = 1Z]1%/(40)} -

zeRd
From A 3.6, A 3.8, by(x) in (3.6) and that (Id —II¢)/A is 1/A-Lipschitz, we have that for
any ri,xo € Rd,

(A.10) 1 (1) = bx (222 < (Ly + AL+ 1/A) [l — zof, -

Let ¥ = (4\) "' (L, + aL + 1/A) 2. From (A.9) and (A.10), using Lemma SM5.1 in [57]
and we get that there exist Ay € (0,1], ¢ > 0 such that for any § € (0,7], Rs satisfies the
discrete drift condition Dy (V, )\“5/, 05).

For any probability measure vy, o, from the definition (3.1) and Hoélder’s inequality we
have that

(A.11) ln — vally < Il — vl V2 (1 [V2] + 2 [V?]) 2.

Since 0 < 7, the contractivity condition (A.8) holds, (A.11) holds, then from Theorem 8
and Corollary 2 in [22], we can find Ay > 0 and pg € [0,1) such that for any § € (0, 9], z1,22 €
R?, and k € N,

(A.12) < Aoph® (V2 (21) + V2 (22))
W, (5z1R’§a5le§> < Aoph? ||z — 325

60iRE — Sy RE|| < Asph? (V (21) 4V (22)

Then we conclude the proof from (A.11). [ ]
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A.7. Proof of theorem 3.12.

Proof. Most of our proof is based on [57] and [22].
Recall that

(A.13) Rs(z, A) = (27T)d/2/ 1a <x + dby(x) + \/ﬁz> exp [—||z|?/2] dz
Rd
We introduce the stochastic process (Xt) +0» Which is exactly the solution of the following
SDE:
dX; = by (X¢) dt + V2 dB,
o () — =
(A1) ba(e) = Vlog(plyle)) + 0V log go(z) + 2

Xo = Xo,

where (Bt),- is a d-dimensional Brownian motion.
From Lemma 3.7, by is (L, +aL+1/)-Lipschitz continuous. From Chapter 5, Theorem 2.9
of [48] we have that the SDE (A.14) admits a unique strong solution for any initial condition

X, with E [Hfo‘ﬂ < +o0. We denote by (Pt),, the semigroup associated with the strong

solutions of SDE (A.14). Similarly to the proof of Theorem 3.11, replacing Corollary 2 in [22]
by Theorem 21 and Corollary 22 in [22], there exist A; > 0 and p; € [0,1) such that that for
any x1,22 € R* and ¢t > 0,

) 1621Ps = 8oaPuly < Argh (V2 (1) + V2 (22)).
<

VVl(Jxlfﬁ,éxzfﬁ) 1p1HJH _’I2H2

Combining (A.15), Theorem 3.11, the fact that (@1 (Rd) ,Wl) is a complete metric space
and the Picard fixed point theorem, we can obtain that for any § € (0, d] there exist unique
s\ Tx € P (Rd) such that 75 \Rs = 75 and for any ¢t > 0,7\P; = 7. By Theorem 2.1
in [80] we have that for any = € R?,

(A.16) (a7 /dLeb) () o< exp |~ (2) | p(yl2)ps (@),

Therefore from (2.12) 7y and 7y are exactly the same.
Similar to (3.7), from (A.15) we have that for any ¢ > 0 and x € R?,

(A.17) 16.P: — mally < Aiph <V2 (z) + VQ(aE)dm(:E)> .

Rd

Since we already proved that [, V?*(Z)dm\(Z) < +oo in Lemma 3.1, we can find By > 0 such
that for any = € R? we have

(A.18) 162 — mally < Bipi V> ().

Select a large m1 € N* such that m; > 6~ 1. Let’s now consider the interval [0,[], [ € N*.
To compare 75 with ms, we first construct a continuous time Markov process Xt( ) such
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that X;}an has the same distribution as the j-th sample X; by NF-ULA (2.13). Define

mil—1
bl <t, (wt)te[(),l}) = Z 1[j/m1,(j+1)/m1)(t)b)\ (wj/ml) and b2 (t, (wt)t€[0,1]> = b)\ (wt). Let
§=0
Xgl) and X?) be the unique strong solution of SDE dX; = b (t, (Xt)te[(),l}) dt + v2dB;
with Xg = 2 € R? and b = by, respectively b = by. Note that <Xl(cl/)m1> = (Xk)pen and
<X§2)>t>0 = (Xt)t>0' Denote Pt(l) and Pt@) the Markov semigroup associated with Xﬁl) and

X§2). Then for any = € R%, k € N* we have

(A.19) 5RM = 6,P), 8,Py = 8,P.

From Lemma 3.7 and A 3.8, for any t € [j/m1,(j + 1)/m1),j € {0,...,mil — 1} and
(wt)te[o,l] eC ([0, l],Rd) we have that

Hbl ( wt)te[o l]) - b2 (t, (wt)te[o,l]) H2 = Hb)\ (wj/m1) — b)\ (wt)HQ
< (Ly +aL +1/0)? ||w

(A.20)
2
J/mi T th :

Using Cauchy-Schwarz inequality, Holder’s inequality and It0’s isometry we have for any
te [j/m17 (] + 1)/777,1),

E [HX?) - Xﬁ)ml 2} =K - j:ml (bx (Xg)) dr ++v/2 dBT> 2
i 2
(A.21) SE |2 /;ml bx <X$2)> T +2H\/§(Bt—Bj/ml) ‘2

X(2) H dr

) * ()

<2<t—3> sup I by (X,) || +4d<t—j>.
T<(

<(G+1)/my mi

Since we have proved (A.8), (A.9), (A.10) in Appendix A.6, from Lemma 2.11 and Lemma
2.12 in [65], for any 7 > 0 we have

(A.22) E HXTHz < B,
where By is an upper bound formed by X, C,0,(0),d,z. Then from (A.10) we have that
(A.23) Eby (X)|* < 2(Ly + oL+ /A E X |* + 262 (0)]* < Bs, V7 >0,

where Bz = 2 (L, + aL + 1/X)® Boo + 2 |bx (0)||* > 0.
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Then from (A.20), (A.21), (A.23), for i € {0,---1 — 1} we have that

(A.24)

/

H—l m1—

£ [l (%) =t () o
[ e o ) < )
J/

(i+1)m1—1

(j+1)/my 2
< (Ly + oL + 1/))?2 / ]E[HX?)—XS?W }dt
j=im1 j/mi
2B; 2d
< (L L+1/0)2 ==+ 7).
(Ly + oL +1/X) <3m%+m1>

From (A.19) and Lemma SM6.1 in [57], we obtain that there exists B, > 0 such that for

any x € Rd,

(A.25)

1/m

(5 P V2] + 6,P |

-0

CEPZH =
\%

p(y ”()H o

) (B o (x) -x) )

g,

< (Ly—FOéL—l-l/)\)\/l <2B?; + fnd> <5 P( ) [VQ] +5xP§2) [VQ])l/Q.
1

3mj

Assume that there is a function W € C? (R [1,400)) such that limy 5400 W(z) = +00.
Recall that from (A.9), using Lemma SM5.1 in [57] and we get that there exist Ay € (0, 1],

¢, > 0 and ¢ > 0 such that for any ¢ € (0, (4N) "1 (L, + oL+ 1/)\)_2], R; satisfies the
discrete drift condition Dg (W, )\“S,V,cé) and (Py),, satisfies the continuous drift condition

D (W, ¢, ). From Lemma SM5.2 in [57], there exists B. > 0 such that for any z € R4t >0
and k£ € N* we have

(A.26)

Let W(x) =

(A.27)

REW () + P,W () < B*W (z).

V2(z) and k = mql, § = 1/mq, t = I, then Va € RY,

5,.PM [V?] +6,PP? [V?] < B2V ().

Combined with (A.25), we have that

(A.28)

To give a bound on

terms:

(A.29)

Jé-

1/m

2B,  2d
6ZP1HV < BV (2)(Ly + oL + l/A)\/l (3 i A )

m1

1 /1l1 — 7r,\H , we use triangular inequality to split it into two
v

5:{:PIHV + [[6.P — Al -

1/mi ‘“Hv ‘ 1/mi
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Using this resgﬂt and (A.18), we obtain that there exists By, Bo > 0 such that for any m; € N*
with 1/m1 g 5,

(A.30) ‘

B3 d
- < Biphv? BoV(a) [l —5+—).
1/m 7rAHv 1V (@) + By (x)\/ <3m% " m1)
The proof in the general case where 6 € (0, 6] is similar when the interval [0,1] is changed to
[O lﬂ115]
Then we obtain that there exists By, Ba, B3 > 0, p1 € [0, 1) such that for any § € (0, d],
k € N*,

B3d

(A.31) ‘ H < B V2 (x )—I—BQV(:U)\/cS?k <d+> m

3

Appendix B. Additional experiments.

The second limited-angle computed tomography reconstruction experiment we test is using
the Poisson noise, where the model can be formulated as y ~ P(Az) and P(Az) denotes adding
a Poisson noise on Az. We simulate the noisy sinogram as

1 N

y=——log <1> , Ny ~ Poisson (Nyexp(—A(z)u)) .
Iz No

Here Ny = 4096 is the mean photon count per detector bin without attenuation. p = 0.05 is

a constant. Since Poisson noise implies a different likelihood

pyle) = o= exp(=J(2,y)),

K

m

Z A NG + eV No (A(x)ip — log (No)) ,

we calculate Vlogp(y|z) = —VJ(z,y) by using the auto-gradient library.

We select a different o = 4000 for NF-ULA while keeping all the other settings the same
as in the main paper.

Both PnP-ULA and NF-ULA have burn-in iterations of more than 20000. After the
burn-in time, we calculate the posterior mean and the standard deviation by obtaining 10000
samples and computing the PSNR of the samples’ mean. For Poisson noise, the likelihood is
more complicated than Gaussian, and NF-ULA spends 510s.

Fig 8 includes the original image, the FBP, the posterior mean and the standard deviation
of PuP-ULA (realSN-DnCNN) and NF-ULA (patchNR). Table 5 provides the PSNR of the
posterior mean. All the samples generated in Table 5 never escape [—0.2,1.2]¢, indicating
that the projection Il (x) is never activated. Note that the huge uncertainties of standard
deviation on the left area in the Gaussian-noise case in the main paper are slightly alleviated
in the Poison noise experiments. The ACF test results are similar to the CT experiment with
Gaussian noise, therefore here we do not repeat them again.
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Figure 8. Limited-view CT reconstruction with Poisson noise. Column 1: Original image. Column 2:
Filtered back projection (FBP). Columns 3, and 4: Posterior mean and the standard deviation of the samples
generated by PnP-ULA (realSN-DnCNN). Columns 5, and 6: Posterior mean and the standard deviation of
the samples generated by NF-ULA (patchNR). PSNR values of the sample mean images are provided in Table

5.
CT reconstruction of Poisson noise

Ground Truth

PnP-ULA
(realSN-DnCNN)

o
[T

PSNR: 26.93 PSNR: 27.78 PSNR: 29.64 PSNR: 27.01

0,035

004 0.04 0.04

0.030
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003 0.03 003

0,020

002 002 0.02

0015

0,010

001 0.01 001

Std (PnP-ULA)

0,005

0.00 0.00 0.000 0.00

NF-ULA (patchNR)

PSNR: 29.88 PSNR: 33.85 PSNR: 31.10 PSNR: 30.67

0.040

0035

004 0.04 0.04

0.030

0025

003 003 0.03

0,020

002 0.02 0015 0.02

0.010

001 0.01 0.01

0.005

Std (NF-ULA)

0.00 0.00 0.000 0.00
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Table 5

CT reconstruction of Poisson noise, limited angles.

CT C = [-100,100]¢

network \ parameters \ PSNR
figurel
NF-ULA PatchNR o = 4000 | 29.88
PnP-ULA | realSN-DnCNN a=3| 26.93
figure2
NF-ULA PatchNR « = 4000 | 33.85
PnP-ULA | realSN-DnCNN a= 27.78
figure3
NF-ULA PatchNR o = 4000 | 31.10
PnP-ULA | realSN-DnCNN o= 29.64
figured
NF-ULA PatchNR o = 4000 | 30.67
PnP-ULA | realSN-DnCNN a= 27.01
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