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Chapter 1

Introduction

This chapter introduces the background and aim of this study. In addition, the content of each

chapter is explained herein.

1.1 Research Background

Online marketing has become increasingly prevalent, with the widespread use of digital de-

vices to cater to customers and facilitate global sales. Consumers use these devices to browse

e-commerce sites, social media, blogs, and video streaming applications. Furthermore, they pre-

fer obtaining product information and completing purchases through e-commerce sites. Conse-

quently, it is crucial in the realm of online marketing to prioritize the provision of a seamless

and user-friendly experience across all stages leading to a digital purchase.

The significant characteristics of online marketing include the following.

• The ability to conduct marketing activities worldwide, regardless of the area or location

of residence.

• The impossibility of directly seeing the customers.

Therefore, online sites have significantly more potential for reaching and engaging users in mar-

keting compared with traditional brick-and-mortar stores. Hence, the accumulation and utiliza-

tion of data are essential in this context. Based on these characteristics, in recent years, various

companies have strived to enhance their websites’ and applications’ functionality, usability, and

overall user satisfaction by harnessing the wealth of data stored in their databases.

One of the challenges faced in online marketing is the absence of in-person store clerks who

can assist users in making purchasing decisions. This issue is particularly relevant in the fashion
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Chapter 1. Introduction

industry, which is the focus of the current research. When browsing fashion e-commerce web-

sites, users often encounter questions such as “what items can I combine?,” “which item should

I purchase?,” “where can I find the specific item I’m looking for?,” and similar queries. More-

over, the fashion industry is known for its inherent ambiguity, making it even more difficult for

users to independently make purchasing decisions, especially when it comes to expensive items

or trying out new fashion trends through online platforms.

By solving these user questions and difficulties, companies engaged in online marketing aim

to realize a comfortable service for users. Therefore, these companies aim to develop a data-

driven business that enhances usability and user satisfaction by acquiring essential knowledge

from data and leveraging it in the following cycle.

Figure 1.1: Overall view of the PDCA cycle for implementation of marketing strategies within
a company and customer action cycle in online marketing

Furthermore, users are recommended several items by e-commerce sites through recom-

mender systems. In this case, the users have to supplement the information as to “why this item

is good (why it is recommended to him/her)” on their own, making it difficult for non-experts to

make purchasing decisions, particularly for expensive items.

In addition, it is common on e-commerce sites and social media for full-body clothing images

to be posted in the following manner through a function that adds tags to each image [1, 2, 3, 4,

5].

Multiple tags are assigned to each image as attribute information by contributors. These tags

encompass both concrete and straightforward expressions (e.g., “denim,” “skirt,” “t-shirt,” etc.)

as well as ambiguous expressions (e.g., “spring outfit,” “formal,” “casual,” “office-casual,” etc.).

Once a specific tag is assigned, it is considered correct regardless of the contributor’s sensitivity.

However, ambiguous tags are characterized by their dependence on the individual contributor’s

2



1.2. Research Purpose

Figure 1.2: An example of how fashion images are described on e-commerce sites and social
media [6]

sensibilities and may or may not be assigned. For instance, if contributor A perceives image

A as entirely “casual,” it is appropriate to assign the “casual” tag. Conversely, if contributor B

considers image A as partially casual, they may choose not to assign the “casual” tag. Moreover,

if contributor C deems the expression “adult-casual“ more suitable than “casual,” they would

assign “adult-casual” instead. The requirement for users, particularly non-experts, to interpret

these ambiguous expressions themselves is a primary reason for the challenges encountered in

the fashion domain.

1.2 Research Purpose

Despite the previously mentioned challenges in online marketing, users actively desire a seam-

less online purchasing experience. Specifically, general consumers’ recognition and evaluation

of fashion items can be ambiguous, making online user support vital for addressing user queries

effectively.

Therefore, this research employs machine learning techniques to develop a system that assists

users in comprehending and interpreting fashion items. The primary objective is to enhance

online usability and improve user satisfaction. Consequently, the present study aims to alleviate

3



Chapter 1. Introduction

online marketing challenges and meet the evolving needs of users.

This study presents two main approaches as proposals.

• Approaching the contact point between the company and users [7].

• Approaching the steps for evaluating and specifying the fashion item during the users’

purchasing processes [8, 9, 10].

Figure 1.3: Positioning of each approach proposed in this study

The point of contact between a company and its customers has been the subject of several

studies, particularly in the context of recommender and retrieval systems. In Chapter 3, the

focus shifts to the technology of “explainable recommendation,” which aims to enhance the

explanatory capabilities of recommender systems. The objective is to develop this technique

and propose a model (referred to as model 1) that efficiently learns and utilizes vast amounts

of diverse side information for explanation purposes. The proposed model 1 is based on a

graph neural network model that leverages a knowledge graph and employs the self-attention

mechanism to facilitate intrinsic explanations within the model. The aim is to enable users to

comprehend the strengths and reasons behind the recommendation, ultimately contributing to

the realization of an effective recommender system.

During the users’ purchasing process evaluation stage, they assess items across various plat-

forms such as e-commerce sites, social media, blogs, and video streaming applications. Partic-

ularly in recent years, users have found it easier to refer to other people’s outfits through social

media and similar services during this evaluation phase. In Chapters 4-7, a new technology

called the “fashion intelligence system” is proposed. This system aims to automatically inter-

pret ambiguous fashion images, supporting users in understanding fashion and assisting them

4



1.3. Structure of Dissertation

with various fashion-related decisions, including item purchases and styling choices, through

different applications.

The fashion intelligence system is based on the visual-semantic embedding (VSE) model

technology. We propose three types of VSE models.

Proposed model 2 VSE can map a massive amount of full-body outfit images with abundant

tags containing various ambiguous expressions into the same space using foreground-

centered learning, background regularization, and other schemes [8].

Proposed model 3 Partial VSE (PVSE) that enables sensitive learning of each part [9].

Proposed model 4 Dual Gaussian VSE (DGVSE) enables the analysis of the meaning and di-

versity of mapped elements, such as outfits, items, and ambiguous expressions [10].

Chapter 4 focuses on proposing a “fashion intelligence system” based on the VSE (model 2).

The mapping mechanism of the VSE is achieved through foreground-centered learning, back-

ground regularization, and other approaches. Additionally, various applications of the proposed

VSE are presented. Despite its relatively simple structure, model 2 offers a range of applica-

tions such as image retrieval, re-ordering, and Attribute Activation Map (AAM) creation. Fur-

thermore, the effectiveness of each application is demonstrated through multifaceted evaluation

experiments utilizing real-world service datasets.

In Chapter 5, the PVSE (model 3) is proposed, enabling the extraction of features for indi-

vidual components of a full-body outfit, including the hairstyle, face, jacket, t-shirt, pants, and

shoes. This contrasts model 2, which learns from full-body images as a whole. The objective of

Chapter 5 is to cater to the specific needs of users by focusing on designated parts, which is not

feasible with model 2, and address more detailed aspects of fashion.

Chapter 6 introduces the DGVSE model (model 4), which maps each element onto the projec-

tive space as a distribution rather than a single point. This approach enables a detailed analysis

of the meaning of mapped elements and the diversity of their applications, which is impossible

with models 2 and 3. This chapter aims to enhance users’ understanding of ambiguous fashion

images by providing a more comprehensive view.

1.3 Structure of Dissertation

This study consists of eight chapters, and the overviews of each chapter are as follows.

5



Chapter 1. Introduction

Chapter 2 of this study focuses on the target problem and related studies. It provides an

overview of a wide range of machine learning techniques employed for user support in online

marketing, while also clarifying the position of each proposal within this research.

Chapter 3 introduces a model for interpreting the rationale behind recommendations, utiliz-

ing an explainable recommendation model that leverages diverse side information. The pro-

posed model efficiently learns and leverages various types of side information accumulated on

e-commerce sites to quantify the contribution of each piece of side information to a user’s pur-

chase decision. Through extensive evaluation experiments and real-world data analysis, the

chapter demonstrates that the proposed model maintains high recommendation accuracy while

reducing computational complexity. Moreover, the potential and practical usefulnesses of the

proposed approach are showcased by exploring its applications in various scenarios.

In Chapter 4, a novel technology and research area called the “fashion intelligence system”

is presented to support users in fashion-related decisions. The system employs automatic in-

terpretation of ambiguous fashion expressions, enabling users to obtain answers to challenging

and intricate questions. By conducting multifaceted evaluation and analysis experiments using

real-world data, the chapter effectively demonstrates how the proposed system facilitates users

in selecting and acting upon various aspects of fashion, including clothing choices and item

purchases.

Chapter 5 introduces a fashion intelligence system based on PVSE to enable fine-grained

learning for individual parts of fashion outfits. This concept emerged from the observation that

traditional VSE-based fashion intelligence systems learn full-body images as a whole, making it

challenging to develop applications focusing on specific parts. Through comprehensive evalua-

tion and analysis experiments with actual data, the proposed system in this chapter successfully

realizes applications that prioritize specific parts, thereby catering to the more detailed needs of

users.

In Chapter 6, a fashion image analysis model based on DGVSE is proposed. While con-

ventional embedded data representation models like VSE and PVSE map each component as

a single point in the destination projective space, ambiguous expressions such as “casual” and

“formal” encompass various images for different users, and a single expression may exhibit a

wide range of meanings and variations. The chapter demonstrates that the proposed model,

which considers this aspect, enables a detailed analysis of the distribution and interpretation of

meanings associated with each component (representation and image).

6



1.3. Structure of Dissertation

Lastly, in Chapter 7, an overall discussion of the study’s findings is presented, accompanied

by a description of how the four proposed models can be effectively applied in real-world appli-

cations.

Finally, in Chapter 8, we report the conclusion, summarizing the results and findings of this

study and discussing further prospects.

7



Chapter 2

Conventional Research

This chapter describes conventional research, from the application of artificial intelligence (AI)

and detailed technologies being mainly studied in the fashion industry. Additionally, the rela-

tionship between this study and this conventional research is described.

2.1 Application of Artificial Intelligence in the Fashion Industry

Numerous studies have proposed various AI methods for application in the fashion and ap-

parel industries [11]. For example, several methods have been proposed to improve the ef-

ficiency of the production process and supply chain and to increase sales [12], especially in

fabric selection and evaluation [13, 14], AI utilization in the manufacturing process and distri-

bution [15, 16, 17], and recommendation systems on online shopping sites [18]. In addition, ex-

plainable recommendation and image retrieval studies aim to improve sales. Existing studies and

technologies have in common that they pertain to technologies utilized in the manufacturing-to-

sales flow (supply chain). In other words, they are intended to support business decision-making,

improve business efficiency, and replace the role of experts. In a broad sense, these studies are

included in the framework of business intelligence [19].

2.2 User Support with Recommender System in the Fashion Do-

main

Recommendation systems in the fashion industry play the role of supporting users by recom-

mending fashion items and outfits. Many studies consider the interaction information between

8



2.2. User Support with Recommender System in the Fashion Domain

the user and the item and the image information [20, 21].

For example, He et al. [22] proposed a simple recommendation model, Bayesian Personalized

Ranking (BPR), based on the interaction information between the user and the item in the pur-

chase history data. Visual BPR (VBPR) [21] is a new recommendation model that combines the

image information of items with the BPR model. He et al. [23] further improved the accuracy

by combining the hierarchical structure of product categories with VBPR. These are recommen-

dation systems based on purchase history data. These systems are expected to improve user

satisfaction by enabling users to reach the items they are interested in purchasing quickly.

However, various studies recommend combinations of fashionable items based on the user’s

past purchases [24, 25]. In addition, some studies suggest what combination of items would be

best based on the contents of the user’s closet [26]. Research on recommendation systems also

considers which items should be combined with existing item sets. These studies recommend

“which item sets are fashionable” by considering interactions and compatibility among items.

By receiving recommendations on how to dress, users are expected to help solve questions about

how to combine items they already own and what new items to purchase to add to their existing

set of items to become more fashionable.

Figure 2.1: Image of outfit recommender

system (1) [24]

Figure 2.2: Image of outfit recommendation

system (2) [27]

One of the unique studies also recommends a photo-worthy outfit according to the travel

destination [27]. This research can also be considered a recommendation system that combines

information on travel destinations with consideration of interaction and compatibility of each

item. This method is expected to alleviate the user’s concern of “what should I wear at my trip

destination?” This method is expected to mitigate the user’s problem of “what should I wear at

the destination?”

9



Chapter 2. Conventional Research

2.3 User Support with Fashion Image Retrieval

Fashion image retrieval is one of the most active research areas in image processing. Several

studies [28, 29, 30] provide complete content-based search techniques, searching from query

images for other similar images. Moreover, a study exists to cross-domain fashion image re-

trieval, e.g., to search the professional’s photo (used in an online store) from the user’s photo

of the item [31, 32, 33]. Furthermore, a study was conducted on image retrieval techniques to

search the daily (realway) clothes similar to the query image of a person on the runway [34].

Other studies exist that learn words (attributes) as side information and utilize them for im-

proving image retrieval accuracy [35]. Dong et al. [36] proposed an image retrieval method that

learns attributes (e.g., “lapel design,” “neckline design,” “collar design”) as side information and

focuses on these specific areas. Furthermore, research on techniques for searching for individual

items that match fashion items from the query images of the individual items have been actively

conducted [24, 37].

Moreover, there are studies on techniques for searching images by manipulating images and

attributes [38, 39, 40]. The contributions of these studies have resulted in, for example, if the

word “short-sleeve” is added to an image of a long-sleeved blue shirt, an image of a short-sleeved

blue shirt will be obtained as a search result. This is a useful technique for improving online

image retrieval efficiency and contributes to improving user satisfaction.

Figure 2.3: Image of fashion image retrieval

(1) [34]

Figure 2.4: Image of fashion image retrieval

(2) [38]
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2.4 User Support with Explainable Recommendation

2.4.1 Explainable Recommendation

Explainable recommender systems aim to improve understanding of the reasons for recom-

mendations output by machine learning models, which might be expressed as the capacity to

answer the question, “why was this item recommended to this user?” Explainable recommenda-

tions are expected to help users make better decisions [41] and improve reliability, effectiveness,

persuasiveness, transparency, and user satisfaction [42, 43, 44, 45, 46]. Various companies have

published related research [47, 48].

The explainable recommendation approach can be broadly divided into two categories [42].

1. Model-agnostic approaches (post-hoc approaches) train a model to explain (interpret) the

reason for recommendations separately from the recommendation model.

2. Model-intrinsic approaches train a transparent and directly interpretable recommendation

model by various means.

2.4.1.1 Model-Agnostic Approach

In the model-agnostic approach, a recommendation model is trained, and then an explainable

model is trained separately to explain the reasons for the provided recommendations. This ap-

proach has the advantage that the complexity of the recommendation (decision-making) model

itself is irrelevant. Moreover, the model-agnostic approach imitates the common human decision-

making mechanism of making intuitive decisions first and considering the reasons for the deci-

sion later.

As a model-agnostic approach, LIME is among the most well-known methods for interpret-

ing machine learning model decision-making [49]; many studies have used LIME to perform

recommendation [50, 51, 52]. In this method, the local structure of a part of the output gained

by a complex model used for decision-making is learned ex post facto using a simple and highly

interpretable model. LIME has the advantage of being highly explainable and applicable to any

complex model. In contrast, Peake et al. [53] proposed an approach that interpreted the output

of the recommendation model based on matrix factorization [54] by association analysis [55].
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Furthermore, although reinforcement learning is still considered a black box, it is deemed ben-

eficial to acquiring scientific insight into the internal behavior of decision-making models [56].

Utilizing this feature, various studies have also been conducted on model-agnostic approaches

that utilize reinforcement learning for explainable recommendations [41, 48].

However, in the model-agnostic approach, the reasons are not directly obtained from the rec-

ommendation model because the reasons for recommendation are interpreted via post-hoc learn-

ing with another model. Therefore, there is no assurance that the decision-making model can

be accurately explained or that the reason can be accurately expressed. This challenge is widely

understood as a significant problem in the model-agnostic approach.

2.4.1.2 Model-Intrinsic Approach

In contrast to the model-agnostic approach, the model-intrinsic approach can obtain the decision-

making rationale directly from the recommendation model. This approach aims to recreate a

situation where decisions are made from the beginning for coherent reasons. Specifically, the

procedures used to decide whether to purchase a certain item by considering various aspects

(brand, price, etc.) are important, and the model reflects this by quantifying the importance

of each factor. In other words, while the model-agnostic approach adopts an intuitive decision-

making flow, the model-intrinsic approach uses a rational decision-making flow. In this situation,

the answer to the question, “why did a given user purchase this specific item?,” must not be a

retroactively constructed reason, but rather the actual reason the user purchased a certain item.

For example, Abdollahi et al. proposed model-intrinsic approaches to learn the objective

function by adding a value expressing interpretability to the loss function of the recommended

model based on matrix factorization [57] and restricted Boltzmann machines [58]. Furthermore,

Seo et al. [59] and Chen et al. [60] proposed models to acquire interpretability using a neural

network with an attention mechanism that predicted the rating given to an item by the user using

text review data.

The overwhelming advantage of this model-intrinsic approach is that interpretations can be

obtained directly from the recommendation model. In contrast, the strength of the model-

agnostic approach is that the recommendation model is learned independently, and the rec-

ommendation accuracy is not reduced for interpretability. In other words, the model-intrinsic

approach can be regarded as superior if an interpretation of the desired type of information can

be obtained from a recommendation model without compromising accuracy.

12



2.4. User Support with Explainable Recommendation

2.4.2 Explainable Recommendation Using Side Information

Many studies use side information to obtain information that cannot be obtained only from

the interaction data between users and items, and to realize highly accurate recommendations,

such as [61]. Side information is used not only to make highly accurate recommendations but

also to make explainable recommendations. Essentially, an explainable recommendation uses a

wealth of side information about users and items to interpret the reasons for a recommendation,

because checking how much the side information used relates to the recommendation result with

a model trained on a massive volume of side information leads to strong interpretability.

For example, if the image information is included in interpretable model learning, an interpre-

tation of which points in the image contribute to the recommendation can be acquired [45, 62].

If social information is included, an interpretation of which friends’ purchases or favoriting of

items contributed to the recommendation can be acquired [63, 64]. If text review data are in-

cluded, an interpretation of which words in the review text contributed to the recommendation

can be acquired [65, 66, 67].

However, using massive volumes of side information increases the computation required in

both approaches. Moreover, the difficulty with the model-intrinsic approach using such a large

volume of side information is that a high recommendation accuracy must be achieved while

ensuring interpretability. Training models to learn all the side information available without deep

consideration reduces their accuracy and increases computational time. In other words, the side

information must be examined carefully, particularly in the model-intrinsic approach. Xian et

al. [68] considered the volume problem of side information in real-world scenarios and proposed

an interpretable recommendation model using an efficient route search based on reinforcement

learning. However, their goal was to achieve both interpretability and recommendation accuracy,

and it remained unclear whether the computational cost was realistic. Owing to these difficulties,

it has been reported that most existing studies using side information related to explainable

recommendations adopt the model-agnostic approach [69].

2.4.3 User Support with Explainable Recommendations in the Fashion Domain

Explainable recommendations have been proposed and are currently being investigated as a

means to aid online user decision-making [42]. In this research field, beyond the recommen-

dation system’s decision to “recommend this item to this user,” the reasons “why this item is
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recommended to this user” are also given by the system. These studies are based on the argu-

ment that by showing the reason for recommendations, the opacity in online purchasing with

recommender systems is eliminated, and user satisfaction is improved [42, 44, 45]. Various in-

novative technologies have been proposed specifically for the fashion field; for example, graph

neural network-based methods have been proposed that output the reasons for a recommendation

and its strength based on large amounts of peripheral information [70]. Moreover, convolutional

neural network (CNN)-based methods exist that indicate where the user is likely to be interested

in the image, using item image information and textual information [45, 71, 72].

Figure 2.5: Image of fashion explainable recommen-

dation (1) [70]

Figure 2.6: Image of fashion ex-

plainable recommendation (2) [71]

2.5 Visual-Semantic Embedding

VSE models for image retrieval [73, 74, 75], visual question-answering [76], hashing task [77,

78], zero-shot learning [79, 80], person re-identification [81], and image descriptions genera-

tion [82] have been widely researched.

In the fashion domain, VSE is used for text-based and individual clothes image retrieval [36,

83, 84], and learning outfit compatibility (individual outfit item matching) [85]. VSE included

in [86] is a method of embedding a fashion item image and a specific word in the item description

in the same projective space. As a result, VSE in [86] makes it possible to search for fashion

images by calculating similarities between individual item images and simple words and to find

specific points on the target item image that are highly related to the word (thereby creating an

attribute activation map). These multiple functions constitute the advantage of VSE.
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2.6 Relationships between Conventional Research and Proposed

Methods

The relationships and positions of the conventional and proposed methods in this study are

arranged based on the above.

Figure 2.7: Relationship between conventional research and proposed methods

The recommendation, image retrieval, and explainable recommendation technologies can be

positioned as approaches to the contact point between the company and users. These technolo-

gies enable users to quickly find items they want to purchase (sometimes with a recommendation

reason). Specifically, recommendation technology is effective for users who prefer recommen-

dations for their favorite items automatically. In addition, image retrieval technology is effective

for users who want to find the item they are looking for quickly. Additionally, we believe that

explainable recommendation technology will be helpful for users who wish, “I don’t know what

to buy” or “I want a reason to make a decision.”

In other words, these technologies can improve online services’ convenience. In Chapter 3, we

propose a framework for an explainable recommendation that enables us to utilize a significant

amount of side information.

In Chapter 4, we define the fashion intelligence system that can be positioned as approaching

to the steps of evaluating and specifying the fashion items during the users’ purchasing pro-

cesses. In Chapters 4, 5, and 6, we propose specific models to realize the fashion intelligence

system. The approach to this step aims to support understanding the user’s fashion image. In

addition, (of course, although it is possible to contribute significantly depending on how it is
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used) improving business indicators such as sales and profits are not set as premised goals.
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Chapter 3

An Explainable Recommendation Framework with Mas-

sive Volumes of Side Information

This chapter describes the proposed explainable recommendation framework that enables the

use of massive volumes of side information effectively. A detailed explanation of the method,

various evaluation experiments using real-world service data, and practical application of the

method are included.

3.1 Purpose of this Chapter

In recent years, the application of machine learning to actual marketing problems on e-

commerce sites has been widely accepted. Among these, machine learning-based recommender

systems have greatly increased e-commerce site sales. However, most successful machine learn-

ing models for recommender systems lack explainability (interpretability) in terms of the rea-

sons for each recommendation [42]. In other words, the learning process of the model is self-

directed (a black box), and the reasons for the effectiveness of the recommendations provided

are not evident. Thus, methodologies that enable understanding of the reasons for recommen-

dations are referred to as explainable recommendation [42] and have been actively studied in

recent years. The explainable recommendation applies explainable (interpretable) artificial in-

telligence [87, 88] (XAI) to recommender systems, and this approach improves the reliability

of recommendation models and user satisfaction [42, 43, 44, 45, 46]. Thus, in recent years,

several companies have published various research results on the performance of explainable

recommendation [47, 48].

Explainable recommendation utilizes a wealth of side information to explain the reasoning
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behind recommending a particular item to a particular user. Examples of side information that

can be accumulated on e-commerce sites include brands, sellers, price ranges, types of items,

age and gender of users, and data on their bookmarked (favorite) brands and shops. Companies

are highly interested in using such side information to improve the accuracy and explainability of

their recommendations. By obtaining detailed insights into why a user favors a particular item,

an interpretable explanation recommendation model, supported by abundant side information,

holds the potential to inform marketing strategies such as acquiring new users, planning new

items, and offering transparent recommendations.

Wang et al. [89] proposed the knowledge graph attention network (KGAT) model to realize

high recommendation accuracy using the available side information of recommendable items.

Based on a self-attention mechanism and a deep learning architecture, KGAT provides high-

accuracy recommendations considering higher-order relationships. Although KGAT was orig-

inally proposed as a highly accurate recommendation model utilizing the side information of

items, in this study, we mainly consider using KGAT for explainable recommendation. In the

KGAT model, the reasons for recommendations can be obtained directly from the model by

interpreting the attention weights and graph structures. Therefore, it can be regarded as an ex-

plainable recommendation model following the model-intrinsic approach [42]. This approach

enables the interpretation of the reasons directly from a complex recommendation model. In

addition, KGAT can be applied to various marketing strategies, such as planning new items and

acquiring new users. Therefore, KGAT can potentially enhance marketing strategies in the EC

business.

In explainable recommendation, the explanation is usually enriched by the number of connec-

tions (variables) of the learned side information. Thus, the obvious goal is to maximally train

numerous side information variables to improve the explainability. However, learning a sub-

stantial volume of variables raises the computational complexity. Specifically, while learning

side information containing numerous variables leads to rich interpretability, learning numerous

variables is unrealistic as it increases the computational cost and degrades the accuracy of rec-

ommendation models. This challenge is also prominent in conventional KGAT. The quantity

of variables included in the side information stored by companies managing the major services

is characteristically massive. Realizing richer explainability by utilizing as many side informa-

tion variables as possible is considered an important goal. Therefore, it is necessary to clarify

problems such as calculation costs for actual applications.
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In this chapter, we present a new knowledge-based explainable recommendation framework

learning model based on an improved KGAT model. While we successfully decreased compu-

tational cost, the model maintains a high accuracy and exhibits increased interpretability. The

algorithm of the proposed improved KGAT model enables it to learn a knowledge graph, includ-

ing edges with soft probability obtained by compressing a massive volume of side information.

Consequently, the computational cost issues of using a massive volume of side information are

significantly mitigated, facilitating direct and visual interpretation of recommendation reasons in

detail. Moreover, while maintaining recommendation accuracy, the proposed framework enables

the model to learn types of side information that were difficult to learn with conventional KGAT.

our approach enhances the number of nodes and edges that can be used to explain the reasons

for each recommendation. The results demonstrate the considerably improved practicality of the

improved KGAT model as a model-intrinsic approach for real-world services.

To demonstrate the effectiveness of the proposed framework, we conducted an experiment

to test its feasibility on real-world data collected through ZOZOTOWN [4], the largest fash-

ion e-commerce site in Japan. We demonstrate the value of utilizing the proposed framework

for real-world data by conducting evaluation experiments and multifaceted analysis of the ob-

tained results. The results showed that the computational time was reduced by approximately

80% without a decrement in the accuracy, thereby dramatically increasing the practicality of

the proposed approach for real-world application. By adding a new type of side information

to the learning model and enabling it to learn types of side information, we demonstrate that

the proposed framework exhibits richer interpretability compared to the conventional model. In

summary, in this chapter, a multifaceted analysis suggests that the proposed framework not only

realizes an explainable recommendation model but is also a powerful tool for planning various

marketing strategies.

The main contributions of this chapter can be summarized as follows. Firstly, we introduce a

novel knowledge-based explainable recommendation framework learning model, which builds

upon an enhanced KGAT model. Secondly, we conduct empirical comparisons between the

proposed framework, the conventional KGAT, and other baseline models. The experimental

results demonstrate that the proposed framework effectively reduces computational costs while

maintaining high accuracy and improved interpretability. Thirdly, we provide a comprehen-

sive analysis and consider the application of knowledge graph embedding in marketing strategy

planning. Moreover, we highlight the advantages of explainable recommendation beyond just
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explainability.

3.2 Knowledge Graph Attention Network

The methods of learning the graph network structure as an embedded representation have

attracted considerable research attention in recent years, and their application to recommenda-

tion [90, 91] and other applications [92] are actively studied. In particular, various attractive

methods such as recommendation [93] that learn the structure including time series have been

proposed in the applications to the recommendation systems.

Among the approaches based on side information, a method has been developed that directly

interprets the reasons for decision-making by treating side information as a knowledge graph

while maintaining high recommendation accuracy using attention weights. By tracing the nodes

and edges included in the knowledge graph structure given as input data, this method directly and

visually obtains the reason for each recommendation (model-intrinsic). Based on this method,

analysts can understand the reasoning behind the model’s recommendation of a given item

to a certain user by dividing the recommendation into several factors and the number of con-

tributions. The several factors are expressed by the elements included in the information used

as input data (users, items, and their side information), and the number of contributions part is

expressed by the attention weight.

The conventional recommendation model KGAT is based on graph attention networks (GATs)

[94], which learn the graph structure, including item attribute information, while considering

which connections to emphasize using attention weights. A key feature of KGAT is that higher

order relationships, including the side information of items, can be modeled by an end-to-end

learning method based on the framework of deep learning. Moreover, through the obtained

attention weight, KGAT exhibits interpretability as a model-intrinsic approach. Furthermore, as

reported in certain studies on context-aware recommendations [95, 96, 97], KGAT improved the

recommendation accuracy and addressed cold-start problems using side information.

However, similar to other methodologies of model-intrinsic approaches, challenges remain

when considering an application to real-world data, particularly in terms of the computational

time required. Furthermore, because Wang et al., who proposed KGAT, did not originally design

it with XAI as a primary purpose, KGAT only supports limited side information (only of items).

Only the nodes and edges considered in learning can be used for interpretation when a graph-
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based model is used as an XAI. Essentially, enriching various types of side information results

in a richer interpretability.

In this study, we improved the existing conventional KGAT and developed a framework with

an improved KGAT model designed for application to real-world services. With our proposed

framework, the computational time can be reduced significantly while maintaining and improv-

ing the recommendation accuracy without significant negative effects on the KGAT learning

algorithm, which can obtain a direct interpretation from the recommendation model using the

existing knowledge graph. To the best of our knowledge, no prior works reported in the relevant

literature have focused on improving the computational time and interpretability of the model-

intrinsic approach with GATs (at least KGAT) by devising a method to optimally handle the

knowledge graph. In this respect, the proposed approach is original and novel.

3.3 Proposed Model

We present the proposed framework enabling a massive volume of side information based on

the proposed improved KGAT model.

As a premise, in KGAT, each node is called an “entity” e ∈ E, and each edge is called a

“relation” r ∈ R. Moreover, “triplet” {(h, r, t)|h, t ∈ E, r ∈ R} is a set of three elements: the first

entity (called head entity h), the relation r, and the last entity (called tail entity t). In addition, the

bipartite graph of users and items GCF = {(h, r, t)|h, t ∈ ECF, r ∈ RCF} and the knowledge graph

comprising the side information of items and users GKG = {(h, r, t)|h, t ∈ EKG, r ∈ RKG} are

collectively called the “collaborative knowledge graph (CKG)” GCKG = {(h, r, t)|h, t ∈ ECKG, r ∈
RCKG}. Here, ECF is a set of entities included in the bipartite graph, and RCF is a set of relations

included in the bipartite graph (equivalent to “buy” or “bought”). EKG and RKG are sets in the

knowledge graph, and ECKG and RCKG are the sets in the collaborative knowledge graph.

In addition, the input/output of the proposed model and the target loss function do not differ

significantly different from the basic mechanism of the conventional KGAT. The input data are

the CKG structure, and the output is the probability ŷ(u, i) that user u ∈ U will purchase item

i ∈ I. In addition, training is performed to minimize the loss functions LKG (pairwise ranking

loss: a loss function designed to measure whether the positional relationship of entities in the

projective space conforms to the structure of the input data) and LCF (Bayesian personalized

ranking (BPR) [22] loss: a loss function designed to measure whether the purchase probabil-
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ity calculated from embedded representations can simultaneously reproduce the user’s actual

behavior.

The proposed framework efficiently learns a massive volume of side information and reduces

computational time without reducing interpretability. To realize both reduced computational

time and high interpretability as an explainable recommendation model, the proposed framework

includes the following two improvements over the approach using the conventional KGAT.

1. It allows for probabilistic relation learning, which realizes rapid calculations with a mas-

sive volume of side information by incorporating the following three improvements:

(a) compression of many-to-many relationship side information based on a latent class

model,

(b) considering the probabilistic strength of relations when calculating the attention

weight and loss for the CKG structure, and

(c) being given a prior distribution of the probability of sampling during learning to

prevent biased and inefficient learning.

2. Moreover, it allows the side information of users to be learned alongside those of items to

realize greater interpretability.

Including the aforementioned improvements, the learning algorithm of the proposed frame-

work consists of five steps, as outlined hereafter, and the details of each step are explained in the

following sections.

1. Compression by Latent Class Model: A large volume of side information with a many-to-

many relationship is compressed using a latent class model.

2. CKG Embedding Layer: An embedded vector representation preserving the structure of

the input graph data is acquired.

3. Attentive Embedding Propagation Layer: An embedded vector representation designed

to calculate the purchase probability is acquired while considering the relationship with

neighbors’ entities.

4. Prediction Layer: The purchase probability is calculated using the embedded vector rep-

resentation acquired in the previous layer.
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5. Recombining Compressed Information: Relations with soft probabilities compressed by

the latent class model are converted into hard relations by calculating the inner product.

3.3.1 Compressing by Latent Class Model

A massive volume of side information is compressed. Particularly, we focus on many-to-many

side information in the knowledge graph as a compression target.

Age and gender are two examples of one-to-many user-side information. Similarly, item

brands and the sellers from which they were purchased are examples of one-on-one item side

information. Because only one of these one-to-many side information types exists for each user

or item, the one-to-many side information does not cause the total volume of the side information

to become extremely large.

In contrast, as an example of many-to-many user side information in the case of the fashion

e-commerce site, information about brands or shops registered as favorites by each user can

be considered (called “favorite brands” and “favorite shops” in this study). Moreover, item

descriptions and review texts are also side information in which items and words are connected

in a many-to-many relationship. Because one or more many-to-many side information for each

user or item is given in most cases, many-to-many side information results in massive volumes

of total side information. An average of 25 pieces of records on “favorite brands” for each user

were included in the target dataset. Therefore, this is clearly the cause of the large volume of

side information. Essentially, while many-to-many side information enhances interpretability, it

may cause an increase in the amount of computation required and a corresponding decrease in

the recommendation accuracy.

Furthermore, in the proposed framework, a latent class model is used to compress the many-

to-many side information. Compression of high-dimensional data with a latent class model is a

common and powerful methodology that has yielded successful outcomes in several studies [98,

99]. This approach allows for capturing the complex structure underlying side information data

and acquiring potential information. For example, by compressing the information of “favorite

brands” with the latent class model, the latent classes and the class membership probability,

which expresses the strength of each user and each brand belonging to each class, are given

a value in the range [0,1]. The latent class acquired here is treated as an entity, and the class

membership probability is used as the strength of the relation between “users (head entities) and
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latent classes” or “brands (tail entities) and latent classes” in the knowledge graph.

In this study, a set of target relations for compression is expressed as Rc
CKG. In addition, when

relation r in the triplet (h, r, t) is included in Rc
CKG, a latent classZ = {zk : 1 ≤ k ≤ K} is assumed

between head entity h and tail entity t. The probabilistic model is formulated as follows.

P(h, t) =
K∑

k=1

P(zk)P(h|zk)P(t|zk), (3.1)

where zk is introduced between the connection of “h and t” and is decomposed into “h and

zk” and “t and zk” connected by the probability P(h|zk) and P(t|zk). Finally, the compressed

triplet (h, r, t) is excluded from CKG, and the triples “h and (r = “belong”) zk” and “t and (r =

“belong”) zk” are added to the graph. Herein, the set of these compressed relations is expressed

as Rc′
CKG ⊆ RCKG. Moreover, the probabilities P(h|zk) and P(t|zk) are used in the following steps

as the strength of the relation in the triplet εlca.

Several triplets were attributed to the number of variables in the side information before com-

pression was reduced to (the number of latent classes K) × (the number of head entities) +

K × (the number of tail entities). By setting a smaller value of K according to criteria such

as AIC [100] and BIC [101], we significantly reduced the number of side information triplets.

Notably, the latent class model significantly reduces computational costs by compressing many-

to-many relationship side information in the training data.

Although it is not the subject of this research, as a side note, it is possible to group components

with similar tendencies behind the data structures. In addition, interpretations can be given to

those obtained classes from post-hoc analysis. For example, by compressing the information of

“favorite brands” using the latent class model, the latent classes are acquired with post-hoc in-

terpretations such as “luxury brands,” “sports brands,” and “fast fashion.” Because many studies

have used this interpretation for marketing purposes [102], the latent class model is a powerful

method for extracting necessary information while compressing complex data.

3.3.2 Collaborative Knowledge Graph Embedding Layer

Embedded representations (for each entity and relation) that retain the structure of a CKG

are acquired in this layer. During training, each triplet is vectorized using a graph-embedding

technique called TransR [103], and the parameters are updated to maximize the difference be-

tween the triplets that exist on the graph and those that do not by minimizing pairwise ranking
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Figure 3.1: Illustration of the CKG embedding layer

loss LKG, which is a common settlement for materializing preference learning [104] expressed

as follows.

LKG =
∑

(h,r,t,t′)∈T
− ln(ε(h,r,t)σ(g(h, r, t′) − g(h, r, t))), (3.2)

where σ(·) is a sigmoid function. Here, the positive triplet (h, r, t) and the negative triplet (h, r, t′)

are sampled from T = {(h, r, t, t′)|(h, r, t) ∈ GCKG, (h, r, t′) ! GCKG} based on the prior probabil-

ities (stated below). Moreover, g(h, r, t) is the plausibility score, which expresses the likelihood

that a triplet exists on the graph, formulated as follows.

g(h, r, t) = ||Wreh + er −Wret||22, (3.3)

where Wr ∈ Rm×d is the matrix used for transformation entities from the d-dimensional entity

space into the m-dimensional relation r space. Here, eh, et ∈ Rd are embedded representations in

the projective spaces of entities h, t, and er ∈ Rm is the embedded representation in the projective

space of relation r.

Here, the conventional KGAT could not learn the relation given stochastically. In contrast,

the proposed improved KGAT model allows probabilistic relation learning. Two improvements

were included in the CKG embedding layer. The probability ε(h,r,t) is given to each triplet con-

tained in Eq. (3.2). ε(h,r,t) represents the strength of the relation r that connects the head entity h

and tail entity t, and it is expressed as follows.
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ε(h,r,t) =




1.0 (r ! Rc′
CKG),

εlca
(h,r,t) (r ∈ Rc′

CKG).
(3.4)

In this study, a probability of 1.0 is assigned to all one-to-many type relations. In contrast, the

triplet (h, r, t) of compressed many-to-many side information is given the probability obtained

from the latent class model εlca
(h,r,t). ε(h,r,t) plays a role in making it possible to consider the loss

appropriately for the strongly connected relations when calculating LKG.

Then, the prior probabilities for positive sampling are given by calculating LKG. Because the

conventional KGAT does not give prior probabilities, the problem of a massive volume of side

information, which is the type including many triplets (= many-to-many), is frequently selected

and over-learned. To solve this problem in the proposed model, triplets containing strongly con-

nected relations are sampled relatively more by assigning ε(h,r,t) as prior probabilities. In other

words, triplets containing strongly connected relations are intensively learned. This second

improvement prevents inefficient learning owing to sampling numerous less important triplets,

which are weakly connected. Therefore, the proposed model improves the computational effi-

ciency of the learning process for graph data, including probabilistic relations.

Consequently, the entities “user” and “item purchased by user,” “user” and “user side informa-

tion,” and “item” and “item side information” are arranged close to one another in the projective

space through the CKG embedding layer.

3.3.3 Attentive Embedding Propagation Layer

The importance of each triplet is calculated in this layer. Moreover, while considering which

relationship is emphasized using this importance value, the embedded representation is used to

calculate the purchase probability in the next prediction layer for each item and the user. To

enable learning considering probabilistic relations, this layer also includes an improvement over

the conventional KGAT. Specifically, when calculating the attention weight π(h, r, t) of each

triplet based on the distance between eh and et in the projected space of r, the probability ε(h,r,t)

given to the relation contained in each triplet is reflected.

π(h, r, t) = ε(h,r,t)(Wret)T tanh(Wreh + er). (3.5)

26



3.3. Proposed Model

Figure 3.2: Illustration of attentive embedding propagation layer

Here, tanh is a nonlinear activation function. In addition, a set of all triplets that are connected

to the head entity h is stated as Nh = {(h, r, t)|(h, r, t) ∈ GCKG}. The attention weight π(h, r, t) for

triplet (h, r, t) is normalized across Nh as follows.

πnorm(h, r, t) =
exp(π(h, r, t))

∑
(h,r′,t′)∈Nh exp(π(h, r′, t′))

. (3.6)

Furthermore, this layer has an L-times overlapped structure, which facilitates consideration

of the relationship up to the L-th neighborhood. The embedded representation that considers the

entities up to the l-th order neighborhood for head entity h is calculated as follows.

e(l)
h = f (e(l−1)

h , e(l−1)
Nh

). (3.7)

Herein, as the function f (·), we select the bi-interaction aggregator defined as follows.

f (eh, eNh) = LeakyReLU(W1(eh + eNh))

+ LeakyReLU(W2(eh ' eNh)), (3.8)

where W1,W2 ∈ Rd′×d are the parameters and are used as weight matrices, d′ is the size of

the transformation, LeakyReLU(·) is leaky rectified linear unit, and ' denotes the element-wise

product. Here, eNh is the embedded representation considering a set of all triplets around h and

is formulated as follows.
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Figure 3.3: Illustration of prediction layer

eNh =
∑

(h,r,t)∈Nh

πnorm(h, r, t)et. (3.9)

Thus, a new embedded representation is obtained by aggregating the characteristics of the

peripheral entity. In particular, the weighted average value of the embedded representation of

the peripheral entity weighted by the importance of each triplet is calculated. In addition, the

new embedded representation for each item and user obtained from this layer is used to calculate

the purchase probability in the next prediction layer. Essentially, a more sophisticated embed-

ded representation for calculating the purchase probabilities is acquired according to the L-th

neighborhood relationships considered important in the recommendation.

3.3.4 Prediction Layer

Based on the embedded representation for each user and each item obtained from the attentive

embedding propagation layer, the purchase probability is calculated for each user and item pair.

The probability of user u buying item i is calculated as follows.

ŷ(u, i) = e∗u
Te∗i , (3.10)

where e∗u and e∗i are the embedded representations considering up to the L-th neighbor entities

formulated by the concatenation operation ||, as given below.

e∗u = e(0)
u || · · · ||e(L)

u , e∗i = e(0)
i || . . . ||e

(L)
i . (3.11)
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The learning process involves calculating the difference between the scores (purchase prob-

abilities) for pairs of users and items that exist in actual purchase data and the scores for non-

existing pairs. The loss function used to represent purchase behavior in this context is known as

BPR loss, which can be formulated as follows:

LCF =
∑

(u,i, j)∈O
− lnσ(ŷ(u, i) − ŷ(u, j)). (3.12)

where O = {(u, i, j)|(u, i) ∈ GCF, (u, j) ! GCF} represents the training set for calculating the

BPR loss. Moreover, the positive sample with pair (u, i) and a negative sample of pair (u, j) are

sampled randomly for each step.

Finally, the entire model is optimized using the combination loss function of LKG and LCF.

argminΘLKGAT = LKG + LCF + λ||Θ||22, (3.13)

where Θ = {E,Wr,∀r ∈ RCKG,W(l)
1 ,W

(l)
2 ,∀l ∈ {1, . . . , L}} is a set of parameters that are esti-

mated by minimizing Eq. (3.13). Here, E is a set of all embedded representations.

3.3.5 Recombining Compressed Information

The compressed many-to-many side information is restored to its original state using the

following formula.

π(h, r, t) =
K∑

k=1

πnorm(h, r, zk) × πnorm(zk, r, t). (3.14)

Thus, the attention weight between head entity h and tail entity t is restored by calculating

the inner product of the attention weight of the triplet, which is separated into each head entity

h and latent class zk and the latent class zk and each tail entity t. This restoration enables the

model to obtain a direct interpretation of the same connection as the original data, rather than an

ambiguous interpretation of the connection with the latent class. In other words, this restoration

prevents a reduction in the interpretability.
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Figure 3.4: Illustration of compressing and recombining

3.4 Experiments and Evaluation

To validate its effectiveness, the proposed approach was applied to the actual purchase history

data and the side information of each user and item stored in ZOZOTOWN. The recommen-

dation’s rationale is visualized and explained based on the obtained results. Additionally, an

evaluation experiment was conducted to assess the proposed framework’s recommendation ac-

curacy.

3.4.1 Experimental Settings

To prepare the experimental data, random sampling was conducted from the purchase history

data of users who purchased items more than five and less than 60 times during the year from

February 2020 to January 2021. Particularly, 260,881 purchase history data related to 25,757

users were acquired. The number of items included was 11,741. In addition, the dataset included

10 types of side information such as the items’ brands, sellers, categories, and price ranges, as

well as users’ ages, and genders, including many-to-many information (favorite brand/shop) and

790,083 items in total (one-to-many:many-to-many=149,992:608,131). The total data were di-

vided into a training dataset and a testing dataset in a time series at a ratio of 8:2. The parameters

were set by referring to the experimental conditions in [89]. The number of dimensions used

for the embedded vector representation in each entity and relation was set to 64. The attentive

embedding propagation layer was set to 3 ([64, 32, 16]) layers. Moreover, the top-20 and top-60

accuracies (Recall, NDCG) were used as the evaluation index. In addition, we adopted proba-

bilistic latent class analysis [105] (pLSA) and latent Dirichlet allocation [106] (LDA) as latent

class models. Furthermore, for each side information to be compressed, with the judgment of the
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AIC criterion, the number of latent classes was uniformly set as six, and five and seven classes

were also adopted for comparison. Finally, a GPU (NVIDIA Tesla T4×1,4 vCPUs, 15 GB) was

used for the entire computation.

A summary of the abbreviation notation for each method used in the experiment is presented

in Table 3.1.

Table 3.1: Notation, name, and role for each model
Notation Model name & role

BPRMF
Bayesian Personalized Ranking Matrix Factorization [22]; comparison model without side in-
formation. Not explainable by this model itself.

CFKG
Collaborative Filtering over Knowledge Graph [107]; comparison model learning a knowledge
graph structure.

KGAT Knowledge Graph Attention Network [89] (KGAT); conventional model.

KGAT+(pLSA-k)
Proposed framework with an improved KGAT model using pLSA with k classes; proposed
framework.

KGAT+(LDA-k)
Proposed framework with an improved KGAT model using LDA with k classes; proposed frame-
work.

3.4.2 Visualization of Recommendation Reasons

In this section, we present the results of visualizations performed using the results obtained

from KGAT+(pLSA-6). Figure 3.5 and Figure 3.6 show two examples that visualize and explain

the recommendation reason obtained from the proposed framework. In the map, each entity in-

dicates a user or item included in the purchase history data or an entity included in the side

information. Moreover, each relation has a value (attention weight) that indicates the impor-

tance of the relationship for deciding on a recommended item. By observing these entities and

attention weights, the reason each item is recommended to each user is interpreted quantitatively.

In Figure 3.5 and Figure 3.6, we characterize the reasoning behind recommending item i5 to

user u1. Moreover, Table 3.2 presents more detailed information about attribute-based reasons,

which can be observed in Figure 3.5. By checking each path, as shown in Figure 3.5 (Table 3.2),

we reveale that the reason why item i5 is recommended to user u1 is most influenced by the fact

that item i5 is sold by brand e1, which is favored by user u1. Here, this information is the type

of side information that cannot be learned easily by the conventional model because it causes an

increase in the volume of side information. Moreover, as validated in Figure 3.6, item i5 being

recommended for user u1 was influenced by the fact that item i5 was purchased by some users

related to item i1, i2, i3, and i4, which were purchased by u1 in the past.
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Figure 3.5: An example of a map visualiz-
ing the attribute-based reason for recommen-
dation

Figure 3.6: An example of a map visualiz-
ing the behavior-based reason for recommen-
dation

Table 3.2: Recommendation (attribute-based) reasons and total attention weight by observing
each path

No Path Weight Reason

1 u1 → e1 → i5 2.36 × 103 user u1 favors brand e1.

2 u1 → i2 → e1 → i5 2.23 × 103 item i5 is sold by the same brand e1 as i2 purchased by user u1

in the past.

3 u1 → i2 → e2 → i5 2.07 × 103 item i5 is sold by the same shop e2 as i2 purchased by user u1

in the past.

4 u1 → i3 → e3 → i5 0.81 × 103 item i5 is the type category e3 as i3 purchased by user u1 in the
past.

5 u1 → i3 → e4 → i5 0.01 × 103 item i5 is sold in the same price range e4 as i3 purchased by
user u1 in the past.

6 u1 → e2 → i5 0.00 × 103 user u1 favors shop e2.

For example, by utilizing the results shown in Figure 3.5, the strategies such as emphasizing

that item i5 is an item of brand e1 when recommending item i5 to user u1 may be easily in-

terpreted through the visual display. Moreover, in addition to the recommended items, a simple

strategy that displays the reason for the recommendation and the score is also possible, as shown

in Table 3.2. However, by utilizing the results in Figure 3.6, actions such as displaying to the

user “this item i5 is preferred by other users who have purchased item i1 that you purchased in

the past” can be performed.

As a result, users may enjoy shopping more, perhaps feeling that they can better understand

the reasons why they purchased various items, noting that they were recommended for specific,

given reasons. Users might also find similar insight for items they felt less likely to purchase by

32



3.4. Experiments and Evaluation

noting the reasons those items were recommended.

3.4.3 Recommendation Performance

Table 3.3 shows the summary of the evaluation experiment results. The models other than the

proposed framework were not superior to the conventional KGAT model for any accuracies. In

particular, the result that KGAT and (all) KGAT+were superior to BPRMF, which used the same

BPR loss as KGAT in learning purchase behavior, suggests the effectiveness of recommendation

using side information. Furthermore, the comparison result obtained with CFKG, which learns

the same knowledge graph structure, suggests the difficulty in learning the knowledge graph

structure and the KGAT’s ability to learn it well. Overall, these results suggest the excellent

functionality of KGAT itself as a recommended model.

As the most important result, Table 3.3 shows that the proposed framework reduced the com-

putational time by approximately 63% to 75% compared to the conventional model. This result

is a benefit of compressing a part of a massive volume of side information by the latent class

model. Because the number of relations whose probability becomes 0.0 differs due to com-

pression, the number of side information differs between pLSA and LDA even if the number of

classes is the same. This result suggests that the proposed framework greatly improves upon the

limitations of the original method, overcoming the key challenges in the real-world application

of the conventional KGAT model.

Table 3.3: Summary of evaluation experiment results

Model
Recall NDCG # Side Time

@20 @60 @20 @60 info (/epoch)

BPRMF 0.0647 0.1160 0.0482 0.0659 0 -
CFKG 0.0369 0.0759 0.0279 0.0416 785,122 -
KGAT 0.0748 0.1369 0.0537 0.0742 785,122 142.92 s

KGAT+(pLSA-5) 0.0762 0.1409 0.0543 0.0756 238,387 35.28 s
KGAT+(pLSA-6) 0.0761 0.1409 0.0548 0.0760 246,662 36.36 s
KGAT+(pLSA-7) 0.0758 0.1399 0.0546 0.0758 257,147 37.08 s
KGAT+(LDA-5) 0.0755 0.1395 0.0542 0.0752 313,746 44.88 s
KGAT+(LDA-6) 0.0740 0.1392 0.0533 0.0747 346,461 49.68 s
KGAT+(LDA-7) 0.0739 0.1370 0.0528 0.0737 441,740 53.76 s

In addition, the proposed KGAT+(pLSA-6) framework achieved the best accuracy for most in-

dicators. Furthermore, all KGAT+ frameworks using pLSA showed a higher accuracy compared

33



Chapter 3. An Explainable Recommendation Framework with Massive Volumes of Side Information

to conventional KGAT and other comparison methods. However, a part of KGAT+ frameworks

using LDA did not have better accuracy than conventional KGAT. However, it showed almost

the same degree of accuracy, while considerably shortening the computational time. These re-

sults suggest that equal or higher accuracy than the conventional model can be expected by

appropriately setting the number of latent classes based on criteria such as AIC in the proposed

framework. In the following, the results obtained from the most accurate KGAT+(pLSA-6) were

analyzed to represent the results from the proposed frameworks.

In Figure 3.7 and Figure 3.8, the vertical axis (bar graph) shows the ratio of the users located

in the target category. The vertical axis (line graph) shows the Recall@20 and NDCG@20

transition. In addition, the horizontal axis shows the users’ categories grouped by the total

number of purchased items for each user included in the training data. For example, “< 5”

expresses a group of users with fewer than five purchases included in the training data.

Figure 3.7 and Figure 3.8 shows that the proposed framework was always the most accurate for

all users’ groups. This result indicates that robust recommendations can be made to the group

of users who have not yet accumulated significant purchase history data in the training data

compared to other models. Thus, the experimental results suggest that the proposed framework

can handle the cold-start problem better than other models.

Figure 3.7: Result for cold-start problem
(Recall)

Figure 3.8: Result for cold-start problem
(NDCG)
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3.4.4 Contribution to Accuracy of Each Proposed Element

In the proposed KGAT model in the proposed framework, the following three improvements

were included to learn probabilistic relations:

1. compression of many-to-many relationship side information by the latent class model,

2. consideration of the probabilistic strength of relation when calculating the attention weight

and loss for CKG structure, and

3. being given the prior distribution to the probability of sampling during learning.

Table 3.4 shows the results recorded while observing how each element contributed to the

results of recommendation accuracy. In this table, the model with all the improvements showed

the best accuracy. This result suggests that each improvement contributes to the successful

learning of massive volumes of side information caused by the many-to-many type.

Table 3.4: Contribution to accuracy for each proposed element

Excluded Explanation
Recall NDCG Time

@20 @60 @20 @60 (/epoch)

- KGAT+ 0.0761 0.1409 0.0548 0.0760 36.36 s
1(, 2, 3) Without side information compressed by

latent class model (= conventional KGAT)
0.0748 0.1369 0.0537 0.0742 142.92 s

2(, 3) Without considering probabilistic relations,
and defining to belong to only the class
with the highest probability (= compres-
sion, but hard clustering)

0.0759 0.1393 0.0539 0.0749 30.60 s

3 Without prior distribution given to positive
sampling in training

0.0735 0.1398 0.0527 0.0743 37.68 s

3.4.5 Impact of the Number of Latent Classes

In the proposed framework, changing parameter K of the latent class model (pLSA) changes

the number of side information after compression, which affects the computational time and ac-

curacy. Figs.3.9–3.11 show the comparisons of the changes in computational time and accuracy

when the number of classes K is changed with the baseline (conventional KGAT).

Figure 3.9 indicates that the computational time can be shortened by approximately 65% to

80% compared to the conventional KGAT by changing the number of classes. The reduction
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Figure 3.9: Transition of computational time when the number of latent classes K is changed

Figure 3.10: Transition of Recall@20
when the number of latent classes K is
changed

Figure 3.11: Transition of NDCG@20
when the number of latent classes K is
changed

in the volume of side information contributes to this phenomenal result. If the volumes of side

information can be reduced, then the computational load will reduce as well. Thus, the proposed

framework has a stable contribution. In addition, the volume of side information that can be

compressed by the proposed framework are discussed theoretically in the “Discussion” section.

Furthermore, as illustrated in Figure 3.10 and Figure 3.11, if the number of classes is not

extremely large, the accuracy tends to be higher than that of the conventional KGAT. The latent

class model performs to extract characteristic information from the original data. Therefore, if

the number of latent classes is considerably increased, the information contained in the original

side information is excessively acquired. These results suggest that in the proposed framework,

if the number of classes is set appropriately (not set excessively large), useful information for

recommendation can be extracted from side information, and highly accurate recommendation

can be achieved.
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3.5 Additional Analysis

Analyzing these results is also beneficial for planning marketing strategies because an embed-

ded representation can be obtained for each entity (item, user, and side information) and relation.

In this section, we analyze the embedded representation for each entity and the attention weight

for each triplet obtained by applying the proposed framework to real-world data. In addition, we

suggest the usefulness of applying the proposed framework to actual services.

3.5.1 Utilization of Obtained Embedded Representation

Numerous mappings can be drawn using the embedded representation for each entity ob-

tained from the proposed framework. Among these mappings, Figure 3.12 and Figure 3.13 are

enlarged views of the whole brand mapping around a part of certain brands. In these mappings,

each embedding is compressed to two dimensions with t-distributed stochastic neighbor embed-

ding [108]. These mappings allow for grasping the positional relationship between all entities

included in the CKG on the projective space based on the users’ purchasing behavior.

Figure 3.12: Diagram mapping embedded
representations around brands for mother
and child

Figure 3.13: Diagram mapping embed-
ded representations around URBAN RE-
SEARCH Sony Label

To elaborate, in the Figure 3.12, famous brands such as “Bee des Bee” [109], “392 plusm” [110],

“child-gunze” [111] and “child-beams” [112] that mainly handle items for children are gathered.

This suggests the validity of the experimental results. Moreover, when enlarging the area around

the URBAN RESEARCH Sony Label [113] (Figure 3.13), URBAN RESEARCH [114] existed
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nearby. Furthermore, if this situation is suboptimal, it is possible to contemplate the design of

items and the type of items being showcased in order to align more closely with other desirable

brands. Consequently, the positional relationship of each entity can be visualized by taking into

account the user’s on-site behavior.

3.5.2 Utilization of Obtained Attention Weights

By utilizing the attention weights assigned to each triplet through the proposed framework,

it becomes feasible to analyze the significance of individual relationships within the CKG with

regards to users’ purchasing behavior. Attention weights are assigned to all triplets, and in this

case, our focus is on the relationships between users and two specific brands: “BEAMS” [115],

a relatively high-priced brand irrespective of gender, and “earth music&ecology” [116], a brand

targeted towards young women. By examining the attention weights associated with each brand-

user relationship, it is possible to verify the importance of each brand in influencing the purchas-

ing behavior of individual users.

Figure 3.14-3.17 shows the average attention weight of the relations connected from each user

to these two brands by age and gender.

Figure 3.14: Distribution of the mean at-
tention weight given to user-connected re-
lations with BEAMS (for men)

Figure 3.15: Distribution of the mean at-
tention weight given to user-connected re-
lations with BEAMS (for women)

In the brand that was high-priced regardless of gender (BEAMS), the attention weight asso-

ciated with men was generally higher; however, the weights for both men and women tended to

be relatively high. Particularly, a tendency for relatively older generations to place more impor-

tance on the brand was notable. This result can be considered convincing because BEAMS is a

high-priced brand, and men’s items are handled much more frequently than women’s items at
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Figure 3.16: Distribution of the mean
attention weight given to user-connected
relations with earth music&ecology (for
men)

Figure 3.17: Distribution of the mean
attention weight given to user-connected
relations with earth music&ecology (for
women)

ZOZOTOWN.

In addition, the brand for young women (earth music&ecology) was indeed assigned consid-

erable importance by women, especially by younger females. This result suggests the validity

of the obtained results. Furthermore, users of older age groups liked earth music&ecology to

some extent can probably be attributed to the fact that they used the same user account in their

families. The rationale may be found in the fact that relatively high importance was gained from

relatively older male users.

In addition, a list of the top few users who placed particular importance on both brands can

also be created.

Table 3.5: Top eight users for BEAMS and earth music&ecology
Rank For BEAMS For earth music&ecology

1 15504 /Woman in late 30s 24061 /Woman in early 20s
2 24681 /Man in late 40s 20641 /Woman in early 20s
3 19760 /Woman in early 30s 20078 /Woman in early 40s
4 17128 /Man in early 30s 16353 /Woman in early 20s
5 5836 /Woman in early 30s 10470 /Woman in early 30s
6 11102 /Woman in early 30s 18714 /Woman in early 20s
7 22647 /Man in late 40s 23891 /Woman in late 10s
8 13978 /Woman in late 40s 17451 /Woman in early 20s

The users listed in Table 3.5 displayed varying degrees of significance attributed to each brand

in relation to their purchasing behavior on the platform. While individuals in their 30s and 40s,

both men and women, demonstrated a balanced ranking in their valuation of BEAMS, young
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women predominantly occupied the top positions, mirroring the pattern observed for earth mu-

sic&ecology. Thus, Table 3.5 serves as a valuable resource for implementing diverse strategies,

including brand-focused recommendations and targeted email advertisements. In essence, the

attention weight results obtained from the proposed framework represent a highly important

compilation for devising effective marketing strategies.

3.6 Discussion

3.6.1 On the Experimental Results and Additional Analysis

Summarizing the above experimental results, we can point out the following suggestions.

• The proposed method maintains the interpretability based on the knowledge graph for

item side information. In addition, interpretability can be further reinforced using the user

side information.

• Compared with the comparison models, the proposed framework is effective in terms of

recommendation accuracy.

• The proposed framework can deal with cold-start problems effectively using various types

of side information.

• In the proposed framework, the computational load can be significantly reduced according

to the volumes of side information after compression.

• In the proposed framework, if the number of classes is set appropriately, useful informa-

tion for recommendation will be extracted from side information and recommendation

with accuracy equal to or higher than the baseline will be realized.

• Each of the improvement techniques for learning probabilistic relationships introduced to

realize efficient learning helps improve the recommendation accuracy and computational

cost.

Furthermore, in the additional analysis for utilizing the obtained results, we clarified that the

following analyses can be achieved by applying the proposed framework to actual business data.
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• Visualizing the obtained embedded representation allows for a better understanding of the

positional relationship between entities in the projective space.

• By observing the obtained attention weights, it is possible to discover users who have each

entity as an important motivation for their purchasing behavior.

These analyses confirmed that the proposed framework renders the model interpretable in

terms of the reasons for recommendations and facilitates the utilization of multifaceted results.

Furthermore, we devised actual marketing strategies from the analysis results and considered

how they could be used for actual services. These multifaceted utilization possibilities can be

regarded as strengths, along with the explainability and high accuracy of the proposed frame-

work. In addition, this highlights the advantages of the proposed framework compared with

other explainable recommendation models.

3.6.2 Comparison with Conventional Recommender Systems

Conventional recommender systems aim to increase sales within the framework of recom-

mending any of the items to existing customers. However, by clarifying the recommendation

reasons, for example, the following can be achieved.

• Identifying the attributes of the users who strongly demand an itemcan help cultivate a

new customer base.

• Items matching customer attributes can be recommended to new users.

• Understanding the attributes of the recommended items can facilitate new product plan-

ning.

The ability to leverage these diverse applications demonstrates that the proposed framework

is a powerful marketing tool that surpasses the confines of a typical recommendation model.

3.6.3 On the Reduction Amount of Computational Time

In the proposed framework, the computational time that can be reduced depends on the ex-

tent to which the many-to-many relationship can be compressed. In our experiment, triplets

whose class membership probabilities became 0.0 because of compression are dropped and not
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counted in the side information. Therefore, the number of side information after compression

and dropping cannot be pre-determined before the latent class model is learned by a training

data set. However, in theory, the number of many-to-many side information after compression

(and before dropping) Nc′
side can be computed easily using the following formula.

Nc′
side =

D∑

d=1

(KdNhc
d
+ KdNtcd ), (3.15)

where the number of relations contained in the side information to be compressed is expressed

as D and each type of side information is compressed by an independent latent class model with

the number of classes K1,K2, ...,KD. The numbers of head entities and tail entities included

in the side information about the d-th compression target relation are expressed as Nhc
d

and Ntcd

respectively.

While comparing the theoretical number of side information after compression computed by

Eq. (3.15) with the number after dropping the side information whose class membership prob-

ability became 0.0, the transition of the computational time in the experiment can be confirmed

in Figure 3.18. In the experiment of section 4.5, pLSA is used for compression. If the number

of latent classes is set to twenty or more, the number of side information after compression will

theoretically increase from the number of original side information before compression, thus the

upper number of latent classes is set to nineteen.

Figure 3.18: Transition of the number of side information (theoretical and experimental) and
transition of computational time (experimental) when the number of latent classes K is changed

Figure 3.18 shows that as the number of classes increases, the proportion of dropped side

information due to a class membership probability of 0.0 after compression deviates from the

theoretical number of classes. Additionally, the reduction in computational time corresponds to

the number of side information after compression and dropping. Moreover, the computational
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cost of training a latent class model is significantly lower compared to the training cost of KGAT,

and the increased computational cost resulting from the number of classes is negligible.

Therefore, when determining the number of latent classes, it is advisable to search for the

number that achieves the highest accuracy or utilize criteria such as AIC and BIC while nar-

rowing down the range based on the theoretical number of side information after compression.

Furthermore, in our experiment, the number of classes is uniformly set to simplify the model,

regardless of the relation of the compression target. However, if complexity can be accommo-

dated, adjusting the number of classes for each relation can further reduce computational time

and improve accuracy.

3.6.4 On the Loss Function

In the improved KGAT included in the proposed framework, the loss LKG and LCF are mini-

mized simultaneously during training, as expressed in Eq. (3.13). However, a problem that often

occurs in such a loss function including multiple types of loss is that each loss cannot be com-

pletely converged. In contrast, in our experiments, as shown in Figure 3.19, both losses converge

stably as learning progresses.

Figure 3.19: Result of the convergence analysis experiment of each loss (KGAT+(pLSA-6))

In the improved KGAT, as in the conventional KGAT, both losses were trained equally without

weighting. In our experiments, we did not observe a significant difference in the magnitudes

of the two losses, indicating that the equal weighting method was appropriate. However, in

cases where one loss dominates the other in magnitude, it may be necessary to balance the

losses by assigning appropriate weights. This is a common practice in many state-of-the-art

studies [61, 92, 117] to ensure stable training and convergence.
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3.6.5 On the Harmful Effects of Compression

In the proposed approach, many-to-many side information is compressed and learned, and

the original relationship is restored by calculating the inner product of attention weights divided

for each latent class. However, this approach may not completely reproduce the original side

information present in the original data before compression. Specifically, the final calculated

attention weight may become a positive value for a triplet that does not exist in the original

data and is used for interpretation. Conversely, the attention weight value of the existing triplet

in the original data may become 0.0, rendering it unusable for interpretation. Essentially, the

new triplets are used for interpretation, and the existing important triplets are judged not to

be excluded based on the similarity of the side information. Thus, these phenomena are not

necessarily problematic; they can be considered beneficial depending on how these results are

used. In addition, when performing recommendations with the explanation system in practice,

for a triplet that does not exist in the original data, for example, a sentence such as “this item

is recommended to you because this item is sold as the brand preferred by users who have

similar preferences to you in terms of their favorite brands” can be presented. This may lead

to a better presentation of the reason for the recommendation. Given that in the conventional

approach, only triplets that existed in the original data could be used for interpretation, it may be

considered that the proposed approach improves the richness of the interpretability of the model.

3.6.6 Applicability to Other Side Information

In this study, we focused on many-to-many type side information and compressed it; how-

ever, there is various other high-dimensional side information that can be included in learning

the model of the model-intrinsic approach. For example, image data (e.g., item image) and text

data (e.g., reviews and descriptions of items) are generally high-dimensional. They are typical

examples in which compression is likely to be effective. In applying the proposed framework,

it is necessary to devise compression and restoration methods based on each data. However,

the concept of the proposed framework for compression and restoration alleviates the challenge

of computational time and the challenge of a trade-off between interpretability and accuracy.

Therefore, the proposed framework opens up possibilities for utilizing various types of (pre-

viously challenging) high-dimensional side information in the knowledge graph-based model-

intrinsic approach.
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3.6.7 Applicability to Other Models

Furthermore, this study has improved the KGAT model to allow edges with probabilistic

relations to be considered during learning, resulting in a significant reduction in the amount

of calculation. Moreover, the proposed framework can be applied to other similar knowledge

graph-based model-intrinsic approaches. By considering the probabilities at specific points dur-

ing internal calculations, the reduction in computational complexity can be achieved relatively

easily by introducing additional steps, such as incorporating prior probabilities into sampling.

Hence, the proposed model is also valuable because of its high versatility.

3.7 Conclusion of this Chapter

In this chapter, we have proposed an explainable recommendation framework with an im-

proved KGAT model. In the experiments conducted, the proposed framework significantly im-

proved the performance of prior methods, such as the conventional KGAT model, in terms of

computational time. Therefore, the proposed approach is expected to dramatically increase the

likelihood that such methods will be applied in practice by overcoming the limitations of existing

approaches. In addition, while the proposed framework retained the capability of explanation,

the results show that equal or higher accuracy can be expected compared to the conventional

KGAT. Notably, in the proposed framework, the users’ side information that was not consid-

ered in the conventional model for explanation can be utilized to construct the explanation.

Effectively learning the side information that previously involved substantial difficulties in high

computational time enabled our model to exhibit a higher interpretability. These results were

obtained by employing the proposed framework’s capabilities of compressing and recombin-

ing data structures, which enabled the KGAT-based machine learning models to consider soft

edges. Moreover, this idea of learning soft edges can be extended to other models that employ

similar knowledge graph structures for explainable artificial intelligence, resulting in signifi-

cant reductions in computational time for various tasks. Therefore, the proposed framework

has demonstrated its potential for enabling the practical application of knowledge graph-based

explainable recommendation models to real-world services and data.
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Chapter 4

Automatic Fashion Image Interpretation via Fashion

Intelligence System

This chapter defines a novel technology and research field named “fashion intelligence system”

that supports consumers in understanding fashion-specific ambiguous verbal expressions. A

new method that utilizes the vision and language model as the starting point of the fashion

intelligence system is proposed in this chapter.

4.1 Purpose of this Chapter

In recent years, it has become common for consumers to be acquainted with the fashion out-

fits of others through social network services (social media) and e-commerce sites and engage

in their fashion-item-purchasing activities. In addition to multi-topic-type social media and

e-commerce sites, such as Instagram [1], Facebook [2], Twitter [3], and Amazon [118], fashion-

specific services, such as ZOZOTOWN [4], WEAR [5], and Snap Fashion [119], are also used

extensively. Users’ searches for full-body outfit images on these services’ applications (apps) or

e-commerce sites are crucial activities for refining their fashion-based shopping experiences con-

cerning fashion and making purchasing decisions. Therefore, making fashion-based browsing

(internet surfing in the fashion domain) comfortable is important because it develops relations

in the fashion industry.

However, fashion is a fuzzy and complex domain that contains many abstract elements, and it

can be challenging for consumers to understand and interpret fashion, especially for non-experts,

because abstract expressions such as “casual,” “formal,” and “cute” are normally used when ex-

plaining fashion. For example, questions such as “what factor makes this outfit casual?,” “how

46



4.1. Purpose of this Chapter

Figure 4.1: Image of fashion abstract problem

casual is this outfit?,” and “what kind of outfit would it be if this outfit was made a little more

formal?” are difficult to answer, especially for non-experts (and not easy for experts either). This

difficulty in interpreting fashion is often encountered on the internet because users cannot rely

on human experts. Thus, the ambiguity and complexity of online shopping can make it difficult

for many users to engage with new lines of outfits and hinder their deep interest in the fashion

industry. Therefore, the automatic discovery of answers to such questions is expected to greatly

contribute to the fashion industry by making users’ online full-body-outfit-image-retrieval and

fashion-item-purchasing more comfortable. Simultaneously, it is expected to broaden users’ per-

ception and help interpret fashion outfits and encourage their interests, not always for business

purposes. These aspects indicate a pressing need for a “fashion intelligence system” that will

help to broaden the perceptions of and interests in fashion, rather than a “business intelligence

system” that aims to plan a marketing strategy.

For this purpose, this study proposes a fashion intelligence system for online outfit coordi-

nation based on a visual-semantic embedding method for automatically learning and interpret-

ing fashion and obtaining answers to users’ questions. Our proposed method can embed the

abundant abstract tag information in the same projective space as the outfit images. Calculating

similarities between images and tags in a mapped space helps search outfit images using fashion-

specific abstract words. Furthermore, visually estimating the degree of relevance between im-

ages and tags makes it possible to interpret abstract words. In this study, we focus on full-body

outfit images, which include an extensive range of backgrounds even after detecting a person in
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a rectangular form due to the shape of the object (person). Therefore, we introduced foreground-

centered learning and background regularization terms that utilized grid weight maps obtained

through semantic segmentation. Moreover, the proposed system incorporates sensitive negative

sampling based on a latent class model to address the complexity and interpretational challenges

arising from abstract expressions, such as “casual,” “formal,” and “cute,” present in the target

datasets. These abstract expressions significantly contribute to the intricacy and difficulty of

interpreting the fashion domain.

Figure 4.2: Image of fashion intelligence system

Furthermore, results from multifaceted evaluation experiments and analyses using accumu-

lated data from real-world fashion services suggest that the proposed system has valuable ap-

plications in the industry. Thus, this research helps decrease fashion-specific ambiguities and

complexities (including the dependence on personal judgments) and supports users (experts and

non-experts alike) in fashion-related marketing activities and choices.

The main contributions of this chapter are summarized as follows. 1) We define a novel tech-

nology and research area called “fashion intelligence.” 2) We propose a fashion intelligence

system (based on a visual-semantic embedding method) enabling the embedding of full-body

outfit images and rich fashion-specific abstract tags in the same projective space. 3) The pro-

posed system is applied to multiple datasets accumulated from actual fashion-related services,

and its efficacy is verified based on the results of multifaceted evaluation experiments and analy-
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ses. 4) Based on the multifaceted experimental results and analyses, we introduce the application

of the proposed system to fashion marketing strategy planning.

4.2 Differences from Related Works

4.2.1 Application of Artificial Intelligence in the Fashion Industry

As mentioned in Chapter 2, numerous studies have proposed various artificial intelligence

(AI) methods for application in the fashion and apparel industries [11]. In addition, in a broad

sense, these studies are included in the framework of business intelligence [19] and do not extend

this concept.

In contrast, we propose “fashion intelligence,” defined as intelligence about fashion. More

specifically, this concept involves diverse knowledge obtained by analyzing information for

various fashion-related decisions and a mechanism to obtain such knowledge. Whereas con-

ventional studies have not gone beyond the business intelligence framework, our definition of

fashion intelligence envisions the generation and discovery of new knowledge by targeting fash-

ion, which is evaluated and imaged differently depending on people’s preferences, values, and

cultural backgrounds. Thus, we focused on the question of “how to handle ambiguity in human

evaluations and judgments,” and the handling of this ambiguity is also our primary focus. In

this area, we define a “fashion intelligence system” as a mechanism that facilitates the discovery

of new knowledge and the creation of new values about fashion by automatically interpreting

fashion and collaborating with people (users) through dialogues.

Clearly, the concepts underlying the fashion intelligence system proposed in this study differ

fundamentally from those associated with conventional business intelligence systems, such as

those used by companies to make business decisions. Fashion intelligence systems are primar-

ily used by ordinary consumers and experts who support consumers (although they can be used

meaningfully for corporate activities) and provide functions that support the discovery of knowl-

edge and values about fashion. Thus, a fashion intelligence system is not an AI that is introduced

considering a perspective that is easily evaluated objectively, such as profit or efficiency, or an

AI that replaces the role of experts. In contrast, it aims to strongly support end-users who desire

to revel in the fashion world by acquiring knowledge and making new discoveries.
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4.2.2 User Support with Explainable Recommendation in the Fashion Domain

As mentioned in Chapter 2, the concept of explainable recommendations has been proposed

and is currently actively being researched to support online user decision-making [42]. In this

research field, beyond the recommendation system’s decision to “recommend this item to this

user,” the reasons “why this item is recommended to this user” are also given by the system.

In contrast, the desired decision support for users, especially non-experts, is to interpret the

abstract and difficult aspects of the fashion domain, They seek answers to questions like “where

does this fashion item (outfit) fall on the casual (formal) spectrum?” This interpretation of fash-

ion is crucial, especially in online settings, where users, both experts and non-experts, rely on

their own experiences to interpret fashion independently. It allows them to determine what to

wear, what is considered fashionable, and what is not. While easy access to answers would

enhance users’ understanding of fashion, their motivation to explore clothing options, and their

desire to make purchases, these questions pose significant challenges for non-experts (and even

for experts). However, addressing this support requirement is not the primary focus of explain-

able recommendation technology.

Furthermore, achieving complex multimodal learning with item image information, user in-

formation, and sometimes textual information within a single model has led to intricate model

structures. However, the practical implementation of these models is challenging due to learning

complexity and computational costs. To ensure robust and practical support applications, it is

preferable to adopt a simple and easily understandable model structure whenever possible.

4.2.3 User Support with Fashion Image Retrieval

As mentioned in Chapter 2, fashion image retrieval is a highly active research area in image

processing. However, most existing studies focus on clothes retrieval rather than outfit (full-

body) retrieval. Full-body images, including single images with multiple products, have an

extensive range and complex background, and targeting them is a challenging task [120].

Moreover, in previous studies, the words added or removed from images were specific (non-

abstract) words (such as “short-sleeve” and “black”). Although this improves the search effi-

ciency, it does not contribute to users’ understanding and interpretation of fashion. For instance,

in Figure 2.4, if the word “short-sleeve” is added to a long-sleeved blue shirt, it is easy, even for

non-expert users, to answer “short-sleeved blue shirt.” Conversely, because of its difficulty, what
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users (especially non-experts) truly want to be supported on is to obtain the answers to abstract

and somewhat complex questions, such as “what kind of fashion outfit would you recommend

if I want to make this fashion outfit a little more casual (formal)?” Obtaining answers to these

questions is extremely helpful in deciding what clothes users will wear on the day and what

items they will purchase. In [121], item search is realized by considering only eight types of

selectable abstract category information, such as “party,” “outdoor,” and “summer.” However,

this previous study only dealt with a limited number (eight) of information categories.

In this study, we focus on a system that includes a search function for full-body outfit images

by utilizing more than 1,000 types of tags and a visual interpretation function via an attribute

activation map (AAM). As we mentioned, it is extremely difficult for non-experts to play this

role independently (and it is not easy for experts either).

4.2.4 Fashion Concept Discovery

VSE, included in [86] as a discovery concept, is a method of embedding in the same projective

space a fashion item image and a specific word contained in the item description. Thus, VSE

in [86] allows searching for fashion images by calculating similarities between individual item

images and simple words and to locate specific points on the target item image that are highly

related to the word, thereby creating an AAM. These multiple functions constitute the advantage

of VSE. The main task of [86] is the automatic discovery of concepts such as “size,” “color,” and

“shoulder shape.” For example, words such as maxi and mini belong to the concept of “size,”

and words such as “one-shoulder” and “no-sleeves” refer to “shoulder shape.” By utilizing the

embedded representations of images and words acquired in this concept discovery process, it is

possible to calculate similarities between images and words and discover parts of images with

high relevance to related words. Compared to other attribute-based individual clothes image

retrieval methods, the strength of VSE in [86] is that it not only executes image-retrieval tasks

but also creates an AAM due to the simplicity of its model structure.

This fashion concept discovery process consists of three processes: “visual-semantic embed-

ding training,” “spatially-aware concept discovery,” and “concept subspace learning,” with im-

age and word embedding being mainly performed in the “visual-semantic embedding training”

step. The strength of this research includes the results of searching and extraction of attention

parts but also the relatively simple structure of the VSE model. Specifically, only 1) the em-
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bedded representation of each word, 2) the transform matrix for converting the output obtained

from a CNN into the embedded representation of the image, and 3) the parameters included in

the CNN itself are targeted for update. The simplicity of the model contributes to the ease of

implementation and management, the ease of updating parameters, and the realization of short

computational times. Hence, this aspect enables the realization of model application in actual

business scenarios.

However, the main task of this previous research was to discover concepts automatically, and

the target image data was an image of an individual fashion item (similar to other studies on

explainable recommendations and fashion image retrieval). Moreover, because the target image

data are related to products for sale, it is usually an aesthetically pleasing image captured by

an expert photographer with a simple background. Moreover, owing to the shape of the item,

most rectangles, after detecting the area where the fashion item appears, contain almost no

background. Furthermore, the target word data is simple (as in other studies on explainable

recommendation and fashion image retrieval) and incorporates concrete words, such as “maxi,”

“mini,” “one-shoulder,” and “no-sleeves.” Consequently, the image retrieval function can realize

simple search tasks that even non-experts can easily answer, as in other studies. Therefore,

extracting attention parts on images that are highly related to words is simple enough that even

non-experts can easily answer, such as “no-sleeves in this item is here.”

Figure 4.3: Contributions of the previous visual-semantic embedding method in fashion concept
discovery [86, 122]

In contrast, the target data in this study are images that include full-body outfits. As most
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general users post those images on social media, there can be a variety of backgrounds. In addi-

tion, because full-body outfits are targeted, the rectangle after object detection always includes

an extensive range and variety of backgrounds, depending on the pose and shape of the person.

However, unlike in previous studies, tag data added for non-commercial purposes to convey im-

ages of outfits are targeted. Therefore, many abstract expressions are also included in addition

to specific tags.

Figure 4.4: Comparison with previous visual-semantic embedding in fashion concept discov-
ery [86, 122]

In fashion concept discovery, individual models (processes) were learned for each category

of fashion items, such as “dress,” “top,” and “pants.” In contrast, in our proposal, a set (full-

body outfit) including all of these items is collectively learned with one model. This is greatly

beneficial because applying the models to businesses reduces the number of models to be man-

aged. However, considerable ingenuity is required to learn all the information in full-body outfit

images and abstract tags simultaneously and efficiently.

4.2.5 Motivation for this Chapter

In summary, the motivations for this chapter, based on the review of related works, are given

as follows:

• To accurately quantify full-body outfit images and related abundant tags, including ab-

stract tags, in one comprehensive model.
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• To achieve image retrieval that is difficult for users (experts and non-experts) by calculat-

ing full-body outfit images and tags similarities from fashion-specific abstract expressions.

• To clarify the parts in the image that are highly related to each tag (thereby creating an

AAM) and make fashion-specific abstract tags visually interpretable.

Considering the aforementioned motivations, this study proposes a visual-semantic embed-

ding model that enables the interpretation of fashion attribute information (including abstract

aspects) and decreases dependencies on human experiences or knowledge in the fashion field.

We present an application of the model that broadens users’ perceptions and supports their on-

line purchasing and browsing activities. We propose a novel fashion intelligence system that

makes it possible to perform tasks difficult for users (experts and non-experts), which were not

targeted in conventional studies on explainable recommendations and fashion image retrieval.

4.3 Proposed System

4.3.1 Problem Definition

In this study, we propose a system that supports the visual interpretation of fashion infor-

mation by embedding full-body outfit images and tag information in the same projective space

to quantify the information. By completing this research, users (especially non-experts) will

be able to understand fashion independently, leading to increased motivation for fashion and

purchasing desire. Thus, the proposed system is expected to improve the usability of all social

media and e-commerce sites handling fashion items, including fashion-related posts. Further-

more, it is expected to broaden the understanding and perception of users (including experts)

and aid in planning marketing strategies.

The image data targeted in this study are full-body fashion pictures of single subjects (persons)

captured against various backgrounds. Even if the smallest rectangle reflecting only one person

is extracted from these images, a wide and complex background is included in the rectangle

to account for the problem introduced by the shape of the person. In particular, the left and

right areas of the neck, between the legs, and the left and right areas of the legs are all part

of the background. In addition, background patterns vary broadly (especially in social media

data), and many cases exist wherein images other than the subject are not one-tone backgrounds.
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Therefore, if the entire contents of a rectangle are learned in their original form, the background

becomes noise, and sensitive learning cannot be realized.

Multiple tags are attached to each image as attribute information from post users. This tag

information includes specific and simple tags (e.g., “denim,” “skirt,” and “t-shirt”) along with

abstract tags (e.g., “spring-style,” “formal,” “casual,” and “office-casual”). Regarding their char-

acteristics, specific tags, once attached, are always correct regardless of the sensibility of post

users. Conversely, the characteristics of abstract tags, whether attached or not, are uncertain and

depend on the sensibility of post users. For example, in the sensibility of post user A, if image

A is completely “casual,” then the tag “casual” may be correctly attached. In contrast, if post

user B feels that image A is only partially casual, the “casual” tag may not be attached by this

user. For post user C, if the expression “holiday-style” seems more appropriate than “casual,”

“holiday-style” will be attached rather than “casual.” Thus, a target image includes not only

specific tags but also abstract tags. Abstract expressions are one of the major reasons why users

(especially non-experts) find the fashion domain difficult.

4.3.2 Visual-Semantic Embedding

The proposed system allows embedding specific and abstract tags in the same space as full-

body outfit images. To handle a complex and extensive background included in a rectangle and

abundant tag information, including abstract expressions, the proposed system introduces certain

innovations to enable sensitive learning. The entire model structure is shown in Figure 4.5. In

the following sections, a systematic description of the proposed model is reported.

4.3.2.1 Person Detection

Based on a trained object detection model, the smallest rectangle reflecting only one person is

extracted from an entire posted image related to a full-body outfit image. Single shot multibox

detector (SSD) [123] and faster-RCNN [124] are generally used for person detection (we chose

SSD, but this is not the main point of this research). The smallest rectangle, where only one

person is reflected, and the maximally scraped-off background, is obtained using these models.
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Figure 4.5: Structure of a prototype of our visual-semantic embedding model proposal

4.3.2.2 Grid Weight Map Based on Semantic Segmentation

Several studies have focused on person foreground segmentation [125, 126]. From the per-

spective of ease of handling, in this study, semantic segmentation is performed using a trained

fully convolutional network (FCN) [127]. During semantic segmentation, we determine the

probability of whether or not a cell corresponds to a “person.” This output is obtained for each

pixel. Based on the value calculated for each pixel, an average value is determined for each grid,

which refers to an area obtained when a target image is divided vertically into I and horizontally

into J. If the average value of the probabilities calculated for each grid equals or exceeds a

threshold α, the weight corresponding to the (i, j)-th grid is set to 1.0, and the others are set to

0.0. A grid weight map corresponding to the foreground is obtained by normalizing the weight

obtained through this procedure. Moreover, a grid weight map corresponding to the background

is obtained in the same step with the 1.0 and 0.0 settings swapped.

4.3.2.3 Loss Function

Upon transferring the trained CNN and re-training with a target dataset, an extractor for ac-

quiring image features is obtained. Several types of CNN models can be used as extractors;

however, the complexity of the dataset and the allowable computational cost are the determining

factors. In this research, the GoogleNet Inception V3 model [128] is used as an extractor based

on the original study [86].
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Global weighted average pooling (GWAP) [129] is performed using the image features ex-

tracted from the CNN and the grid weight map. This implies replacing the global average

pooling (GAP) layer remaining after the final convolutional layer of a general CNN with the

GWAP layer. To extract high-quality image features, the idea of delicately handling the fea-

tures for each grid is effective [130]. This GWAP operation significantly reduces the problem

of capturing noise caused by the GAP layer, which is not considered in numerous related meth-

ods [86, 28]. Assuming K as the dimension of the embedded space, the embedded representation

of image xf ∈ RK in the foreground can be calculated as follows:

xf = WIff , (4.1)

ff =
∑

i, j

g(i, j)q(i, j), (4.2)

where WI ∈ RK×D is the transform matrix for converting the image feature vector extracted

from the CNN to image embedded representation (D is the number of dimensions of the final

convolutional layer of the CNN), ff ∈ RD is a weighted image feature vector for the foreground

acquired via the grid weight map obtained from the GWAP layer, g(i, j) is a grid weight for the

(i, j)-th grid corresponding to the foreground, and q(i, j) ∈ RD is the foreground image feature

vector for the (i, j)-th grid obtained from the final convolution layer of the CNN. In contrast, we

calculate the embedded representation of the image in the background xb ∈ RK as follows:

xb = WIfb, (4.3)

fb =
∑

i, j

g′(i, j)q(i, j), (4.4)

where fb ∈ RD is a weighted image feature vector for the background acquired via the grid

weight map obtained from the GWAP layer and g′(i, j) is a grid weight for the (i, j)-th grid corre-

sponding to the background.

In addition, tags attached to datasets can vary in frequency. For example, seasonal tags such

as “spring-style” are frequently added to the entire set of images posted in spring. By contrast,

tags such as “beret” are attached only to the images of people wearing them; therefore, they are

rarely attached to a whole dataset. Typically, infrequent tags are likely to be important factors

that characterize an image (i.e., differentiate from other images). To use this property in this

study, we obtained the embedded representation of the tags v ∈ RK attached to a target image
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using Eq. (4.5) by weighting the tags such that the less frequent tags have a greater effect.

v =
∑

t
wtat, (4.5)

at = WTet, (4.6)

wt =
1/loge(Nt + 1)

∑
t 1/loge(Nt + 1)

, (4.7)

where at ∈ RK is an embedded representation for the t-th single tag among the tags attached to

the target image, WT ∈ RK×C is a transform matrix for converting tag feature vectors with tag

embedded representations (C is the number of tags in the entire dataset), et ∈ RC is an one-hot

vector for the t-th single tag, and Nt indicates the total attachment frequency of the t-th attached

tag to the target image in the entire batch dataset.

Using these features, we realize an operation that focuses only on the foreground (i.e., foreground-

centered learning) and is robust to the noise of the wide and complex background (background

regularization). Thus, the loss function is defined as follows:

L(Θ) =
∑

max
(
0,m − s(x+f , v

+) + s(x+f , v
−)

)

+
∑

max
(
0,m − s(v+, x+f ) + s(v−, x+f )

)

+ β
∑

max
(
0,m + s(x+b , v

+)
)
, (4.8)

where Θ = {WI,WT,V} is a set of parameters to be optimized, V is a parameter set contained

in CNN, s(x, y) indicates the cosine similarity between vectors x and y, and β > 0 is a positive

hyperparameter to adjust the importance of the background regularization term. Furthermore,

the superscript sign + of A+ indicates that A is a variable related to the positive sample, and − of

A− indicates that A is a variable related to the negative sample.

By updating each parameter to optimize the loss function in Eq. (4.8), we obtain a trans-

form matrix for mapping the embedded representation corresponding to each tag and the image

features obtained from the CNN in the same space as the tag.

4.3.2.4 Negative Sampling Based on the Latent Class Model

Among the optimization steps, for each set of an image and tags (positive samples), a set

of an image and tags (negative) is sampled (negative sampling). As in many other studies,
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if sampling is performed with equal probability (i.e., completely random) from all the sets of

images and tags, it becomes difficult to realize efficient and sensitive optimization. Devising

negative sampling to fit the target problem facilitates efficient and effective learning [131, 132].

For example, many studies in areas such as natural language processing [133, 134] and graph

convolution network [135, 136] have devised negative sampling mainly with the aim to reduce

the computation amount. In this study, we additionally improve negative sampling for learning

abstract tags, in terms of effectiveness, efficiency, and sensitivity.

Figure 4.6: Image of a negative sampling

In this study, the first problem is that, as shown on the left in Figure 4.6, candidates including

duplicated tags with positive tags and candidates not including them are treated equally. For

instance, if the tag set containing “autumn-fashion,” “street-style,” and “casual” is a positive

sample, then the other set, set 1 = (“winter-fashion,” “formal,” “black-tone,” and “suits”) and set

2 = (“casual,” “spring-fashion,” “holiday,” and “jeans”), is a candidate for negative sampling.

In this case, set 1 should be sampled because there is a duplication of tags between a positive

sample and set 2. Therefore, in the proposed system, the tag sets that include a duplicated tag

with the positive sample tags are excluded from being candidates for negative sampling.

As shown on the right in Figure 4.6, the set containing “autumn-fashion,” “street-style,” and

“casual” is a positive sample, and set 1 = (“winter-fashion,” “formal,” “black-tone,” and “suits”)

and set 2 = (“relax,” “spring-fashion,” “holiday,” and “jeans”) are the candidates for negative

sampling. Herein, both sets have no duplication of tags with the positive tag set. However, as
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set 2 contains similar tags (e.g., “casual” and “relax”), set 1 should be sampled compared to

set 2. This problem often happens when target tags data include abstract tags (in this case, the

post user in set 2 chose the tag “casual” instead of “relax”). Therefore, in the proposed model,

data related to tags are applied to a latent class model [105, 106], which is a powerful method

for extracting necessary information while compressing complex data [102, 137], and the topic

distribution related to the tags is acquired for each candidate. Moreover, negative sampling

is performed based on the distance of distributions (Kullback-Leibler divergence) between the

positive sample and all negative sample candidates.

The following sample probability pi is given to the i-th sampling candidate by the two pro-

posed methods. Eq. (4.9) is a definition formula of probability p(1)
i that excludes tag sets du-

plicate with a positive sample, and Eq. (4.10) is a definition formula of probability p(2)
i that

considers the distribution of tags similarity between a positive sample and each candidate for

negative sampling.

p(1)
i =




0.0 (if e+Tei > 0),

1.0 (if e+Tei = 0),
(4.9)

p(2)
i =




0.0 (if e+Tei > 0),

DKL
(
qlda(Z|T+), qlda(Z|Ti)

)
(if e+Tei = 0),

(4.10)

where e+ ∈ RC is a bag-of-words representation of the positive tag set, ei ∈ RC is a bag-of-

words representation for the tag set of the i-th candidate, DKL(A, B) expresses Kullback-Leibler

divergence between A and B, qlda(Z|T+) is a topic distribution for the positive sample, and

qlda(Z|Ti) is a topic distribution for the i-th candidate obtained from latent Dirichlet allocation

(LDA) based on the attached tags Ti. Furthermore, the probability pi is normalized and used for

sampling.

Thus, the tag set that does not have duplicate tags with the positive tags and has a distant

meaning from the attached tags is sampled for the negative tag set. Hence, the tag information

is effectively used to realize more efficient and sensitive optimization.
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4.3.3 Creating an Attribute Activation Map

The degree of relevance between the arbitrary single tag embedded representation a ∈ RK and

the arbitrary image embedded representation x ∈ RK is expressed as follows:

s(a, x) =
∑

k

akxk

=
∑

k

ak

∑

d

WIkd f fd

=
∑

k

ak

∑

d

WIkd

∑

i, j

g(i, j)q(i, j)d

=
∑

i, j

g(i, j)

∑

k

ak

∑

d

WIkd q(i, j)d, (4.11)

where ak and xk are the values in the k-th dimension of tag embedded representation a and the

image embedded representation x, respectively. In addition, WIkd , f fd and q(i, j)d are the values in

the d-th dimension of the k-th vector WIk ∈ RD in the transform matrix WI for the image, the

output of the GWAP layer ff ∈ RD for the foreground, and the (i, j)-th grid obtained from the

final convolution layer of the CNN q(i, j) ∈ RD, respectively.

Based on Eq. (4.11), the degree of relevance between the tag and the (i, j)-th grid on the image

is expressed as follows:

M(i, j) =
∑

k

ak

∑

d

WIkd q(i, j)d, (4.12)

and a set of M(i, j) for all grids is called AAM between the image and the tag.

AAM allows users to visually understand where the target tag is related to the target image.

For example, if a user wants to know “what is the casual point on a full-body outfit image A?,”

it can be visually grasped by measuring the degree of relevance between image A and the tag

“casual.”
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4.3.4 Image Retrieval

Image retrieval is realized by adding (positive) and subtracting (negative) a tag to the query

image, and is given by the following Eq. (4.13).

xo= argmax
x

s



∑

i, j

δq(i, j)

(
WIqq(i, j) + ap − an

)
, x


 , (4.13)

δq(i, j) =




1.0 (if Mq
n(i, j)g(i, j) > 0),

0.0 (if Mq
n(i, j)g(i, j) ≤ 0),

(4.14)

where xo ∈ RK is the image embedded representation of the search result, δq(i, j) is a binary output

indicator of whether the (i, j)-th grid in the query image is the computed operation target, qq(i, j) ∈
RD is the output for the (i, j)-th grid of the query image obtained from the final convolution layer

of the CNN, ap ∈ RK is the embedded representation of the positive tag, an ∈ RK is the embedded

representation of the negative tag, Mq
n(i, j) represents the degree of relevance between the (i, j)-

th grid on query image and the negative tag, and gq(i, j) is the weight of the (i, j)-th grid in the

query image.

Based on this calculation, a negative tag is subtracted only in an area highly related to the

specific grid on the query image, and a positive tag is added to that area instead of a negative

tag. The image of this operation is shown in Figure 4.7.

Figure 4.7: Image of calculation between tag and image for retrieval

With this operation focusing on the individual grid, an image can be acquired in which changes

have been made only to the parts that should be changed on the image. This makes it possible

to perform calculations that do not excessively change the entire image in the full-body outfit

image of a person coordinating multiple clothes.
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4.4 Experimental Evaluation

To confirm its effectiveness, the proposed system was applied to actual posted full-body outfit

image data and the tags information attached to each image accumulated in WEAR [5]†. An

evaluation experiment was conducted to confirm the effectiveness of the proposed system in

terms of 1) loss transition, 2) similarity between the embedded representation of the image and

the attached tag, 3) relevance score between foreground/background and each tag (AAM), and

4) evaluation questionnaire for image retrieval results for both experts and non-experts.

4.4.1 Experimental Settings

Table 4.1 summarizes the two types of datasets used in the experiment.

Table 4.1: Summary of dataset features
dataset-1 dataset-2

number of snaps 18,050 15,740
number of unique tag 1,753 1,104
gender of the subject women women
background Contains considerable noise Contains some noise
situation assumption social media social media / e-commerce site

sample

With dataset-1, we verified the robustness of learning on data with a highly complex and

extensive background. With dataset-2, we assessed the effectiveness of the proposed system on

data with a relatively simple background but an extensive range. Dataset-1 comprises images

posted by general users, while dataset-2 consists of images shared by professional users. In both

datasets, each image features a single person, accompanied by an extensive background.

The embedded representation dimension included in the VSE model is set to 64, the learning

rate is 0.001, the number of epochs is 50, the batch size is 32, threshold α for the grid weight map

is 0.1, the parameters for regularization terms β is 0.1, and margin m is set to 0.2. Furthermore,

VGG16 [138] (a CNN with a relatively large number of parameters) and GoogleNet Inception
† WEAR is the largest fashion outfit-sharing application in Japan. On WEAR, a user can search for the fashion

items that interest him/her from over 13 million outfits (as of March 2023).
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V3 (a CNN with a relatively small number of parameters) pre-trained on ImageNet [139] are re-

spectively used as extractor for assessing the impact of CNN. As preprocessing, SSD (extractor:

MobileNet V2 [140]) trained on Open Images OpenImages2 is used for object detection, and

FCN (extractor: ResNet) trained on MS-COCO [141] is used for semantic segmentation. The

number of LDA topics used for negative sampling was set to eight for dataset-1 and seven for

dataset-2 through prior experiments.

4.4.2 Loss Transition

By checking the loss transition for each epoch, we validated the effectiveness of 1) foreground-

centered learning by the grid weight map and 2) negative sampling according to the duplicated

relation and the prior distribution that reflects the co-occurrence of the attached tags. These

two methods are commonly proposed for efficient and sensitive learning. To confirm the indi-

vidual improvement effects in detail, a comparison of the previous method [86] and proposed

methods that changed only the grid weight map (foreground-centered learning) is shown in Fig-

ure 4.8-4.11. GAP represents the previous method, and GWAP(threshold) represents the com-

pletely proposed method. Furthermore, as a comparison method, GWAP(original) excludes the

threshold part of the grid weight map and uses each grid’s probability of the foreground softly.

GWAP(center) learns only the 3/4 range of the center all images are applied.

Figure 4.8: Transition of loss for each epoch (about grid weight map / dataset-1, VGG16)

From Figure 4.8 and Figure 4.9, for datasets with complex and wide range backgrounds

(dataset-1), learning hardly progresses with the previous method (VGG16). In contrast, with

the proposed method and the comparison methods (including foreground-centered learning), the

learning progresses relatively smoothly for each epoch. Moreover, in the case of Inception V3,
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Figure 4.9: Transition of loss for each epoch (about grid weight map / dataset-1, Inception V3)

Additionally, in the case of Inception V3, the proposed method and the GWAP (original) exhibit

more efficient learning progress compared to the previous method, especially when foreground-

centered learning is employed and the position of the foreground is accurately provided. These

results indicate that the proposed approach, which employs foreground-centered learning with

a grid weight map, is a robust method for addressing background noise. However, it is worth

noting that GWAP (center) did not progress smoothly in dataset-1, which can be attributed to

the presence of various human poses in the dataset. In many images, the foreground does not

necessarily fall within the 3/4 range of the center.

Figure 4.10: Transition of loss for each epoch (about grid weight map / dataset-2, VGG16)

As demonstrated in Figure 4.10 and Figure 4.11, we could not confirm the remarkable im-

provement effect of the loss transition based on the grid weight map for the dataset with a

relatively simple background. Therefore, as presented in the next section, we will validate the

proposal from another perspective by confirming the acquired embedded representation in more

detail with respect to dataset-2. All the following experiments will also show the experimental
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Figure 4.11: Transition of loss for each epoch (about grid weight map / dataset-2, Inception V3)

results of dataset-2 and Inception V3, which are relatively proper to learn, and the effectiveness

could not be confirmed only by the loss transition.

Thereafter, to validate the effectiveness of the proposed negative sampling, the result of the

method in which only the negative sampling part is changed (no grid weight map) from the

previous method is shown in Figure 4.12. Herein, random represents a method of completely

randomly selecting negative sampling (previous method), p1 represents a method for performing

negative sampling using Eq. (4.9), and p2 represents a method using Eq. (4.10).

Figure 4.12: Transition of loss for each epoch (about negative sampling / dataset-2, Inception
V3)

Figure 4.12 provides clear evidence that efficient learning is achieved through the additional

changes made to the negative sampling technique. This outcome strongly indicates that the

proposed approach is capable of selecting appropriate negative samples in comparison to the

previous method. Consequently, effective and precise learning becomes crucial for embedding

the full-body outfit image and tags, including abstract tags as the focus of this study. In this
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regard, the rules for excluding duplicate tags and the topic distribution of attached tags by LDA

make valuable contributions.

4.4.3 Detailed Verification of the Effectiveness of the Grid Weight Map

As illustrated in Figure 4.10 and Figure 4.11, for a dataset with a relatively simple background,

the effect of foreground-centered learning by the grid weight map could not be confirmed only

by the viewpoint for the transition of loss. Therefore, we confirm the validity of the proposal

through two types of detailed analyses of the obtained embedded representation while consider-

ing another research perspective.

4.4.3.1 Similarity between Images and Attached Tags

The effectiveness of the proposed method (the effect of foreground-centered learning) using

the similarity of embedded representation for the image and the attached tags obtained from the

proposed method is verified. If it is accurately embedded in the space of the mapped destination,

the image would be embedded around the attached tag. Based on this assumption, in this exper-

iment, the images attached to each tag are defined as the ground truth, and the negative images

are obtained randomly from other images. The number of negative images is 10 times the num-

ber of ground truth. Under this circumstance, top-K = {5, 10, 15} images that are particularly

similar to the embedded representation of each tag are acquired and evaluated on how many

ground truths are included in them. The evaluation indicators are Precision and NDCG. The

experiment is repeated 30 times, and the average of the results is shown in Table 4.2. Moreover,

the t-test was performed between the results of the GAP and other methods, and the significance

level was set to 5%.
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Table 4.2: Summary of evaluation values for top-K images selected using similarity for each

tag

Precision NDCG

top-K 5 10 15 5 10 15

GAP 0.581 0.571 0.555 0.532 0.551 0.549

GWAP
0.602

**
0.607

**
0.603

**
0.554

**
0.581

**
0.587

**

(original)

GWAP
0.700** 0.663** 0.653** 0.637** 0.645** 0.646**

(center)

GWAP
0.659

**
0.631

**
0.621

**
0.604

**
0.614

**
0.615

**

(threshold)

Table 4.2 reports that GWAP exceeds GAP in terms of all indicators, and learning by focusing

on the foreground is an effective method for accurately embedding the foreground and tags in the

same space. In particular, GWAP (center) has the highest accuracy. In dataset-2, a foreground

is included in the central 3/4 area of most images (the background is not included at all). This

outcome suggests that learning progresses smoothly even when completely disregarding the

arms, legs, and clothing edges. Consequently, this result further implies that achieving accurate

learning involves entirely ignoring the background rather than selectively considering clothing

edges while incorporating some background. However, since it is undesirable to disregard the

clothing edge area for fashion interpretation, GWAP (threshold) emerges as the most effective

approach. Subsequently, GWAP (threshold) is comprehensively employed in the subsequent

experiments.

4.4.3.2 Attribute Activation Map

Based on the results, the effectiveness of foreground-centered learning using the grid weight

map was observed. In this section, the effectiveness of background regularization, which is

the third main change proposed in this study, is verified. Unlike the previous two approaches

(foreground-centered learning/negative sampling), background regularization is a method pro-

posed to reduce the relevance of the background and the tag. By reducing the degree of associ-
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ation between the background and the tag, it is anticipated that the likelihood of the background

being colored in the colored AAM will decrease, leading to enhanced user satisfaction.

Specifically, in this experiment, the degree of relevance between all the images in the data

and all the individual tags attached to them is calculated. Subsequently, the degrees of rele-

vance for each foreground and the background area are examined individually. As the back-

ground of dataset-2 is relatively simple, there must always be no relevance between the tag

and the background. Essentially, if the embedded representations of the image and the tag are

learned properly, the acquired embedded representations should exhibit low relevance between

the background and the tag, while demonstrating high relevance between the foreground and

the tag. Table 4.3 shows the result of the average of the relevance between each grid of fore-

ground/background and the attached tags. Herein, GAP represents a method that does not use

the grid weight map at all, GWAP represents a method in which only foreground-centered learn-

ing is performed, and GWAP+reg represents a method in which background regularization is

combined with foreground-centered learning. Moreover, the t-test was performed for the results

of foreground/background, respectively, between the results of GAP and other methods, and the

significance level was set to 5%.

Table 4.3: Overall average of the relationship between tags and foreground, background

foreground background

GAP 0.060 -0.127

GWAP(threshold) 0.063** -0.131**

GWAP(threshold)+reg 0.089** -0.186**

As reported in Table 4.3, unless background regularization is added, even if learning focusing

on the foreground is performed, the degree of relevance will be as high as that of the previous

method. In contrast, with background regularization, a higher relevance is observed between

the grids of the foreground and the attached tags, and a lower relevance is observed between the

background and the attached tags. This result suggests that the contribution of the regularization

of the background with the grid weight map makes it possible to prioritize the foreground over

the background and embed the image and the attached tag closer to each other.

Figure 4.13 (Figure 4.14) presents the outcomes obtained by calculating the degree of rel-

evance between the tag and each grid encompassed within the foreground (background), and

subsequently comparing GWAP+reg with GWAP. Each cell within the figure represents a grid,
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with the numbers denoting the proportion of the grid belonging to the foreground (background).

Cells are highlighted in orange if GWAP+reg yields significant results at the 5% level, in blue

if GWAP demonstrates significant results at the 5% level, and in white if there is no statistically

significant difference at the 5% level. It is expected that each grid within the foreground exhibits

a strong correlation with the attached tags, while each grid within the background displays a

weak correlation with the attached tags.

Figure 4.13: T-test results with and without background regularization for individual grid aver-
age of the relevance between tags and foreground

Based on Figure 4.13 and Figure 4.14, it can be observed that background regularization yields

improved results for most grids in both the foreground and background. Although there were a

few grids that produced inferior outcomes, no grids led to worse results simultaneously for both

the foreground and background across all grids. Consequently, the incorporation of background

regularization ensures that the embedded representations of tags are learned to be distinct from

the background, thereby enabling closer alignment with the foreground. These results provide

clear confirmation that foreground-centered learning and background regularization utilizing the

grid weight map contribute to emphasizing the foreground and de-emphasizing the background

during the learning process.

Considering that the colored background in the AAM is presented to users in real-world ap-

plications, it consistently triggers user skepticism. In the case of GWAP+reg, the relevance

between the background grids and the tag decreases significantly. This finding suggests that

the proposed method, which reduces the likelihood of coloring the background, is more effec-
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Figure 4.14: T-test results with and without background regularization for individual grid aver-
age of the relevance between tags and background

tive than the approach without background regularization when considering the application of

real-world services from the perspective of AAM. Furthermore, with the availability of the se-

mantic segmentation results obtained during the preprocessing stage of our proposed system, it

becomes possible to set the degree of relevance to the background area as 0 before displaying

the AAM results to users. In our experiments, we set the weight parameter β associated with

the background regularization term to 0.1 by prioritizing the minimization of loss. However, by

increasing this parameter, it is conceivable that the superiority of the proposed system can be

extended to a wider range.

4.4.4 Image Retrieval Evaluation

Using the proposed system (including foreground-centered learning, background regulariza-

tion, and negative sampling with Eq. (4.10)), certain tags are added (or subtracted) to evaluation

images, and a user questionnaire verifies this. For evaluation purposes, 21 randomly sampled

full-body outfit images were used for image retrieval, and a questionnaire was conducted. One

abstract tag attached to the target image was subtracted, and another abstract tag was added

instead. This tag was chosen arbitrarily. This questionnaire confirms whether the proposed

system can accurately perform image retrieval operations (via image and tag calculation) on im-

ages containing a wide range of backgrounds and tags, including abstract tags, compared to the
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comparison method [86]. A sample of the questionnaire is shown in Figure 4.15.

Figure 4.15: A sample evaluation questionnaire

Specifically, for each question, we selected the five most prominent search result images from

both the comparison method and the proposed system. Out of the ten images presented, the

images that the participants considered as correct search results were chosen (allowing for du-

plication). The average number of selected images was calculated and compared between the

two methods. A perfect score would be 5.0, indicating that the participants selected all five

images. We categorized the participants into four types of experts, as presented in Table 4.4.

However, it is important to note that some participants possessed multiple areas of expertise,

leading to their inclusion in multiple expert groups. Considering these conditions, we provide

the summarized survey results from a total of 58 participants in Table 4.4.
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Table 4.4: Result of questionnaire on outfit image retrieval

number comparison proposal

experts: subjects have an experience
10 0.919 1.880

working in fashion shops or companies

experts: subjects have a confident
13 0.915 1.695

in fashion and fashion knowledge

experts: subjects have an experience
17 1.103 1.885

posting fashion items on social media or blogs

experts: subjects sometimes
24 1.009 1.781

called fashionable from around them

non-experts 21 1.199 1.927

Table 4.4 reports that the proposed system achieves more appropriate image retrieval results

regardless of the group. Compared to other groups, subjects belonging to a group confident in

fashion tend not to judge several images as correct answers; however, the proposed system still

showed better results compared to the comparison method.

Furthermore, examples of image retrieval results are shown in Figure 4.16.

The aforementioned two examples illustrate the utilization of the image retrieval function

with specific tags. For example, if the query image, which features a person wearing jeans and

a khaki shirt, has the “khaki” and “casual” tags attached, removing the “khaki” tag and adding

a “yellow” tag would retrieve images of individuals wearing jeans and a yellow shirt, while

still maintaining the casual style. Conversely, removing the “white” tag from a query image

with a “white” and “formal” tag (depicting a person wearing a white shirt and black trousers)

and adding a “yellow” tag would retrieve images of individuals wearing black trousers and a

yellow shirt, while preserving the formal ambiance. These examples demonstrate that operations

involving specific tags can be reasonably executed to a certain extent.

In addition to the aforementioned examples, the results of image retrieval using abstract tags,

which constitute one of the primary objectives of this research, are presented. For instance,

removing the “casual” tag from the left query image and adding a “formal” tag would retrieve

images featuring black trousers and a green shirt, thereby maintaining a formal atmosphere.

Furthermore, if the “adult-casual” tag is added, the green shirt would be replaced with a longer

green item, resulting in the retrieval of full-body outfit images with a more mature overall ap-

73



Chapter 4. Automatic Fashion Image Interpretation via Fashion Intelligence System

Figure 4.16: An example of image retrieval

pearance. The outcomes illustrated in Figure 4.16 indicate that the proposed system generates

appropriate results for image retrieval.

By utilizing such an image retrieval function, even non-expert users can interpret fashion-

specific abstract tags. This interpretability is expected to enhance users’ interest in and moti-

vation for fashion, potentially influencing their purchasing behavior. Furthermore, experts are

anticipated to make new discoveries and expand their perceptions through the use of this system.
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4.5 Additional Analysis

Because the proposed model can acquire embedded representations for each image and tag

in the same projective space, it is possible to perform multifaceted analyses other than analysis

related to image retrieval. Moreover, analyzing these results is also useful for the interpreta-

tion/understanding of fashion and planning marketing strategies. This section analyzes the em-

bedded representations obtained by applying the proposed system to actual data in more detail.

Moreover, we clarify the usefulness of applying the proposed model to real-world services.

4.5.1 Ranking-Based Image Retrieval Using the Relevance Score

In addition to the aforementioned image retrieval function using images and words, searching

for images with a particularly high (low) relevance to the tag is also possible. An example is

shown in Figure 4.17.

Figure 4.17: An example of ranking-based image retrieval using relevance score

For example, outfits with a higher relevance score with the “yellow” tag tend to have a higher

proportion of the yellow part in the entire image. On the contrary, if the score is low, outfits

including only a few parts of yellow appear. In the previous system, it was only possible to

show all images with the tag “yellow” in a batch; however, using this function, it is possible

to search for clothes based on the user’s purpose, such as “I want to find a yellow atmosphere

as a whole,” or “I want to incorporate yellow only for one point.” Images can also be searched
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by the degree of relevance to abstract expressions, such as “casual,” “office-casual,” “beauty-

casual,” and “adult-casual,” and scenes, such as “wedding-party.” For example, denim tends

to be included especially for casual outfits, and light-colored long coats and long skirts tend to

be included for less casual outfits. Outfits that are highly relevant to the wedding also tend to

include one-tone dresses that are not extremely bright and outfits with low relevance tend to

include patterned dresses and dresses that are excessively bright in color. By utilizing this result,

the user can determine outfits that should be worn, especially for the wedding party, and identify

the more suitable outfits for office.

4.5.2 Visual Interpretation of Abstract Tags by AAM

AAM allows for understanding which region on each image is relevant to a tag. This function

supports the visual interpretation of the meaning of abstract fashion-specific tags. In this section,

certain tags, including abstract tags, are visually interpreted using AAM. An example of the

result is shown in Figure 4.18.

As shown in Figure 4.18, it is possible to visually interpret which area on the image the tag

attached to each full-body outfit image has high relevance. For example, regarding the AAM

between the specific tag “yellow” and each image, the importance of actual yellow regions on

the image becomes more prominent; thus, appropriate results can be obtained. In addition, for

“office-casual” clothing, shoes seem important for all images. Moreover, the rightmost image is

particularly “office-casual” for the full-body image.

Thus, it has become possible to visually interpret abstract fashion terms that are difficult for

users to interpret and understand their relevance to the full-body outfit image. This functionality

is expected to improve the understandability of coordinated images, generate interest in fash-

ion, and encourage users to engage in activities such as studying fashion and making clothing

purchases in real-world services.

4.5.3 Checking the Average of AAM

In the previous section, AAM was computed for individual combinations of images and tags.

By calculating the AAM for all images with individual tags and averaging the results, it becomes

possible to identify which areas of an image are more likely to be associated with a particular

tag. Figure 4.19 presents several examples of the average AAM.
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Figure 4.18: An example of visual interpretation of tags using AAM

From Figure 4.19, it can be observed that specific tags such as sneakers, denim, and dresses

tend to exhibit higher relevance in the corresponding areas of the image. This result suggests

that, at least for specific tags, the embedded representations can be accurately obtained by con-

sidering the relevance of the image features. Conversely, it is challenging to determine from

this figure whether abstract tags have been learned effectively. However, for instance, it can be

observed that the feet are significant for the tag “office-casual.” Based on this finding, when

examining images associated with the “office-casual” tag, a considerable number of them were

found to depict high-heeled shoes. Thus, the average AAM can be utilized to gain an overview

of the features across all images associated with a specific tag and facilitate the interpretation of
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Figure 4.19: An example of average AAM for each tag

individual images. This enables users to anticipate the importance of paying attention to their

feet when they have questions such as “what does office casual mean?”

Furthermore, the usefulness of the average AAM may be questionable for expressions like

“casual” where the significance varies significantly depending on the combination of multiple

clothing items. Although this result may not have direct marketing implications, it serves as a

testament to the success of the learning process.

4.6 Discussion

4.6.1 Considerations Based on Experimental Results and Additional Analyses

Considering the aforementioned experimental results, we can provide the following summary.
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• The proposed system can properly learn even for complicated datasets (the full-body outfit

images, a wide range and noisy backgrounds, and various tags, including abstract tags,

compared to the conventional method.

• Each major improvement point (foreground-centered learning, background regularization,

and negative sampling) contributes to appropriate learning.

• The proposed system realized a more accurate image search by observing the image re-

trieval results using the calculation operation of obtained embedded representations.

Furthermore, in the additional analysis for the obtained results, we clarified that the following

analysis could be achieved by applying the proposed system to real-world service data.

• By visualizing the degree of relevance between each image (area) and each tag, it is pos-

sible to interpret which area corresponds to the tag, even for abstract tags.

• By visualizing the average value of the degree of relevance for each tag and all the images

that the tag attached, the proposed system can embed tags and images in the same space

appropriately to some extent.

These analyses confirmed that the proposed system successfully learned fashion-specific knowl-

edge contained in complex datasets. Moreover, the results suggest the potential to obtain valu-

able insights for users in real-world services by analyzing the obtained results from various

angles. These multifaceted features are expected to provide online support to users, thereby

achieving the purpose of this research.

4.6.2 Comparison with Conventional Studies

As mentioned in the related research section, the reason for recommending “the user seems

to prefer this area in this item” can be obtained by the explainable recommendation methods

using image information. However, it is unclear whether such information is what the users

really desire. In contrast, the system proposed in this study makes it possible for users to obtain

the information they truly desire to obtain by themselves because of fashion-specific abstract

expressions. Specifically, it is possible to obtain information such as “the casual point of this

outfit is this area” or “if you make this outfit a little more casual, the answer is this outfit.”

This capability of the system truly assists users in understanding fashion, motivating them to
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make purchases, and aiding them in making informed decisions. In addition, the main task of

the conventional image retrieval task was to search for similar items from the single clothes

images dataset or for similar outfits from the outfit images dataset. These are easy tasks even

for non-experts to understand. Moreover, there were also tasks such as Figure 4.16 that search

for the single item image by adding an image and specific words (such as “short-sleeves” and

“black”); however, this is also an easy task even for a non-expert. In contrast, in this study, full-

body outfit image retrieval is realized by adding a tag containing abstract expressions peculiar

to the fashion domain. It also provides other functions, such as a visually understanding support

function for fashion-specific expressions using AAM. Compared to conventional studies in the

fashion clothes retrieval field, our study offers multiple functions that can genuinely assist users

based on their specific needs.

Thus, this study proposes a novel task of “automatically interpreting the fashion domain,”

which is completely different from the conventional explainable recommendation and image

retrieval task. This unique aspect represents a major contribution of our research, making it

valuable in this field.

4.6.3 Model Structure Considerations

As a major feature of the proposed model structure, the person area detection and semantic

segmentation need to be performed as preprocessing steps, which are then used as inputs. While

person area detection is generally applied as a preprocessing step in several studies, foreground

and background classification can be performed using methods such as learning semantic seg-

mentation tasks with the same model, detecting regions for each clothes item part in advance and

learning them individually, or introducing a self-attention mechanism to distinguish foreground

and the background within the model. However, to ensure practical application, this study fo-

cuses on the simplicity of the model. Furthermore, in the target data, the foreground is a person.

If the grid in which the person is reflected can be fortunately detected, then the foreground/back-

ground separately learning becomes possible. As it is easy to use a public pre-trained model for

semantic segmentation recently, it is possible to eliminate the trouble of preparing a separate

dataset for semantic segmentation task. Furthermore, suppose accurate foreground and back-

ground information are obtained in advance. In that case, it is better to be able to focus on the

main task of “fashion interpretation” rather than learning multiple tasks at the same time. The
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accuracy of the preprocessing was confirmed only visually this time. However, unlike the image

where a person is small and, in the corner, only one person is shown in the center, so semantic

segmentation in pre-progressing is not difficult. Therefore, this task’s accuracy will not be a

problem in this study.

Commonly, the exclusion of background during learning is one of the major issues in image

processing. Foreground-centered learning using the grid weight map and background regular-

ization proposed in this study can be applied to all models using CNN (including the GAP layer).

Therefore, the proposal of this versatile method is one of the major contributions of this research.

Furthermore, the advantage of utilizing the separately obtained grid weight map extends be-

yond the ability to focus on the primary objective of interpreting fashion. It also allows for the

adjustment of the degree of relevance between a tag and the background in the AAM, even if it

becomes substantial. This advantage becomes particularly crucial when presenting the AAM to

users in a real-world online service. If the importance of the background area is emphasized ex-

cessively, it can create a sense of distrust among users. In essence, employing a grid weight map

for AAM provides a significant practical advantage in ensuring the appropriate balance between

foreground and background elements.

4.6.4 Loss Function and Regularization Term Considerations

In the experiment conducted in this study, the hyperparameters α and βwere set to 0.1 and 0.1.

The transition of the loss term and the regularization term at that time is shown in Figure 4.20.

Figure 4.20: Variation of loss terms and regularization items with number of epochs

Figure 4.20 reveals that the regularization term has almost no adverse effect on the whole

loss function because both steadily decrease in this condition and setting. If α is set as an
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extremely large value, the area wherein people are shown will also be treated as the background.

Therefore, the threshold should be set by comparing the obtained grid weight map with the

corresponding image. Similarly, setting β to an extremely high value would lead to interference

between the subtask of maintaining distance between the background and the tag and the main

task of bringing the foreground and the tag closer (see Figure 4.21). Considering a potential risk

of adversely affecting the entire loss function due to the background regularization term, careful

consideration is necessary while monitoring the transition of the overall loss and the background

regularization term.

Figure 4.21: Variation of loss terms with number of epochs and hyperparameter β

4.6.5 Image Retrieval Improvement Considerations

To realize more sensitive fashion interpretation learning, it is conceivable to embed images for

each clothing part (collar, sleeves, torso, and legs) individually or to perform search calculations

for each part individually. However, in the target dataset, each tag is attached to a combination

of full-body clothes, making it inappropriate to learn for each individual item. Although the

problem can be avoided if all parts are comprehensively trained with one model, it results in

a complex model. Particularly, challenges arise when it comes to effectively combining the

features of each part. On the other hand, the multifaceted evaluation experiments and analyses

conducted in this study indicate that the proposed system may have some degree of usefulness,

suggesting that it can serve as a reasonable starting point in the field of “fashion intelligence.”

Future efforts to improve accuracy should consider this trade-off between enhancing sensitive

learning and managing model complexity.
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To combine self-attention mechanism for embedding attributes [8, 142] and hashing (tag com-

plementation) algorithm [143, 144, 145, 146] simultaneously as learning a model for visual-

semantic embedding can also be considered. However, because each factor is a research area that

has been deeply tackled as an independent field, comprehensive learning of these technologies

with one model leads to the complexity of the model. For example, for hashing, it is necessary

to properly learn visual-semantic embedding while ensuring the accuracy of tag completion. In

brief, it is necessary to consider the trade-off between accuracy and model complexity.

4.6.6 Considerations Regarding Actual Service Application

Regarding the image retrieval experiments on dataset-2 and interpretation with AAM, the

results obtained were definitive. However, in another experiment (not published in this paper)

on dataset-1, it was difficult to obtain an intuitive image retrieval result and AAM. Thus, even if

the learning progresses well against ground truth tags, the excessive variety of attached tag noise,

background, and pose makes learning extremely difficult. Accurate interpretation for datasets

that contain such large amounts of noise is reserved for future research. On the contrary, it is now

evident that accurate interpretations and useful results can be obtained by carefully selecting

a suitable dataset in advance, as demonstrated by dataset-2. This implies that the proposed

model can effectively support e-commerce site users dealing with images with minimal noise.

Moreover, it can also be utilized in the context of social media by selectively choosing the data,

as demonstrated by dataset-2. Therefore, the proposed system holds great potential for practical

applications.

4.7 Conclusion of this Chapter

In this chapter, we introduced a novel research area called “fashion intelligence” and proposed

a fashion intelligence system that enables the interpretation of abstract fashion attribute infor-

mation. The proposed system is based on a visual-semantic embedding method, incorporating

foreground-centered learning, background regularization, and negative sampling based on dupli-

cated relations and prior distributions that reflect the co-occurrence of attached tags. The system

utilizes various methods such as image retrieval using rich tags (including abstract tags), sim-

ilarity calculation for full-body outfit images, and visual interpretation support through AAM.

The effectiveness of the proposed system was demonstrated by applying it to real-world service
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datasets and conducting evaluation experiments. The experimental results analysis highlights

the proposed system’s potential in reducing fashion-related ambiguity and complexity, including

the reliance on subjective judgments, thereby supporting users in understanding and interpret-

ing fashion items. Furthermore, the proposed system has promising applications in real-world

scenarios, supporting fashion studies and facilitating online user purchasing activities.
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Chapter 5

Fashion Intelligence System Considering Parts by Par-

tial Visual-Semantic Embedding

This chapter proposes a new model acquiring embedded representations corresponding to each

part in a full-body clothing image. Through various experiments, we will explain that the pro-

posed model realizes a more powerful fashion intelligence system.

5.1 Purpose of this Chapter

Unlike offline shopping, when browsing fashion items online, users must interpret fashion

images to resolve difficult questions that arise in their minds without help from the shop atten-

dants. The shopper typically asks the following questions: 1) “what would this outfit look like

if it were more formal?”, 2) “how office-casual is this outfit?”, and 3) “what makes this outfit

street?”, Even experts find it difficult to answer these questions. This ambiguity inherent in the

fashion field may hinder the users from pursuing their interest in the fashion industry, making it

difficult for them to explore new genres of clothing. Therefore, automatically obtaining answers

to these questions is expected to arouse interest among users and broaden their perceptions,

helping them interpret fashion clothing.

In this regard, as mentioned in Chapter 4, we proposed a “fashion intelligence system” to

aid the interpretation of these terms in various applications by employing a VSE model [8].

This system helps users obtain answers to ambiguous questions by clarifying the relationships

between the full-body outfit images and various verbal expressions, including ambiguous ex-

pressions specific to the fashion domain. Answers to ambiguous questions from users (such as

Questions 1―3 above) can be obtained by embedding a full-body outfit image and tag informa-
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tion attached to the image in the same projective space and using the embedded representation of

the image and tags in this projective space. By enabling users to obtain answers, the ambiguity

inherent in fashion can be reduced to support users in their fashion-related decisions and actions,

e.g., what to wear and which items to purchase.

Figure 5.1: Image of fashion intelligence system

Full-body outfit images consist of many elements (parts), such as hair, tops, trousers, skirts,

and shoes. Furthermore, the pose of the subject is diverse, and fixed parts do not appear in

fixed patches. However, the VSE in [8] has a simple model structure that maps the full-body

outfit image to the projective space as a batch. One of its greatest limitations is obtaining the

embedded representation corresponding to each part. The problem caused by this limitation is

that the AI model cannot answer the questions that users truly want answered: 4) “what would

the outfit look like if I changed the top to make it a little more formal?”; and 5) “how casual

is this jacket?” Specifically, image-retrieval results should not show images in which changes

are made to the entire body [147] because users consider how to dress based on the outfits they

already have.

In this study, we propose a partial VSE (PVSE) model that enables the acquisition of embed-

ded representations corresponding to each part of a full-body outfit image while maintaining a

simple model structure and a low computational complexity. The proposed model retains previ-

ous practical application functions and enables image-retrieval tasks in which changes are made

only to specified parts (answering Question 4) and image reordering that attentively focuses on
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the specified parts (answering Question 5). This is not possible with conventional models. We

demonstrate that the proposed model has superior functionality to conventional models through

multiple quantitative evaluation experiments and qualitative evaluation analyses using real-world

service data.

The main contributions of this study are as follows: 1) We devised a PVSE model that can map

a full-body outfit image and rich tags onto the same projective space and obtain an embedded

representation corresponding to each part in the full-body outfit. Consequently, the proposed

model handles the unique characteristics of full-body outfit images and realizes a novel par-

tial fashion intelligence system. 2) As indicated by multifaceted unique evaluation experiments

using real-world data, the simple structure of the proposed model contributes to mapping opera-

tions more accurately while maintaining the computational complexity of the conventional VSE

model. 3) The proposed model maintains three practical application functions. These support the

user’s fashion interpretation (as does the conventional model). It also identifies image-retrieval

and image-reordering tasks that attentively focus on specific parts (which cannot be identified

by the conventional model) through multifaceted analysis experiments and examinations using

real-world data. Consequently, the proposed model reduces the ambiguity and complexity in-

herent in fashion through various visualization methods and supports the marketing activities

and fashion decisions of users.

5.2 Preliminaries

5.2.1 Problem Setting

The images targeted in this study are full-body fashion outfit photos of a single person dressed

in various items (parts), taken against various backgrounds. Full-body fashion outfit images have

the following unique characteristics:

• A full-body outfit can be thought of as a set consisting of multiple individual items. This

set always includes the items necessary for a full-body outfit.

• Each item satisfies the item category-level compatibility condition. Specifically, the shirt

included in image A can be replaced with other shirts but cannot be replaced with a hat or

sneakers.
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• The poses of the people in the images are diverse, i.e., fixed parts do not appear in fixed

patches.

When creating a full-body fashion outfit, the relationships between each item should be con-

sidered, and it is necessary to be able to handle difficult questions such as, “how should I change

the upper-body (using the replaceable alternative items)?” In addition, this study focuses on the

use of full-body outfit images instead of individual item images linked by a special reference

database that records compatible combinations of each item. However, some special handling

is essential because the region that shows each item is different in each image. Furthermore,

because data generally accumulated in the contemporary world are full-body outfit images, a

specific model that handles these characteristics is indispensable. Therefore, current adaptations

of existing models from other fields cannot handle the specific characteristics of these full-body

outfit images.

Furthermore, multiple tags (natural language expressions) are attached by the user posting the

image as attribute information. The given tag information contains a mixture of specific and

ambiguous tags with the characteristics listed in Table 5.1.

Table 5.1: Characteristics of specific tags and ambiguous tags
Type Characteristic Examples

Specific Once attached, it is always the correct tag
regardless of the sensibility of the contrib-
utor

hat, denim, skirt, t-shirt, sneaker, etc.

Ambiguous Its uncertainties depend on the sensibility
of the contributor

formal, casual, office-casual, kawaii,
spring-style, dating-style, etc.

For instance, as per the opinion of contributor A, if image A is completely “kawaii,” the

“kawaii” tag can be added by contributor A. Conversely, if contributor B feels that image A is

only partially kawaii, the “kawaii” tag may not be added by this contributor. In addition, if the

expression “cute” seems more appropriate than “kawaii” to contributor C, they would add the

tag “cute” instead of “kawaii.” Thus, a target full-body outfit image includes not only specific

tags but also abstract tags. The ambiguous natural language expressions are one of the major

reasons why users find the fashion domain difficult.

In recent years, a massive number of posts about fashion, which consist of full-body outfit

images and multiple tags attached to the photos and include the realistic trends of the time, have

been posted by a high number of users on social media and e-commerce sites. Thus, a model
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that can extract practical fashion knowledge from these data and interpret ambiguous expressions

peculiar to fashion would be a powerful tool for users. However, it is impossible to implement

a partial fashion intelligence system simply by applying image processing models proposed in

other fields because of the abovementioned characteristics peculiar to full-body outfit images.

Therefore, one of the essential contributions of this study is to handle these characteristics and

propose a model that can provide powerful application functions.

5.2.2 Part-by-Part Learning of Fashion Style Images

There have been studies wherein fashion images of each item included in a full-body outfit

were independently learned, and items were recommended based on the compatibility between

different types of items [148, 149, 150, 151]. Furthermore, studies have derived which combi-

nation of candidate (in a wardrobe) items match [152, 153]. Moreover, studies that search for

other items that match a query item [154, 155, 156] have been reported.

Although these tasks are concerned with the fashionable combinations of items, our study

focused on the following: “what happens if this casual outfit becomes more casual?” and “how

casual is this outfit?” Thus, the focus of this study is fundamentally different. Furthermore, that

each item is independently applied to a backbone model, such as a convolutional neural network

and vision transformer (ViT) [157], is a significantly different aspect of our study, which focuses

on directly learning full-body outfit images. These studies are also remarkably different because

the computational cost of the backbone model increases with the number of items, and experts

are needed to perform large-scale labeling to determine the items that match with other items.

This is a significant hurdle when considering an application to serve in the fashion industry,

where trends change rapidly.

In social media data, it is almost impossible for a full-body outfit image (one post), where

real trends in fashion have accumulated most recently, to be linked to the data on individual

items. The problem caused by this limitation is that the model cannot answer the questions

that users truly want answered. Acquiring the features of each part from a single full-body

image, as envisioned in this study, is particularly desirable when e.g., analyzing social media

data (which are useful for e-commerce site data). Studies in person re-identification have used

segmentation-based methods to extract the features of each part of single full-body images [158,

159]. However, such studies are different from this study because they include operations to
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mix the features of each part because ordering the parts to correspond to each dimension of the

final required features is unnecessary. Furthermore, another method extracts a bounding box for

each body part from a single image by detection and performs learning for each part [160, 161].

However, this detection-based (patch-based) method is less sensitive than the segmentation-

based method, and the computational complexity necessary for applying each part to a large

network remains challenging.

Conversely, several fashion image generation approaches have been studied based on shape

features obtained by semantic segmentation and capturing features for each part [147, 162, 163,

164]. Particularly, [147] performed excellent work based on the claim that “making minor

changes to fashion is important to become fashionable.” However, these approaches are based

on image generation (i.e., items that do not strictly exist are generated), and the research does

not focus on attributes (expressions) but on the question, “to become fashionable what minor

changes should be made to the target full-body outfit?” In contrast, this study is different in that

the approach is to search for fashion images consisting only of existing items. This approach

is more useful for real-world applications, where the end-user is the target because it avoids

the problem of presenting items that do not exist. In addition, the flexibility to answer various

questions, such as “how do I make it casual?,” “how do I make it office-casual?,” and “how do I

make it adult-casual?”

5.3 Methodology

5.3.1 Model Architecture

The structure of the entire model is shown in Figure 5.2.

The key feature of the proposed model is the inclusion of an architecture that considers a

full-body outfit image as a collection of fashion items (parts) and acquires the embedded rep-

resentation corresponding to each part. A simple but effective architecture is obtained by ex-

tending foreground-centered learning [8] and combining the grid weight map corresponding to

each part obtained from the semantic segmentation model and the embedded image feature with

global weighted average pooling (GWAP) [129]. With this method, regardless of the number

of parts into which the full-body outfit image is divided, the number of times that the backbone

model is applied to each image per epoch can be limited to only one. This avoids increasing the

computational complexity.
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Figure 5.2: Structure of a prototype of our partial visual-semantic embedding model proposal

5.3.2 Part-by-Part Grid Weight Map Acquisition

The semantic segmentation in this study entails calculating the probability of the fashion

item appearing in each pixel. The part with the highest probability for each pixel is consid-

ered part of that pixel. Here, the grid refers to the area where the target image is divided

vertically into I and horizontally into J. The grid weight map for the l-th part is defined as

Gl = {g(1,1),l, ..., g(i, j),l, ..., g(I,J),l} when the number of all parts is defined as L. N(i, j),l is de-

fined as the count of the l-th part of the pixels contained in the (i, j)-th grid and g(i, j),l =

N(i, j),l/
∑I

i=1
∑J

j=1 N(i, j),l. Differently expressed, g(i, j),l is the percentage of pixels in the (i, j)-

th grid out of all the pixels in the l-th part. The grid weight map Gl achieves precise learning for

each part.

5.3.3 Parameter Optimization

The dataset used in this study consisted of a single full-body outfit image to which multi-

ple tags were assigned. The image was embedded using the image features obtained from the

backbone model and a grid weight map. Eq. (5.1) was used to obtain a concatenated embedded
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representation of the features for each part of each image.

x = [x̂1; · · · ; x̂l; · · · ; x̂L] , (5.1)

x̂l =

I∑

i=1

J∑

j=1

g(i, j),lWI,lf(i, j), (5.2)

where [a; b] is the concatenate operation between vectors a and b, x ∈ RKL is the embedded

representation (vertical vector) of the full-body outfit image, and x̂l ∈ RK is the embedded

representation (vertical vector) of the l-th fashion item part in the image. K is the number of

dimensions of the embedded representation for each part. WI = {WI,1, · · · ,WI,l, · · · ,WI,L|WI,l ∈
RD×K} is a set of transformation matrices for mapping image features (vertical vector) of the

(i, j)-th grid f(i, j) ∈ RD obtained from a backbone model into the projection space, where D

is the number of dimensions of the obtained image feature from the backbone model. All the

vectors defined in this study are vertical vectors unless specified otherwise. This operation

makes it possible to proceed with subsequent learning based on the understanding of the parts

that correspond to each dimension of the embedded representation to be acquired. Specifically,

the embedded representation of the full-body outfit image x can be conceived as a concatenation

of the embedded representations of L parts x̂1, · · · , x̂l, · · · , x̂L by Eq. (5.1). Thus, it is clear

which part each element of x refers to. Therefore, an operation such as changing only a specific

part while leaving other parts unchanged is possible by changing only the l-th part of embedded

representation x̂l in the full-body outfit image embed representation x. Thereby, it realizes an

embedded representation model that is extremely easy to handle.

The embedded representation of the tag set assigned to an image is heuristically weighted

to generate an embedded representation considering the bias in the frequency with which each

tag is assigned to the entire dataset. The heuristic weighting rule is based on the assertion that

“tags appearing infrequently in the overall dataset are more likely to be important elements that

characterize the image (differentiate it from other images).”

v =

T∑

t=1

wtv̂t, (5.3)

wt =
1/log(Nt + 1)

∑T
t=1 1/log(Nt + 1)

, (5.4)

where v ∈ RKL is the embedded representation of the tag set, v̂t ∈ RKL is the embedded repre-
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sentation of the t-th single tag, Nt indicates the total attachment frequency of the t-th attached

tag to the target image in the entire mini-batch, and T is the total number of tags included in the

target image.

By optimizing Eq. (5.5), which includes the aforementioned features, the full-body outfit

image, and the attached tags are mapped into the same projective space, and the embedded

representation for each part corresponding to the full-body outfit image and the embedded rep-

resentation for the tags are obtained.

lnpair&ang(O) = lnpair(O) + λ
(

1
2N

N∑

n=1

log
(
1 +

∑

m"n
exp{ fang(xn, vn, vm)}

)

+
1

2N

N∑

n=1

log
(
1 +

∑

m"n
exp{ fang(vn, xn, xm)}

))
, (5.5)

lnpair(O) =
1

2N

N∑

n=1

log
(
1 +

∑

m"n
exp{xn

+vm − xn
+vn}

)

+
1

2N

N∑

n=1

log
(
1 +

∑

m"n
exp{vn

+xm − vn
+xn}

)
, (5.6)

where O = {V,WI,WT} is a set of target parameters to be optimized, V is a parameter set

contained in the backbone model, WT ∈ RH×KL is the transform matrix from a bag-of-words

representation to the t-th tag-embedded representation v̂t, and H is the number of unique tags

in the entire dataset. Additionally, N is the number of positive samples in the batch data. Fur-

thermore, λ is a positive hyperparameter that compensates for the N-pair loss [165] and angular

loss [166], and α is the angular loss margin (angle). Each embedded representation is normal-

ized when calculating the loss. The detailed operation of fang(·) is described in Eq. (5.8) after

the derivation process. In addition, note that the number T in Eqs. (5.3)–(5.4) is variable for

each target image when calculating vn and vm. For example, Eq. (5.3) can be expressed as

vn =
∑Tn

t=1 wtv̂t strictly in the case of the n-th tags embedded representation vn where Tn is the

total number of tags attached to the n-th image.

The loss function is defined by combining N-pair loss and angular loss, which is more stable

than the triplet loss [167] employed in many VSE models. The loss is calculated, as shown in

Figure 5.3.

In the N-pair loss, all positive samples in the mini-batch, except for the positive sample corre-

93



Chapter 5. Fashion Intelligence System Considering Parts by Partial Visual-Semantic Embedding

Figure 5.3: Images of N-pair loss & angular loss

sponding to the target anchor sample, are treated as negative samples and trained to move away

from the anchor sample. This system allows us to use numerous samples in a single training

session without increasing the computational complexity, thereby achieving stable learning.

Angular loss considers the relative positional relationship (angle) between the anchor and

positive and negative samples to achieve stable learning. As shown in Figure 5.3(b), triangle

,cmn is structured by 1) midpoint c (coordinate vector ec) between anchor point a (coordinate

vector eanc) and positive point p (coordinate vector epos); 2) negative point n (coordinate vector

eneg); and 3) point m (coordinate vector em) on hyperplane P perpendicular to edge nc and on the

circumference of the circle of radius ac(cp) centered at point c and is used to achieve learning by

considering the relative positions of the anchor, positive, and negative. The basic concept is that

by making the angle ∠cnm smaller than the margin α, the gradient works in two directions (1

and 2 in Figure 5.3). The negative sample moves away from the anchor sample and the positive

sample moves closer. This concept is expressed through trigonometric functions, as expressed

by Eq. (5.7).

tan ∠cnm =
||em − ec||
||eneg − ec||

=
||eanc − epos||
2||eneg − ec||

≤ tanα, (5.7)

where ||em − ec|| = ||eanc−epos ||
2 is established because the edge cm is half of the diameter ap.
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Eq. (5.7) is expanded in Eq. (5.8).

fang(eanc, epos, eneg)

= ||eanc − epos||2 − 4||eneg − ec||2 tan2 α

= 4(eanc + epos)+eneg tan2 α − 2eanc
+epos(1 + tan2 α), (5.8)

where the coordinates of point c are expressed as ec =
||eanc+epos ||

2 , and the constant terms that

depend on the value of e are dropped in the process of unfolding. Eq. (5.5) was derived by

extending this angular loss to N pairs (batch angular loss) and combining it with the N-pair loss.

5.3.4 Image Retrieval

Images can be retrieved using image- and tag-adding or subtracting operations because the

proposed model maps tags and images into the same projective space. Basic image retrieval

is accomplished by adding (positive) and subtracting (negative) tags to the query image and is

expressed as Eq. (5.9).

xo = argmax
x

s
(
xq + vpos − vneg, x

)
, (5.9)

where xo, xq ∈ RKL denote the embedded representation of the output and query images re-

spectively, vpos, vneg ∈ RKL are the embedded representation of the positive and negative tags

respectively, and s(x, y) indicates the cosine similarity between vectors x and y. This operation

enables, for example, an image search for “I want to know the coordination of office casual by

subtracting the casual element from the target coordination.”

However, image retrieval based on the above calculation is a function that is also provided

in the conventional VSE model in [8] and cannot meet the detailed needs of users who want to

make minor changes only to the tops. In contrast, the proposed PVSE model allows the user

to know the parts to which each dimension in the embedded representation of images and tags

corresponds. Using this advantage, delicate image retrieval, which makes changes only to the

parts specified by the user, is achieved by adding or subtracting the embedded representation of
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the tag, as expressed in Eq. (5.10).

ṽpos,k =




vpos,k (if. k ∈ Kq),

0.0 (otherwise),
(5.10)

where vpos,k denotes the k-th element of vpos, and Kq is the set of dimensions corresponding

to the query parts (target parts to be modified) specified by the user. Additionally, ṽpos ∈ RKL

constructed by each element ṽpos,k is used instead of vpos in Eq. (5.9). In addition, the negative tag

ṽneg ∈ RKL is also calculated by the same operation. Therefore, this simple operation Eq. (5.10)

realizes image retrieval by focusing on a specific part.

Furthermore, a positive tag and its corresponding negative tag must be specified to maintain

the overall atmosphere of the query image in the conventional image and tag computation for

retrieval using the VSE model. However, the overall atmosphere can be maintained by the

embedding representation of dimensions corresponding to parts other than the specified parts

with the embedding representation obtained from the proposed PVSE model. Therefore, even

without selecting a negative tag, Eqs. (5.10)–(5.11) and (5.12) enable image retrieval with minor

changes made only to the specified part.

xo = argmax
x

s
(
x̃q + ṽpos, x

)
, (5.11)

x̃q,k =




0.0 (if. k ∈ Kq),

xq,k (otherwise),
(5.12)

where xq,k denotes the k-th element of xq, and x̃q ∈ RKL constructed by each element x̃q,k is

used as the query image in Eq. (5.11). Additionally, if multiple tags are used to create ṽpos (e.g.,

“casual” and “khaki-colored” upper clothes), the average of those tags is obtained and applied

to Eq. (5.10) above.

5.3.5 Image Reordering

Because the proposed model maps words and images into the same projective space, the

similarities (relevance scores) of all the images (to which the target tag is attached) to the target

tag can be calculated, and the images are sorted in order of the scores. This function is also

possible with the conventional VSE model. However, in this study, image reordering by focusing

on a specific part can be obtained by calculating the relevance score of the images and target tags
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in only the features in the dimensions corresponding to the target part. This feature can be used,

for instance, to respond to the natural desire of the user to “look up a coordinated outfit with

particularly (or not particularly) casual upper garments.”

5.3.6 Attribute Activation Map Creation

An AAM can be obtained using the VSE model by creating a heatmap of the relevance scores

between the embedded representation corresponding to each grid and the specified tag.

Because each grid contains either single or multiple parts, a weighting calculation using grid

weight map G
′
(i, j) = {g

′
(i, j),1, · · · , g

′
(i, j),l, · · · , g

′
(i, j),L} is used to calculate the embedded represen-

tation corresponding to each grid, where g
′
(i, j),l = N(i, j),l/N(i, j) and N(i, j) denote the number of

pixels included in the (i, j)-th grid. Therefore, g
′
(i, j),l is the fraction of pixels that contain the l-th

part in all pixels in the (i, j)-th grid.

Eq. (5.13) expresses the embedded representation corresponding to the (i, j)-th grid x(i, j) ∈
RK , considering the (single or) multiple parts included in the grid.

x(i, j) =

L∑

l=1

g
′
(i, j),lWI,lf(i, j). (5.13)

The embedded representation of the tag to be compared with the (i, j)-th grid in the image when

calculating the relevance score v(i, j) ∈ RK is determined using Eq. (5.14).

v(i, j) =

L∑

l=1

g
′
(i, j),lvq,l, (5.14)

where vq,l ∈ RK denotes the embedded representation of the l-th part of the query tag.

The relevance score in the (i, j)-th grid between the image and tag is obtained by calculating

the similarity between x(i, j) and v(i, j). An AAM can be created while considering the ratio of

each part reflected in each grid using this score.

5.4 Experimental Evaluation

Two types of evaluation experiments were conducted to quantitatively evaluate the effective-

ness of the proposed PVSE model. Specifically, the experiments were conducted in terms of

1) the similarity between the embedded representation of the image and the attached tag and
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2) the relevance scores between parts and tags. Although the first experiment has already been

proposed as an evaluation experiment method using the VSE space [8], the second experiment

is a new fashion-specific, evaluation method using parts.

5.4.1 Experimental Settings

5.4.1.1 Dataset Details

The experiments used data collected from posts on the fashion outfit-sharing application

WEAR [5]. From a large number of user posts, we extracted posts that contain clear full-body

images (from head to toe) with relatively little noise in the background to construct an experi-

mental dataset. The number of full-body outfit images in the experimental data was 15,740, and

1,104 unique tags were attached to these images. All target images were of women. An example

of a full-body outfit image and its tags are shown in Figure 5.4.

Figure 5.4: Example of samples in the target dataset [5]

The image data used in this study are full-body outfit images of a single subject (a person).

Each image is assigned several tags as attribute information by the user who posted the image. In

addition, the tag information includes not only concrete and simple tags, such as “border tops,”

“navy,” “skirt,” and “flare skirt,” but also ambiguous tags, such as “pretty,” “adult-girl,” “casual,”

“pretty-casual,” and “simple.”

5.4.1.2 Parameter Settings and Preprocessings

The dimensions of the embedded representation included in the PVSE model were set as KL

= 128. A stochastic gradient descent optimizer was used with an initial learning rate of 0.01
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and was halved every five epochs. The overall number of epochs was 50, the batch size was 32,

and the margin α was set to 36°. Based on preliminary experiments, we used GoogleNet Incep-

tion V3 [128] pre-trained on ImageNet [139] comparing several backbone models [138, 168],

including ViT and bidirectional encoder representation from image transformers (BEiT) [169],

which have achieved high accuracy in many recent studies [170, 171, 172, 173, 174, 175].

Furthermore, the unique characteristics of the fashion field mean that each part included in

a full-body outfit must be detected, and many datasets and trained models have been released

to realize this task. Among the many open-source pre-trained models, the context embedding

with edge perceiving (CE2P) framework [176] (backbone model: ResNet-101 [168]) with the

self-correction for human parsing (SCHP) strategy [177] pre-trained on the LIP [178] was used

for the preprocessing (semantic segmentation) step in this study [179].

5.4.2 Evaluation Experiment 1: Position of Each Component in the Projection

Space

The validity of the obtained embedding representation is verified by whether the image and

tag that are nearby are closely mapped together. For example, an image with a “casual” tag is

quantitatively evaluated based on the requirement of it being mapped near a “casual” tag. An

image dataset was created by combining images that had the target tag and ten times as many

images without the tag. Subsequently, we retrieved the top-M={5, 10, 15} images from the

embedded representations of the images in the created image dataset that were closely mapped to

the embedded representation of the target tag. It was determined whether the target tag had been

assigned to each of these retrieved images. Precision and normalized documented cumulative

gain (NDCG) [180] were used as the accuracy measures (P@M and N@M, respectively). For

comparison, we tested the eight methods listed in Table 5.2. Positional embedding was removed

from transformer-VSE (TVSE) [181] because text data were not the focus of this study, and

H in TVSE-H represents the number of heads in the MHA layer. To check the change in the

proposed model’s accuracy depending on the division of the parts, we tested the following three

models: 1) PVSE-4, which is the proposed model that divided the full-body outfit image into

four parts {Head, Upper-body, Lower-body, and Shoes} and was trained; 2) PVSE-8, which is

the proposed model with the eight-part setting {Head, Upper-body, Dress, Coat, Lower-body,

Arm, Leg, and Shoes}; 3) PVSE-16, which is the proposed model with the sixteen-part setting

99



Chapter 5. Fashion Intelligence System Considering Parts by Partial Visual-Semantic Embedding

{Hat, Hair, Glove, Sunglasses, Upper-body, Dress, Coat, Socks, Trousers, Jumpsuits, Skirt, Face,

Arm, Leg, Left-shoe, and Right-shoe}. The experiment was repeated three times, and the mean

and standard deviation values were calculated.

Table 5.2: Summary of model-type evaluation values from evaluation experiment 1
P@5 P@10 P@15 N@5 N@10 N@15

Random
0.092 0.086 0.091 0.083 0.079 0.088
±.005 ±.003 ±.004 ±.005 ±.006 ±.006

VSE [86]
0.412 0.373 0.355 0.377 0.378 0.368
±.010 ±.002 ±.004 ±.010 ±.005 ±.005

VSE+ [8]
0.541 0.485 0.454 0.488 0.489 0.473
±.005 ±.009 ±.011 ±.004 ±.006 ±.009

GVSE [182]
0.423 0.399 0.397 0.392 0.395 0.387
±.010 ±.013 ±.012 ±.013 ±.010 ±.010

DGVSE
0.456 0.431 0.412 0.420 0.423 0.416
±.029 ±.025 ±.023 ±.026 ±.027 ±.012

TVSE-4
0.273 0.263 0.256 0.252 0.254 0.254
±.017 ±.012 ±.010 ±.015 ±.012 ±.012

TVSE-8
0.266 0.263 0.255 0.250 0.253 0.252
±.008 ±.008 ±.008 ±.003 ±.007 ±.006

TVSE-16
0.269 0.262 0.249 0.249 0.252 0.249
±.013 ±.009 ±.012 ±.003 ±.009 ±.006

PVSE-4
0.927 0.831 0.765 0.826 0.831 0.797
±.001 ±.002 ±.002 ±.002 ±.001 ±.001

PVSE-8
0.912 0.820 0.757 0.815 0.821 0.788
±.011 ±.008 ±.010 ±.012 ±.010 ±.010

PVSE-16
0.886 0.799 0.740 0.796 0.799 0.770
±.004 ±.006 ±.007 ±.005 ±.005 ±.006

Table 5.2 indicates that the proposed models are more accurate than the comparison models,

including conventional VSE models, regardless of how the parts are divided. The low accuracy

of TVSE suggests that the transformer may have low compatibility with the target problem of

mapping a tag set containing both ambiguous and specific expressions (and the number of tags

in each image is not uniform) and images into the same space. Furthermore, the high accu-

racy of PVSE suggests that the heuristic weighting works well, at least for the target problem.

Additionally, the accuracy varies depending on how the parts are divided. In this experimental

case, the rule that divides the parts into {Head, Upper-body, Lower-body, Shoes} shows the best

accuracy. The proposed model map is more effective and sensitive compared to the conventional
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method because all the dimensions of the conventional methods have semantic representations

of all parts. This result indicates the effectiveness of the proposed model by mapping each di-

mension of the embedded representation to a single part. It is intuitively clear that excessively

dividing parts does produce higher accuracy. Excessively fine partitioning yields an embedded

representation of images for situations in which many parts are missing (e.g., dress and coat not

worn together). It is unclear whether this is desirable. More parts and the fewer dimensions are

included that represent the information of the important parts, when the number of dimensions

KL is fixed. Therefore, setting an appropriate number of parts and dividing the information ob-

tained from the full-body outfit image is critical to ensure that important information is not lost

in the mapping process.

5.4.3 Evaluation Experiment 2: Attention to Appropriate Parts

The regions in an image and tag that are highly relevant can be determined by calculating the

relevance score for each grid and tag using the VSE model. We checked whether the relevance

score is high for an appropriate region. When the relevance scores are calculated among tags

such as “t-shirt,” “jeans,” and “sneakers,” along with the images to which these tags are attached,

the relevance scores should be higher for the regions containing “Upper-body,” “Lower-body,”

and “Shoes,” respectively. Then, we compared the relevance scores calculated between a spe-

cific tag and each image attached to the tag to obtain the top M=5 regions. The regions’ true

labels were based on semantic segmentation results, while precision and NDCG were used as

accuracy indices. The comparison models similar to those of the target models were applied in

Section 5.4.2. As specific tags in the experiments, five tags that clearly corresponded to each

of the four categories of {Head: (beret, glasses, hair bun, bob hair, and knit hat), Upper-body:

(one-piece dress, blouse, cardigan, t-shirt, and outer), Lower-body: (denim, wide-trousers, skirt,

trousers, and black skinny), and Shoes (ballet shoes, Converse, sneakers, sandals, and loafers)}
were selected in order of their attached frequency in the entire dataset. The experiment was

repeated three times, and the mean and standard deviation values were calculated.

This evaluation method, which checks the quality of the representations deeply, is unique to

fashion data. This evaluation method, which thoroughly evaluates the quality of the represen-

tations, is unique to fashion data. Moreover, even if previous studies have suggested the AAM,

evaluating it quantitatively has been challenging and limited because only a portion of the re-
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sults were observed. By contrast, this evaluation is a novel methodology for evaluating whether

the AAM can be created accurately and quantitatively. In addition, it plays a role in assessing

the quality of the AAM itself and in evaluating the validity of the meaning aggregated in each

dimension of the embedded representation. Namely, an evaluation of the validity of the detailed

meaning possessed by each dimension of the obtained representations is possible. This is a task

ignored in previous embedded representation-related studies because of its difficulty.

Table 5.3: Summary of model type evaluation values from evaluation experiment 2
Head Upper-body Lower-body Shoes

P@5 N@5 P@5 N@5 P@5 N@5 P@5 N@5

Random
0.151 0.136 0.539 0.487 0.343 0.307 0.093 0.083
±.007 ±.006 ±.008 ±.008 ±.005 ±.004 ±.005 ±.005

VSE
0.398 0.363 0.715 0.646 0.892 0.808 0.187 0.173
±.165 ±.151 ±.054 ±.051 ±.002 ±.002 ±.024 ±.024

VSE+
0.538 0.493 0.795 0.715 0.868 0.786 0.219 0.213
±.091 ±.080 ±.004 ±.005 ±.032 ±.027 ±.119 ±.120

GVSE
0.328 0.300 0.763 0.683 0.847 0.716 0.183 0.173
±.072 ±.063 ±.059 ±.053 ±.064 ±.042 ±.019 ±.019

DGVSE
0.460 0.417 0.944 0.853 0.888 0.801 0.161 0.154
±.033 ±.031 ±.015 ±.012 ±.008 ±.011 ±.098 ±.094

TVSE-4
0.524 0.479 0.760 0.682 0.676 0.617 0.023 0.020
±.064 ±.061 ±.090 ±.086 ±.113 ±.111 ±.010 ±.009

TVSE-8
0.568 0.523 0.760 0.679 0.633 0.578 0.031 0.027
±.062 ±.048 ±.122 ±.116 ±.172 ±.157 ±.015 ±.014

TVSE-16
0.560 0.510 0.745 0.669 0.715 0.653 0.031 0.027
±.049 ±.043 ±.131 ±.120 ±.068 ±.064 ±.014 ±.013

PVSE-4
0.752 0.689 0.848 0.768 0.977 0.884 0.485 0.465
±.062 ±.062 ±.015 ±.015 ±.006 ±.004 ±.048 ±.047

PVSE-8
0.708 0.664 0.871 0.793 0.977 0.884 0.517 0.503
±.160 ±.149 ±.040 ±.035 ±.002 ±.001 ±.098 ±.095

PVSE-16
0.877 0.807 0.803 0.731 0.972 0.880 0.646 0.622
±.019 ±.015 ±.094 ±.087 ±.003 ±.004 ±.015 ±.012

The results presented in Table 5.3 indicate that the proposed model exhibits better accuracy

for most of the indices compared with the comparison models, including the conventional VSE

models. The DGVSE indices are higher only for the upper-body, while the other parts do not

yield higher accuracy. This phenomenon, which is that the accuracies for upper-body (and

lower-body) are high whereas the accuracies for shoes (and head) are quite low, was obtained

102



5.5. Additional Analysis

for all models other than PVSE. This suggests that the embedded representations overly reflect

the upper and lower body features, which occupy large regions in the image, and that small

but essential parts, such as the head and shoes, are not properly learned. Thus, PVSE is not

a suitable learning method for handling all parts with equal accuracy. However, the proposed

model is universally accurate in all cases. This result can be attributed to the fact that each part

is learned, suggesting that the proposed model can learn in a way that is sufficient to accurately

map each component.

5.5 Additional Analysis

The experimental evaluation shows that the proposed model can map a full-body outfit im-

age and the attached tags into the same projective space more reasonably than the comparison

models. This section demonstrates the effectiveness of the PVSE model as a fashion intelli-

gence system with multiple types of practical applications based on the results obtained from

the proposed model. The analysis conditions are the same as those in Section 5.4.1. This section

includes the qualitative evaluation.

5.5.1 Image Retrieval and Reordering

Examples of image retrieval obtained by image and tag operations are shown in Figure 5.5.

Figure 5.5: Example of image retrieval focusing on the specified part

We checked the validity of the results by observing the search results with specific tags. When

the embedded representation of the “khaki” tag is added to the entire embedded representation

of the query image (casual adult attire consisting of a white t-shirt and navy trousers), an outfit
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in which the upper or lower body turns khaki in color is returned. In contrast, specifying the

changed parts returned outfits in which those parts had been changed (i.e., minor changes were

made). These results indicate that the proposed model can acquire an embedded representa-

tion for each part and retrieves the image by making minor changes around the specified part.

Furthermore, the dressing method that renders a query attire casual can be grasped by using

ambiguous tags. For example, to change a full-body outfit, the top could be made black with

a colorful item added for it to be more casual. To make a minor change to the lower body to

create an overall casual atmosphere, or from navy skinny to jeans or loose skirts. Thereby, the

results obtained from the proposed model can be used to answer ambiguous questions unique to

fashion that are difficult for non-experts (and not easy for experts).

The results of image reordering obtained by image and tag operations are shown in Figure 5.6.

Figure 5.6: Example of image reordering focusing on the specified part

We checked the validity of the results by observing the results sorted by specific tags. When

sorted using the “red” tag, which was limited to the upper-body and shoes, the images with red

items in the specified parts ranked higher. Therefore, the results can be confirmed as reasonable.

Additionally, ambiguous tags can be used for sorting. For example, “beauty-casual” clothes

with a thin silhouette are more “beauty-casual” than those with loose silhouettes. Furthermore,

dresses are the usual clothes for weddings and those that are not dresses are unusual. If a user

wants to go with a unique outfit, it is preferable to choose an outfit with a low relevance score

with the “wedding-party” tag. On the other hand, if the user wants to go with a typical outfit, it

is preferable to choose an outfit with a high relevance score. Thereby, images can be rearranged

by specifying attention parts to meet the detailed needs of the user to discover typical full-body

outfits indicated by ambiguous tags and suitable clothing for each situation.
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Ambiguous tags can be used to interpret fashion-specific ambiguous expressions even without

specifying parts. For example, other results of image retrievals without specifying parts are

shown in Figures 5.7-5.8.

Figure 5.7: Example of “khaki” and “casual” outfit images retrieved by addition and subtraction

Figure 5.8: Example of “yellow” and “casual” outfit images retrieved by addition and subtrac-
tion

Thus, the type of atmosphere indicated by each ambiguous expression can be easily grasped

using the image retrieval function. This function allows users to search for various variations of

clothing, such as “casual,” “office-casual,” “beauty-casual,” and “adult-cute,” while maintaining

the user’s preferred hue.

5.5.2 Attribute Activation Map

An AAM can be created by calculating the relevance scores of the embedded representation

for each region of the image and of the representation of the target tag and representing these in

a heatmap. Examples of AAMs are shown in Figure 5.9.
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Figure 5.9: Example of AAM

First, we verified the validity of the proposed model by observing the results for specific

tags. The results show that “t-shirts,” “trousers,” “sandals,” and “white” tags, which are attached

to the target image, are colored in the appropriate places. In contrast, tags, such as “khaki”,

which are not relevant to the target fashion image and had lower relevance scores for all of the

regions in the image. This indicates that the results are reasonable. Furthermore, for example,

when we look at the ambiguous tags, the top items tend to be the key points for “adult-casual”

coordinates. Additionally, “adult-girly” are associated with rounded items; however, in the case

of coordinates that include items such as berets and straw hats, these items are the key points.

Therefore, the region of interest in the full-body outfit image can be found by applying the results

of the proposed model.
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5.6 Discussion

5.6.1 Ablation Study

Tables 5.4–5.5 list the results of the ablation study. Here, “w/o all” is the same as simple

VSE in [86], “w/o hw” represents PVSE-4 without the heuristic weighting for tags, “w/o gwap”

represents PVSE without the grid weight map and GWAP processing, “w/o part” represents

PVSE without the GWAP for parts, i.e., GWAP for the foreground, “w/o N-p ang” represents

PVSE-4 without N-pair angular loss (triplet loss is adopted based on VSE in [8, 86]), and “ours”

represents the complete PVSE-4.

Table 5.4: Summary of the ablation study results from evaluation experiment 1
P@5 P@10 P@15 N@5 N@10 N@15

w/o all
0.412 0.373 0.355 0.387 0.378 0.368
±.010 ±.002 ±.004 ±.010 ±.005 ±.005

w/o hw
0.790 0.702 0.658 0.733 0.707 0.688
±.012 ±.005 ±.008 ±.011 ±.004 ±.009

w/o gwap
0.806 0.729 0.698 0.722 0.731 0.703
±.032 ±.030 ±.008 ±.062 ±.028 ±.029

w/o part
0.857 0.734 0.713 0.787 0.773 0.742
±.032 ±.030 ±.008 ±.062 ±.028 ±.029

w/o N-p ang
0.561 0.512 0.479 0.520 0.512 0.496
±.013 ±.012 ±.008 ±.010 ±.010 ±.008

ours
0.927 0.831 0.765 0.849 0.831 0.797
±.001 ±.002 ±.002 ±.002 ±.001 ±.001

First, the results in Table 5.4 reveal that the high accuracy of the proposed model is achieved

because of the contributions of all mechanisms. Evaluation experiment 1 evaluates whether

images and tags can be projected to appropriate positions in the target projection space. Thus,

because this experiment’s accuracy is directly linked to the accuracy of image retrieval and re-

ordering, it is obvious that each mechanism is indispensable.

By contrast, the results in Table 5.5 indicate that in evaluation experiment 2, the accuracy is

linked to the accuracy of the AAM, and the accuracy of “w/o part” was the highest for the head

and upper-body. This result suggests that the operation that mixes the K-dimensional embedded

representations (vectors) obtained for each part using the grid weight map in Eqs. (5.13)–(5.14)

does not work perfectly. The proposed model performs contrastive learning on KL-dimensional
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Table 5.5: Summary of the ablation study results from evaluation experiment 2
Head Upper-body Lower-body Shoes

P@5 N@5 P@5 N@5 P@5 N@5 P@5 N@5

w/o all
0.398 0.363 0.715 0.646 0.892 0.808 0.187 0.173
±.165 ±.151 ±.054 ±.051 ±.002 ±.002 ±.024 ±.024

w/o hw
0.439 0.398 0.768 0.683 0.854 0.683 0.378 0.366
±.037 ±.034 ±.065 ±.066 ±.105 ±.066 ±.091 ±.090

w/o gwap
0.740 0.671 0.911 0.824 0.919 0.831 0.212 0.198
±.112 ±.106 ±.076 ±.067 ±.028 ±.027 ±.112 ±.104

w/o part
0.837 0.766 0.962 0.869 0.931 0.842 0.316 0.297
±.069 ±.063 ±.010 ±.009 ±.018 ±.015 ±.111 ±.104

w/o N-p ang
0.373 0.343 0.556 0.492 0.764 0.696 0.250 0.233
±.082 ±.075 ±.097 ±.092 ±.097 ±.085 ±.096 ±.096

ours
0.752 0.689 0.848 0.768 0.977 0.884 0.485 0.465
±.062 ±.062 ±.015 ±.015 ±.006 ±.004 ±.048 ±.047

image and tag set vectors. However, when the relevance scores are computed and the AAM is

created, these KL-dimensional vectors are weighted and aggregated into K-dimensional vectors.

Thus, this phenomenon is caused by the operation of AAM creation, and the targeted task for

learning is not entirely the same. However, from the results of Tables 5.2–5.3, it is clear that

the accuracy is at least better than that of other comparison models. In addition, the fact that

the results for “w/o part” are higher than those of “w/o gwap” emphasizes the validity of the

direction of the proposed model, i.e., learning focused on specified parts. Furthermore, we note

that because the “w/o gwap” and “w/o part” models cannot acquire embedded representations

corresponding to parts, the target tasks of this study (image retrieval and re-ordering tasks fo-

cusing on specified parts) are impossible. For these reasons, this limited result does not imply

the proposed model itself is not effective. Investigating a method for computing the relevance

score that improves the accuracy of evaluation experiment 2 is an issue for future work.

5.6.2 On the Computational Complexity

Figure 5.10 shows the results of comparing the time complexity and space complexity of each

model evaluated in the experimental evaluation section.

From the results illustrated in Figure 5.10, the space computational complexity does not in-

crease compared to the conventional VSE model, regardless of how finely the parts are divided.
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Figure 5.10: Summary of computational complexity (computation time and number of param-
eters)

Thus, the proposed model could be trained regardless of the memory specifications. Further-

more, the amount of training data required did not increase because the number of parameters

did not increase. The time complexity increased by approximately 10-30%. These results are

because the backbone model does not need to be separately applied to each item in the full-body

image.

Under the experimental conditions of this study, the number of backbone model parameters

accounted for more than 98% of the VSE model, and it accounts for most of the total training

time of the entire model, even in the case where forward propagation of the backbone model

is performed only once for each image. Thus, a structure in which backbone models are inde-

pendently applied to each part requires significantly more computation time than an additional

10-30%. This suggests that our proposed method achieves per-part learning with a minimal in-

crease in computation time. This leads to a decrease in the throughput, which is highly beneficial

when considering real-world services.

5.6.3 On the Model Structure

A full-body outfit image has the unique characteristics mentioned in Section 5.2.1. These

unique characteristics have hindered the realization of a partial fashion intelligence system be-

cause one could not be realized simply by using existing models from other domains. To handle
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these characteristics, the proposed model has a structure that contains GWAP processing with a

grid weight map, in which one part corresponds to each dimension of the embedded representa-

tion of the image and the natural language expression. A partial fashion intelligence system was

realized for the first time by the contribution of this direct and novel structure. To our knowledge,

even if previous image-embedding models exist that that separate and extract the image features

of each part or factor, such as color and shape, models that separate the dimensions of the nat-

ural language expression’s embedded representation by corresponding parts do not. Moreover,

studies that present such a wide range of practical applications for fashion interpretation that

utilize the advantages of this partial learning method do not exist.

Indeed, individual techniques such as GWAP and the backbone model have already been

proposed individually. However, we argued for the need for a partial fashion intelligence system,

and a new PVSE model was constructed by combining these individual techniques with various

modifications and improvements. Consequently, five applications can be provided using one

relatively simple model, and this high versatility is one of the essential contributions of this

study. As a result of the contribution of this study, it is expected that many studies will be

conducted to realize similar systems using more complex models. Thus, this study has a vital

role as a starting point for partial fashion intelligence systems.

In addition, the proposed feature extraction mechanism for each part based on the combined

grid weight map and GWAP can be applied to many backbone models, mainly CNN and ViT-

related models, regardless of the type. Therefore, this proposed mechanism can be applied to

a backbone model suitable for the problems targeted by our paper’s audience (analysts), and to

more powerful backbone models that will be proposed in the future. This flexibility is also an

important advantage. Moreover, the results of the multifaceted evaluation experiments confirm

that the proposed model yielded higher accuracy than other methods in the embedding task of

full-body outfit images. Consequently, it is suggested that the proposed model and the mecha-

nism included in the proposed model may become the standard for embedding full-body outfit

images.

5.6.4 On the Loss Function

This study adopted the N-pair angular loss when training the proposed model. However, many

VSE models use triplet loss [8, 10, 73, 74, 81, 83, 86, 182] and N-pair loss [181, 183, 184],
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demonstrate the validity of N-pair angular loss, and explain the accuracy of other types of loss

functions.

Tables 5.6-5.7 list the results of the evaluation experiments for each loss function.

Table 5.6: Summary of loss function type evaluation values from evaluation experiment 1
P@5 P@10 P@15 N@5 N@10 N@15

triplet
0.560 0.505 0.469 0.521 0.510 0.490
±.001 ±.007 ±.003 ±.002 ±.006 ±.004

N-pair
0.796 0.714 0.660 0.737 0.718 0.690
±.020 ±.016 ±.013 ±.017 ±.015 ±.014

single angular
0.124 0.118 0.114 0.113 0.115 0.114
±.009 ±.007 ±.010 ±.010 ±.006 ±.008

batch angular
0.918 0.830 0.764 0.843 0.829 0.794
±.005 ±.009 ±.004 ±.004 ±.007 ±.004

N-pair angular
0.927 0.831 0.765 0.849 0.831 0.797
±.001 ±.002 ±.002 ±.002 ±.001 ±.001

Table 5.7: Summary of loss function type evaluation values from evaluation experiment 2
Head Upper-body Lower-body Shoes

P@5 N@5 P@5 N@5 P@5 N@5 P@5 N@5

triplet
0.413 0.382 0.506 0.449 0.850 0.772 0.227 0.210
±.121 ±.112 ±.052 ±.050 ±.067 ±.060 ±.125 ±.120

N-pair
0.465 0.430 0.834 0.755 0.887 0.804 0.257 0.243
±.094 ±.087 ±.040 ±.036 ±.056 ±.051 ±.105 ±.103

single angular
0.192 0.176 0.393 0.421 0.393 0.351 0.101 0.092
±.057 ±.053 ±.088 ±.054 ±.088 ±.082 ±.011 ±.006

batch angular
0.547 0.502 0.786 0.708 0.949 0.860 0.267 0.256
±.115 ±.113 ±.047 ±.044 ±.019 ±.016 ±.086 ±.089

N-pair angular
0.752 0.689 0.848 0.768 0.977 0.884 0.485 0.465
±.062 ±.062 ±.015 ±.015 ±.006 ±.004 ±.048 ±.047

The results in Tables 5.6-5.7 show that the N-pair angular loss adopted for training the pro-

posed model exhibits the best accuracy compared with the other loss functions. Although omit-

ted for space reasons, the experimental evaluation results, as in Section 5.4.3, show that the

N-pair angular loss was the most effective. N-pair angular loss is a loss function that combines

the N-pair loss and batch angular loss by hyperparameter λ. Based on the comparison of the re-

sults of single and batch angular losses, the batch angular loss is much higher, suggesting that a

large number of negative samples must be used for a single anchor sample to render the angular
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loss more powerful. Additionally, inspired by [166], the batch angular loss was exceptionally

high when combined with N-pair loss. This suggests that the proposed model can be more robust

when combined with learning from both the N-pair and angular perspectives because it requires

simultaneous mapping of a complex tag set that includes rich ambiguous tags and a complex

image consisting of the combination of many parts.

5.6.5 On Future Actual Service Application

The proposed system can automatically obtain answers to ambiguous and difficult-to-answer

questions from users, such as the aforementioned questions 1 to 5. We believe that users’ online

fashion lives will be enriched and more enjoyable after its introduction into the image search

system or by offering it in the chat tool, as illustrated in Figure 5.1.

Furthermore, this system not only can be used on e-commerce or social media sites but also

as a reference when store clerks advise users in actual stores. Thus, an application using the

proposed model can be a powerful tool both online and offline. In addition, this study is expected

to contribute to the solution of social problems, for instance by reducing waste, because users

who need these items are better able to choose the correct ones.

5.7 Conclusion of this Chapter

In this study, we devised a PVSE model that can obtain an embedded representation for each

of the multiple parts included in the full-body outfit image and attached rich tags. Each dimen-

sion of the resulting embedded representation of the image and tags corresponded to a single part

of the full-body outfit. This feature of the proposed model maintains the three functions of the

previous VSE model while adding two new functionalities. The proposed model outperforms

the conventional model in terms of accuracy in multiple types of evaluation experiments. We

confirm that these advantages can be obtained with a considerably slight increase in computa-

tional complexity. The proposed model is expected to be used in real-world applications, such

as supporting users’ purchasing activities on e-commerce sites and their browsing activities and

learning about fashion on social media.

The aspects that have not been clarified regarding the necessity and effectiveness of this study

include the use of heuristic weighting when transforming the tag set to the embedded represen-

tation. The results of the quantitative and qualitative evaluations on this dataset are reasonable;
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however, it would be ideal if the heuristic part could be eliminated from the model training al-

gorithm. In addition, the development of a more precise method of calculating the relevance

scores for the AAM creation is a possible future task. Moreover, for future research, we aim

to build models that can robustly learn fashion knowledge from the datasets, including various

poses and backgrounds. Furthermore, while the basic model of the current fashion intelligence

system is still a simple structure, the contribution of this study opens a novel research field, and

it is expected that various complex models will be proposed to interpret fashion-specific am-

biguous expressions. For example, in the method proposed in this study, semantic segmentation

is performed as preprocessing. However, future tasks include the development of a model that

treats the segmentation task in the same way as the core tasks of the partial fashion intelligence

system.
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Chapter 6

Detailed Fashion Image Analysis by Dual Gaussian Visual-

Semantic Embedding

This chapter proposes a new visual-semantic embedding model that can estimate each embed-

ding representation as a probability distribution. By utilizing the proposed model, we show that

analyzing fashion-specific ambiguous expressions in more detail is possible.

6.1 Purpose of this Chapter

Nowadays, users refer to other people’s fashion outfit images through e-commerce sites and

social media and incorporate them into their own fashion and purchasing activities. Therefore,

the fashion industry must support users’ online search for fashion images to increase their inter-

est in fashion and willingness to purchase. In the fashion field, outfits and items are described

in subjective and abstract expressions such as “casual,” “adult casual,” “beautiful casual,” and

“formal.” Many users perceive these expressions with difficulty, which discourages them from

trying new fashion.

In response to this problem, as mentioned in Chapter 4, we proposed a system to support the

interpretation of these terms through various application systems that apply VSE [8]. In this

system, fashion images and attributes (tags) are mapped in the same embedding space to obtain

an embedded representation. However, images and tags are processed to be mapped to only one

point in the embedding space. Thus, abstract tags, such as casual, which have a wide range of

meanings that can be interpreted differently by each person, and concrete tags, such as jeans,

are treated in the same way and mapped to only one point. This is desirable because it does not

represent the breadth of the meaning (diversity) each tag or image has in the real world in the
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destination space.

In contrast, Gaussian embedding, as represented by Word2Gauss [185], embeds each ele-

ment as a probability distribution, assuming a (multidimensional) Gaussian distribution behind

each embedded representation of the mapped object. This method is expected to contribute to

quantifying and interpreting terms that are subjective, abstract, and not easy to interpret, which

are unique to fashion. In this study, we propose dual Gaussian VSE (DGVSE), which embeds

images and tags in the same space as a multidimensional Gaussian distribution. This method

represents the embedding representation of each image and tag as a multidimensional Gaussian

distribution, and the parameters of the embedded representation (mean vector and covariance

matrix) estimated from the end-to-end model are used to enable multifaceted applications. We

experimentally demonstrate the effectiveness of the proposed model using data accumulated in

real services and presenting various functions that support the reduction of fashion-specific inter-

pretation difficulties using the results obtained. The effectiveness of the proposed model is also

demonstrated through a theoretical and empirical consideration of the several types of distances

that can be included in the loss function.

The main contributions of this chapter are summarized as follows: 1) We propose a DGVSE

model that can embed images and tags as probability distributions in the same space with a new

end-to-end architecture. 2) Through analysis experiments using real data, we present various

applications of DGVSE to support user fashion interpretation. 3) Theoretical and empirical

considerations of several types of distances included in the loss function show the effectiveness

of the proposed model.

6.2 Related Research: Gaussian Embedding

Gaussian embedding is a method that solves the problem of acquiring embedded representa-

tions by estimating the embedded representations as a (multidimensional) Gaussian distribution.

Luke et al. proposed Word2Gauss [185], a model to solve the problem that the embedded repre-

sentations obtained with the existing Word2Vec model [186, 187] failed to consider the spread

of word meanings. For example, the words “Bach,” “composer,” and “man” should be ordered

in order of breadth of meaning, “man ¿ composer ¿ Bach,” and this relationship is automati-

cally captured. The strength of this method is that it can estimate the variance, or breadth of

meaning of words, and by observing the estimated variance it is possible to obtain knowledge
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that cannot be obtained with Word2Vec. Research has developed Word2Vec into a method for

embedding concepts (such as “animal”) and words (such as “dog” or “cat”) as probability dis-

tributions [188].

Many studies that extend network embedding to Gaussian embedding have also been pub-

lished [189, 190, 191]. Other studies related to Gaussian embedding have developed to image

recognition [192]. Face recognition is one of the major tasks in which Gaussian embedding

shows great contributions [193, 194, 195]. Several studies aim to use this strength of Gaus-

sian embedding to obtain the variance of an item in marketing areas, such as recommendation

systems, and to gain important knowledge [196, 197, 198].

Some studies have extended the VSE model to Gaussian embedding. Ren et al. [182] proposed

Gaussian visual-semantic embedding (GVSE). In this model, the embedded representation of a

word is first learned by pre-training with GloVe [199] (focusing only on the text data attached

to the image). Then, the embedding representation obtained from the pre-training is fixed as

the mean vector of word embeddings, and all other parameters in the GVSE (including the

covariance matrix) are estimated. In the loss function, the Mahalanobis distance is used to

measure the distance between words (probability distributions) and images (points). However,

the problems with this model are that it is not an end-to-end model and does not consider any

image information when learning embedded representations for words. It uses the Mahalanobis

distance as the distance measure in the loss function (see below). To use methods, such as

GloVe, for pre-training, it is necessary to have a situation in which a large number of words are

assigned to each data item, as is the case with text data. Although the data in this study are

tagged, the number of tags per image is not as large as the number of words in text data, making

it difficult to learn with these methods. Mukherjee and Hospedales [200] proposed a method

similar to GVSE at very close to the time GVSE was proposed. That method also pre-trained

the mean vector and covariance matrix for the word’s embedded representation by Word2Gauss

with the dataset specific to text data such as Wikipedia corpus [201]. Therefore, same as GVSE,

this method also encounters problems because it is not end-to-end learning and those related to

the difference between tags and sentence (words) data.

In contrast, to solve all these problems, we propose DGVSE. This end-to-end model considers

image information when learning embedded representations of words and uses a measure other

than the Mahalanobis distance for the distance included in the loss function. The contributions

of the study are its detailed analysis of variance, which has not been done in previous studies,
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and showing various applications of DGVSE.

6.3 Distance Functions Inducing Embedded Spaces

In this section, we consider the distance type to be adopted when mapping images and at-

tributes to the embedding space in the proposed model.

Let (X,F , ν) be a measure space, where X ⊆ Rd denotes the sample space, d ∈ N is the

dimension of the sample space, F is the σ-algebra of measurable events, and ν is a positive

probability measure. The set of the positive probability measure P is defined as

P =
{

f (x)
∣∣∣∣∣∣ f (x) ≥ 0 (∀x ∈ X) and

∫

X
f (x)dν(x) = 1

}
. (6.1)

In the following, we assume that dν(x) = dν = dx.

Definition 1 (Mahalanobis Distance). Let P ∈ P be the probability distribution with mean

vertical vector µ ∈ Rd and positive-definite covariance matrix Σ ∈ Rd×d. The Mahalanobis

distance dM : P × X→ [0,∞) between P and some point (vertical vector) x ∈ X is defined as

dM(P, x) #
√

(x − µ)+Σ−1(x − µ). (6.2)

Proposition 1 (Closed form of Mahalanobis distance between Gaussian distributions). Let P,Q ∈
P be two Gaussian distributions with mean vertical vectors µ0, µ1 ∈ Rd and the same positive-

definite covariance matrix Σ ∈ Rd×d. The closed form of the Mahalanobis distance between P

and Q is given as

dM(P,Q) =
√

(µ0 − µ1)+Σ−1(µ0 − µ1). (6.3)

Many methods, including the conventional GVSE method, employ the Mahalanobis distance

to gauge the distance between a point and a distribution. However, assuming that the covariance

matrices of two points are identical is overly restrictive, especially when aiming for a diverse

Gaussian distribution with varying variances across all points in the embedding space. Conse-

quently, we explore the embedding space generated by alternative distance functions.

Definition 2 (Kullback ‒ Leibler divergence). The Kullback ‒ Leibler divergence or KL diver-

gence DKL : P × P → [0,∞) is defined between two Radon ‒ Nikodym densities p and q of
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ν-absolutely continuous probability measures by

DKL[p‖q] #
∫

X
p ln

p
q

dν =
∫

X
p(x) ln

p(x)
q(x)

dx. (6.4)

Because the KL divergence is asymmetric (i.e., DKL[p‖q] " DKL[q‖p]), the following sym-

metrization is often used to treat it as a distance function.

Definition 3 (Jeffreys divergence). The Jeffreys divergence DJ : P × P → [0,∞) is defined

between two Radon-Nikodym densities p and q of ν-absolutely continuous probability measures

by

DJ[p‖q] # DKL[p‖q] + DKL[q‖p]

=

∫

X
p(x) ln

p(x)
q(x)

dx +
∫

X
q(x) ln

q(x)
p(x)

dx. (6.5)

Proposition 2 (Closed form of Jeffreys divergence between Gaussian distributions). Let P,Q ∈
P be two Gaussian distributions with mean vertical vectors µ0, µ1 ∈ Rd and positive-definite

covariance matrix Σ0, Σ1 ∈ Rd×d. The closed form of the Jeffreys divergence between P and Q is

given as

DJ[P‖Q] =
1
2

(µ0 − µ1)+(Σ0 − Σ1)(µ0 − µ1)

+
1
2

tr
(
Σ
−1
1 Σ0 + Σ

−1
0 Σ1 − 2Id

)
, (6.6)

where Id ∈ Rd×d is the d-dimensional identity matrix.

Proof. Because both P and Q are Gaussian distributions, the probability density functions are

given by

p(x) =
1

(2π)
d
2 |Σ0|

1
2

exp
{
−1

2
(x − µ0)+Σ−1

0 (x − µ0)
}
,

q(x) =
1

(2π)
d
2 |Σ1|

1
2

exp
{
−1

2
(x − µ1)+Σ−1

1 (x − µ1)
}
.
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The closed form of DKL[P‖Q] is given as

DKL[P‖Q] = EP[ln p(x) − ln q(x)] =
1
2

ln
|Σ1|
|Σ0|
− 1

2
tr (Id)

+
1
2

{
(µ0 − µ1)+Σ−1

1 (µ0 − µ1) + tr
(
Σ
−1
1 Σ0

)}
, (6.7)

where EP[·] expresses the expected value for P. Similarly,

DKL[Q‖P] =
1
2

ln
|Σ0|
|Σ1|
− 1

2
tr (Id)

+
1
2

{
(µ1 − µ0)+Σ−1

0 (µ1 − µ0) + tr
(
Σ
−1
0 Σ1

)}
. (6.8)

From Eq. (6.7) and (6.8), we have

DKL[P‖Q] + DKL[Q‖P]

=
1
2

(µ0 − µ1)+(Σ−1
0 + Σ

−1
1 )(µ0 − µ1)

+
1
2

tr(Σ−1
1 Σ0 + Σ

−1
0 Σ1 − 2Id).

"

Remark 1. From Proposition 1 and Proposition 2, we can see that d2
M(P,Q) = 2DJ[P‖Q] if P

and Q are the Gaussian distributions with identical covariance matrix.

Remark 2. It is obvious that VSE with Mahalanobis distance induces variance-agnostic em-

bedded space.

Therefore, the symmetric KL divergence content where the variance-covariance matrices of

the probability distributions being compared are perfectly matched coincides with the Maha-

lanobis distance. This means that estimating each parameter using the Mahalanobis distance

risks not estimating the parameters well. Specifically, when measuring the distance between

distribution P and distribution Q, the calculation is performed under the assumption that the

variance of distribution P coincides with that of distribution Q. When measuring the distance

between distribution P and distribution R, the calculation is performed under the assumption

that the variance of distribution P coincides with that of distribution R. Thus, the parameters

included in the model are estimated in a situation where the variance of distribution P changes
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in various ways (variance ignorance), depending on the pairs. In this situation, there is a risk

that stable parameter estimation cannot be performed.

In machine learning methods, theoretical analysis suggests that care should be taken when

adopting the Mahalanobis distance as a loss function (to measure the distance between a point

and a probability distribution).

Definition 4 (Wasserstein Distance). Given two probability distributions P and Q on two Polish

spaces (X, dX) and (Y, dY) and a positive lower semi-continuous cost function c,X ×Y → R+,

optimal transport focuses on solving the following optimization problem:

inf
π∈Π(P,Q)

inf
X×Y

c(x, y)dπ(x, y), (6.9)

where Π(P,Q) is the set of measures on X×Y with marginals P and Q. When X andY are sub-

spaces in Rd and c(x, y) = ‖x− y‖l, where ‖x‖l is l-norm for vector x with l ≥ 1, Eq. (6.9) induces

a distance over the set of measures with finite moment of order l, known as the l-Wasserstein

distance Wl:

Wl(P,Q) #
(

inf
π∈Π(P,Q)

∫

X×Y
‖x − y‖ldπ(x, y)

) 1
l

, (6.10)

or equivalently

Wl
l (P,Q) # inf

X∼P,Y∼Q
E

[
‖X − Y‖l

]
. (6.11)

Proposition 3 (Closed form of the Wasserstein Distance Between Gaussian Distributions [202,

203]). Let P,Q ∈ P be two Gaussian distributions with mean vertical vectors µ0 and µ1 ∈ Rd and

positive-definite covariance matrix Σ ∈ Rd×d, where d ∈ N. The closed form of the 2-Wasserstein

distance between P and Q is given as

W2
2 (P,Q) # (µ0 − µ1)+(µ0 − µ1)

+ tr
(
Σ0 + Σ1 − 2

(
Σ

1
2
0 Σ1Σ

1
2
0

))
. (6.12)

Based on the above theoretical basis as well, the proposed method assumes a multidimensional

Gaussian distribution for both images and tags, allowing the use of various measures such as KL

divergence content and 2-Wasserstein distance.
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6.4 Geometry of Embedded Space

In general, it is known that the space of probability distributions is not an Euclidean space, but

rather constitutes a Riemannian manifold [204, 205]. This means that the space of probability

distributions is non-Euclidean, which does not guarantee the validity of general vector opera-

tions. Therefore, even if the embedding vectors µ and Σ are obtained by DGVSE, they cannot

be used directly for applications that combine multiple individual tags or embedded represen-

tations of images such as tags embedding and image retrieval. Thus, it is necessary to apply

appropriate transformations to the embedded vectors to obtain new parameter vectors to allow

operations such as those in Euclidean space. Geometrically, these transformations are called co-

ordinate transformations, and parameter coordinates that allow linear operations are called affine

coordinate systems.

Consider an exponential family, the generalization of the Gaussian distributions, expressed in

the following form:

p(x; θ) # exp
{
θ+ z + k(x) − ψ(θ)

}
, (6.13)

where x is a random variable, θ = (θ(1), . . . , θ(n))+ is an n-dimensional vector parameter, hi(x) are

n functions of x, which are linearly independent, k(x) is a function of x, and ψ corresponds to the

normalization factor. Here, let z = (z1, . . . , zi, . . . , zn)+ = (h1(x), . . . , hi(x), . . . , hn(x))+ be a new

vector random variable and dν(z) be a measure in the sample spaceZ ⊆ R\ defined as

dν(z) # exp{k(x)}dx. (6.14)

Then, Eq. (6.13) is rewritten as

p(x; θ)dx = exp
{
θ+ z − ψ(θ)

}
dν(z), (6.15)

p(z; θ) = exp
{
θ+ z − ψ(θ)

}
. (6.16)

The family of distributionsM = {p(z; θ)} forms a J-dimensional manifold, where θ is a coor-

dinate system. Because ψ(θ) is a normalization factor, we have

∫

Z
p(z; θ)dν(z) = 1, (6.17)
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ψ(θ) = log
∫

Z
exp(θ+ z)dν(z). (6.18)

Here, a dually flat Riemannian structure is introduced inM using ψ(θ). The affine coordinate

system is θ, which is called the natural parameter, and the dual affine parameter is given by the

Legendre transformation θ∗ = ∇ψ(θ), which is the expectation of z denoted by η = (η1, . . . , ηn)+

as

η # θ∗ = E[z] =
∫

Z
zp(z; θ)dν(z). (6.19)

Here, η is called the expectation parameter. Hence, θ and η are two affine coordinate systems

connected by the Legendre transformation.

Example 1 (Univariate Gaussian distribution). The probability density function of the Gaussian

distribution with mean µ and variance σ2 is given as

p(x; µ,σ) =
1√
2πσ

exp
{
− (x − µ)2

2σ2

}
. (6.20)

Let ξ = (ξ(1), ξ(2))+ where

ξ(1) = h1(x) = x,

ξ(2) = h2(x) = x2.

Here, we can see that ξ(1) and ξ(2) are dependent, but are linearly independent. We further

introduce new parameters θ = (θ(1), θ(2))+ as

θ(1) =
µ

σ2 ,

θ(2) = − 1
2σ2 .

Then, Eq (6.20) is written in the standard form as

p(ξ; θ) = exp{θ+ξ − ψ(θ)}. (6.21)
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The convex function ψ(θ) is given by

ψ(θ) =
µ2

2σ2 + log
(√

2πσ
)

= − (θ(1))2

4θ(2) −
1
2

log(−θ(2)) +
1
2

log π.

Finally, the dual affine coordinates η are given as

η1 = µ, η2 = µ
2 + σ2. (6.22)

6.5 Methodology

The DGVSE model assumes a multidimensional Gaussian distribution behind embedded rep-

resentations of full-body outfit images and attributes and allows embedding each of them (as a

probability distribution) in the same space while considering the spread of meaning. The points

to identify the model from the conventional GVSE are: 1) it is an end-to-end model, and 2) it

considers image information when learning embedded representations of words. In addition,

based on the theoretical basis in section 6.3, 3) it can estimate not only words but also embed-

ded representations of images as probability distributions, and 4) the distance included in the

loss function is not Mahalanobis distance. Moreover, as mentioned in section 6.4, 5) natural

parameters are introduced when combining multiple individual tag distributions.

6.5.1 Model Architecture

The model structure is shown in Figure 6.1.

123



Chapter 6. Detailed Fashion Image Analysis by Dual Gaussian Visual-Semantic Embedding

Figure 6.1: Structure of a prototype of our dual Gaussian visual-semantic embedding model

proposal

The basic structure is based on the VSE in the fashion intelligence system [8]. We then as-

sume a multidimensional Gaussian distribution behind the embedded representations of both

images and tags. This allows us to estimate the mean and variance (semantic spread) for the

embedded representation of each image and tag. This model solves the following problems of

the conventional GVSE model: 1) it is not an end-to-end learning method, 2) it only looks at the

co-occurrence of words and ignores image information when learning the embedded representa-

tion (mean) of words, and 3) it assumes a multidimensional Gaussian distribution only for words

(hence the problem of measuring the distance between a point and the probability distribution

using the Mahalanobis distance). In particular, the third problem is theoretically presented in the

aforementioned section 6.3.

6.5.2 Parameter Optimization

The dataset for this study consists of a single full-body outfit image to which multiple tags are

assigned. First, embedding (foreground-centered learning) based on CNN and grid weight map

is performed on an arbitrary image I to obtain an image embedded representation of foreground

x ∼ N(µI , ΣI). Here, x, µI ∈ Rd, ΣI ∈ Rd×d, where d is the dimension of the embedded space,

µI is mean vertical vector, and ΣI is the assumed spherical covariance matrix for the image I.

Furthermore, the tags set T assigned to an arbitrary image I is embedded to obtain the tags
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embedded representation v ∼ N(µT , ΣT ). Here, v, µT ∈ Rd, ΣT ∈ Rd×d, where µT is mean

vertical vector and ΣT is the assumed spherical covariance matrix for the tags T .

In computing this tag embedding representation v, the probability distributions of embedding

representations for the individual tags in arbitrary tags T are combined using the aforementioned

method that introduces natural parameters. We now define a tag set T = {t1, · · · , tn, · · · , tNT }
consisting of all NT individual tags. Then, the natural parameters Θn := (θ(1)

n , θ
(2)
n )+ ∈ Rd +Rd×d

for the individual tag embedding representation atn ∼ N(µtn , Σtn) are calculated by the following

Eq. (6.23)-(6.24):

θ
(1)
n = Σ

−1
tn µtn , (6.23)

θ
(2)
n = −1

2
Σ
−1
tn . (6.24)

Here, atn , µtn ∈ Rd, Σtn ∈ Rd×d, where µtn is a mean vertical vector and Σtn is assumed a spher-

ical covariance matrix for the individual tag tn. Furthermore, natural parameters are calculated

for all individual tags in T , and their centroid ΘT is calculated. Using the calculated centroid

ΘT := (θ(1)
T , θ

(2)
T )+ ∈ Rd + Rd×d, the following Eq. (6.25)-(6.26) gives the parameters included in

Gaussian distribution N(µT , ΣT ) for the embedded representation of the tag set T :

µT = −1
2
θ

(2)
T
−1
θ

(1)
T , (6.25)

ΣT = −1
2
θ

(2)
T
−1
. (6.26)

This method of computation, which introduces natural parameters, allows the distribution to

be synthesized while accurately accounting for the variance of the elements (individual tags)

that make up the set (tags).

The basic policy of learning DGVSE is to learn so that the probability distribution of embed-

ded representations in the image and the probability distribution of embedded representations in

terms of tags attached to the image are close. Therefore, the parameter estimation is achieved

by optimizing the following contrastive loss Eq. (6.27) [8, 74, 86]:

L(O) =
∑

max
(
0,m + d(x+, v+) − d(x+, v−)

)

+
∑

max
(
0,m + d(v+, x+) − d(v−, x+)

)
, (6.27)
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where O = {V,WI ,WT } is a set of target parameters to be optimized, V is a parameter set

contained in CNN, WI ∈ Rd×r is a transform matrix from an image feature vector obtained from

a CNN-based extractor to the image embedded representation (r is the number of dimensions of

the final convolutional layer of the CNN), WT ∈ Rd×s is a transform matrix from a bag-of-words

representation for tags T to a tags embedded representation (s is the number of tags in the entire

dataset), m is a margin, d(x, y) indicates the distance between vectors x and y, and β > 0 is a

positive hyperparameter to adjust the importance of the background regularization term. The

superscript sign + of A+ indicates that A is a variable related to the positive sample, and − of A−

indicates that A is a variable related to the negative sample.

Because we assume a multidimensional Gaussian distribution behind both the image and the

embedded representation of the tag, the distance measure in the embedding space must be able

to consider the mean and covariance matrix. Therefore, the following three distance measures

are adopted in this study. While the Mahalanobis distance dM(x, y) is also adopted for compar-

ison, the KL divergence dKL(x, y) and 2-Wasserstein distance dW2
2
(x, y) are adopted based on

theoretical grounds to measure the distance between vectors x and y:

dM(x, v) =

√
(µI − µT )+Σ−1(µI − µT ), (6.28)

dKL(x, v) := DKL(x, v) =
1
2

ln
|ΣI |
|ΣT |
− 1

2
tr (Id)

+
1
2

{
(µT − µI)+Σ−1

I (µT − µI) + tr
(
Σ
−1
I ΣT

)}
, (6.29)

dW2
2
(x, v) := W2

2 (x, v) = (µI − µT )+(µI − µT )

+ tr

ΣI + ΣT − 2

(
Σ

1
2
I ΣTΣ

1
2
I

) 1
2

 , (6.30)

where the joint covariance matrix Σ in Eq. (6.28) is defined as 1
2 (ΣI + ΣT ) for convenience in

this study.

The assumption of probability distributions on both sides is expected to solve the problem of

dispersion ignorance that occurs when the Mahalanobis distance is used to measure the distance

between a point and a distribution, which is adopted in GVSE. In subsequent sections of the

experiment, we will observe and discuss how the results change with each distance measure.

One of the main contributions of this study is the detailed theoretical analysis of the differences
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between the three typical distance scales adopted, based not only on the observed experimental

results but also on the results.

DGVSE is trained through the above process of parameter optimization. By considering the

probability distribution of embedded representations of the resulting images and tags, DGVSE

not only retains the useful functions of the traditional fashion intelligence system, such as search

and sorting, but also enables the interpretation of abstract fashion terms related to dispersion,

which is not possible with the previous methods.

6.6 Experimental Analysis

To evaluate the effectiveness of the proposed DGVSE model, we applied it to actual posted

full-body outfit image data and the tags information attached to each image accumulated in

WEAR [5], a fashion coordination application including social media features.

6.6.1 Experimental Settings

The number of full-body outfit images in the experimental data was 15,740, and the number

of unique tags attached to all images was 1,104. All models in the target images were female,

and the backgrounds of all images contained relatively little noise. An example of a full-body

outfit image and its tags are shown in Figure 6.2 below.

Figure 6.2: Example of samples in the target dataset

The embedded representation dimension included in the VSE model d was set to 64. The

learning rate was 0.001, and the number of epochs was 50. The batch size was 32, and the

margin m was set to 0.2. We used GoogleNet and Inception V3 pre-trained on ImageNet [139]

as the extractor to assess the impact of CNN. For preprocessing, SSD (extractor: MobileNet
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V2 [140]) trained on Open Images [206]) was used for object detection, and FCN (extractor:

ResNet [168]) trained on MS-COCO [141] was used for semantic segmentation.

6.6.2 Attribute Mapping

The average values of embedded tags obtained from the proposed model were compressed

by t-SNE [108] and shown in a two-dimensional map in Figure 6.3 below. However, because

it is impossible to see the results of mapping all tags because of the scope of the figure, some

representative abstract attributes are extracted and mapped.
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(a) Mahalanobis distance

(b) KL-divergence

(c) 2-Wasserstein distance

Figure 6.3: Mapping the result of compressing the average of tag embedded representations

Observing these figures makes it possible to grasp each expression’s semantic relationship,

taking the image information into consideration. Because the estimation results by the three

distance measures are shown, it is possible to consider the validity and interrelationships of each

distance. First, in the results obtained from KL divergence and 2-Wasserstein distance models,

for example, the pairs of “wedding” and “wedding after-party,” “mom outfit” and “mom fash-

ion,” “commute style” and “work outfit,” “holiday outfit” and “holiday style,” and “wedding”

and “wedding after party” that have similar meaning to each other are in close proximity. Con-
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versely, for the Mahalanobis distance model, these pairs are in many cases not near each other,

so the validity of the results is questionable. These results suggest that adopting the Mahalanobis

distance may be risky for the model and the problem under study.

For a more detailed interpretation, Figure 6.4 below shows an enlarged map (KL divergence)

of the area around many of the tags associated with “casual.”

Figure 6.4: Enlarged map of the area around many of the tags associated with “casual” (KL-

divergence)

Using this figure, it is possible to accurately understand the relationship between these abstract

expressions, which have been used subjectively in the past when conversing about fashion. For

example, the fact that “office casual” is more similar to “beauty casual” than to “adult casual”

may have been an ambiguous fact for experts and non-specialists. It is also a new finding by

quantitatively expressing each tag that “office casual” is closer to “simple outfit,” “commute

style,” and “work outfit” than to “adult casual.” Furthermore, “office casual,” “adult casual,” and

“beautiful casual” are quite similar in expression, and we can see that making them more “ca-

sual” brings them closer to “trip” and “enrollment ceremony” (suitable attire). Clearly, “fuwa-

fuwa” and “mokomoko” are similar and onomatopoeic words used to describe near meanings

such as “oversize” clothing and “rough style.”

The use of this map-based interpretation support method will reduce the difficulties in under-

standing fashion-specific ambiguous expressions. All users are expected to be able to talk and

explain fashion using words specific to the fashion field and make decisions based on a common

understanding. Furthermore, it is important to note that this map is not based only on word (tag)

co-occurrence relations, as in Word2Gauss and GVSE, but is obtained by considering image

information.
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6.6.3 Interpretation of Variance

The proposed model can acquire both the mean and the variance for embedded representations

of images and tags. Although the conventional GVSE model can also acquire only variance for

words, the embedded representation for the acquired words is not observed and considered. In

contrast, the variance obtained is also thoroughly observed and considered in this study.

6.6.3.1 Variance for Attributes

First, Table 6.1 below shows the top eight and bottom eight tags with the largest variance,

their variance values, and the number of images (count) to which they are attached in the whole

images.
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Table 6.1: Summary of tags with large and small variance of embedded representation

(a) Mahalanobis distance

rank tag variance count rank tag variance count

1 Ease-up Outfits 1.0369 147 1095 Petites 0.9144 2618

2 Hair Bands 1.0331 235 1096 Mom’s Outfits 0.9137 811

3 Fall Colors 1.0280 86 1097 Wedding 0.9088 697

4 Gaucho Pants 1.0258 74 1098 Beautiful Casual 0.9085 1717

5 Big Silhouette 1.0254 194 1099 Spring Outfits 0.9074 3111

6 Bun Hairstyles 1.0222 37 1100 Denim 0.9069 3116

7 Floral Blouse 1.0221 14 1101 Knitwear 0.9062 2792

8 Drawstring Bags 1.0215 84 1102 Black 0.9036 2344

(b) KL-divergence

rank tag variance count rank tag variance count

1 Petites 1.4426 2618 1095 Normcore 0.8587 8

2 Knitwear 1.3853 2792 1096 Black Lace 0.8587 23

3 Adult Women 1.3736 1624 1097 tweedmill 0.8578 5

4 Fall Outfits 1.3735 2291 1098 Beige Pants 0.8569 81

5 Otona Casual 1.3686 2759 1099 Dandy Glasses 0.8569 95

6 Little Recommend 1.3565 673 1100 Character T-shirt 0.8554 26

7 Black 1.3562 2344 1101 Red Converse 0.8549 39

8 Ballet Shoes 1.3495 1829 1102 Red Socks 0.8533 41

(c) 2-Wasserstein distance

rank tag variance count rank tag variance count

1 Petites 1.4597 2618 1095 Danton 0.8490 20

2 Black 1.3552 2344 1096 Black Skirt 0.8483 85

3 Knitwear 1.3466 2792 1097 Cable-Knit 0.8428 6

4 Adult Women 1.3442 1624 1098 Gaucho Pants 0.8426 74

5 Fall Outfits 1.3400 2291 1099 Beige Pants 0.8396 81

6 Adult Casual 1.3375 5680 1100 Voluminous Skirts 0.8393 22

7 Ballet Shoes 1.3157 1829 1101 ZOZO Summer Sale 0.8370 36

8 Otona Casual 1.3140 2759 1102 Normcore 0.8347 8
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First, a comparison of the tables obtained by the three measures shows that many of the

tags judged to have particularly high variance are overlapped in DGVSE models based on KL

divergence and 2-Wasserstein distance. Conversely, the Mahalanobis distance model results

differ significantly from those of the other two models. Combined with the results for the mean

mentioned in the previous section, this suggests that KL divergence and 2-Wasserstein distance

are similar measures and that Mahalanobis distance may be very different compared to the other

two measures.

The results of KL divergence and 2-Wasserstein distance show that the variance tends to be

larger for tags with a larger frequency of occurrence (count) and smaller for tags with a smaller

frequency of occurrence (count). The top tags mostly contain abstract attributes, colors, and

highly versatile items, such as “denim,” while the bottom tags mostly contain specific items not

included in many outfits. Naturally, the variance increases for highly versatile items and colors

(specific tags), because they are included in various outfits (i.e., assigned to many images).

Therefore, a certain degree of correlation with the number of times a tag is assigned may be

a basis for increasing the validity of the results. For example, the tag “petites” is not assigned

to fashion items or atmosphere but to images of models with a small height. Therefore, the

variance of tags, such as “knitwear,” “denim,” “adult casual,” and “otona casual,” that are directly

related to fashion are smaller than that of tags, despite these tags appearing more frequently than

“petites.” This suggests the validity of the obtained variance.

6.6.3.2 Variance for Images

We discuss the variance of the images obtained from DGVSE. It was difficult to understand the

relationship between images and dispersion only by observing them. Therefore, we compared

the variance estimated by DGVSE with each statistic related to the tags assigned to the images.

The results are shown in the following Figure 6.6.

133



Chapter 6. Detailed Fashion Image Analysis by Dual Gaussian Visual-Semantic Embedding

(a) Mahalanobis distance

(b) KL-divercenge

(c) 2-Wasserstein distance

Figure 6.5: Images sorted by the variance of image embedded representation

Observing this figure makes it possible to see which images are more semantically broad and

narrower. However, it was difficult to understand the relationship between images and disper-

sion just by observing them. Therefore, we compared the variance estimated by DGVSE with

each statistic related to the tags assigned to the images. The results are shown in the following

Figur 6.6.
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(a) Mahalanobis distance

(b) KL-divergence (c) 2-Wasserstein distance

Figure 6.6: Correlation coefficient matrix with each statistic associated with the tags assigned

to the image

Results show that the variance of images obtained from the model adopting KL divergence and

2-Wasserstein distance is negatively correlated with the number of tags attached to the image,

and no significant correlation was observed with other statistics. Conversely, the model adopting

Mahalanobis distance showed little correlation with any of the statistics. This result can be

attributed to the fact that when training the model, the placement of images with many tags

in the embedding space is defined in detail by the tags. Conversely, images with few tags are

ambiguous in terms of the placement specified by the tags, suggesting that they may require

to be positioned well in relation to other images and tags. Some tags that should potentially

135



Chapter 6. Detailed Fashion Image Analysis by Dual Gaussian Visual-Semantic Embedding

be attached are often not assigned because the general user assigns tags. The results on image

variance obtained from DGVSE are expected to be useful in understanding whether the tags

assigned are insufficient to describe the target fashion image.

These results suggest that in these situations, where the types and number of tags assigned

to each image are diverse, the variance estimated for an image tends to be determined by the

amount of information that can be obtained from the tags information for the model (ambiguity

of the tags as a whole). In this study, we used the accumulated data as is, but it may be possible

to learn a better embedding space by implementing tag completion and other measures. In such a

case, the proposed method is expected to focus on images with large variance and tag completion

to reduce the variance and ultimately contribute to acquiring a delicate and accurate embedding

space.

6.6.4 Image Retrieval

DGVSE allows for estimating the variance of the embedded representation of each image or

tag and maintains the original application methods of VSE in [8].

Figure 6.7 below shows an example of image retrieval results based on tag and image oper-

ations. We present results using a model adopting the 2-Wasserstein distance (out of the KL

divergence model and 2-Wasserstein distance model), which can learn a reasonable embedding

space based on the multifaceted analysis described above.

Figure 6.7: Example of image retrieval (2-Wasserstein distance)

First, the above three examples of using the image retrieval function with specific tags are
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shown. For example, if we remove the “khaki” tag from a query image (wearing a striped shirt

and a khaki-colored skirt) that has been assigned the “khaki” tag and the “adult casual” tag and

instead assign the “yellow” tag to the image with a yellow skirt, the image with a yellow skirt

is retrieved, and this full-body outfit image stays in the adult casual category. In addition, the

example in the two lines below shows the search results using abstract tags. For example, if

the “working-style” tag is added instead of “holiday-style” to the image (on the right) with the

tags “denim,” “holiday-style,” and “autumn-style,” it can search for images that are appropriate

for the office while retaining the overall color scheme. Similarly, if the “summer-style” tag is

added instead of “autumn-style,” the whole color tone is kept, and outfits with short sleeves or

thin-looking fabrics are retrieved.

Thus, DGVSE enables image retrieval utilizing tag and image operations, including fashion-

specific abstract tags.

6.6.5 Image Re-ordering

Another function maintained from the original VSE is image re-ordering, which retrieves

images that are more (less) relevant to the target tag by reordering images in the order of the

strength of the relevance score calculated between the target tag and each image to which the

tag is attached. An example of image re-ordering results using DGVSE is shown in Figure 6.8

below.
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Figure 6.8: Example of image re-ordering (2-Wasserstein distance)

For example, outfits with a high relevance score to the specific “yellow” tag tend to have a high

percentage of yellow areas in the entire image. Conversely, an outfit with a low relevance score

will have fewer yellow areas. Other outfits with high relevance scores to the specific “striped” tag

tend to have a high percentage of the border portion of the item in the whole image. Previously,

it was only possible to display images with the “yellow” or “striped” tag in a batch; however,

this application allows users to search for clothes that meet their detailed objectives, such as “I

want to incorporate yellow in only one item” or “I want to find clothes that contain a border

pattern throughout the entire outfit.” It is now possible to search for clothes in detail according

to the detailed objectives of the user.

The results of image reordering using abstract expressions, such as “holiday style,” “office

casual,” “spring fashion,” and “wedding,” and the relevance scores of tags related to usage scenes

and seasons also have the potential to be used very effectively in actual services. For example,

the results of “holiday style, images with strong relevance to “holiday style,” are generally warm

in color and often contain items with patterns, soft silhouette clothes, and sneakers. Conversely,

images with low relevance scores include items in specific colors, such as black and beige,

and slightly more formal (office casual) items, such as tights and heels. The images with high

relevance to “spring style” contained brightly colored and patterned items, while those with low

relevance contained a lot of blacks. Using these results, users can ask themselves questions such
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as “what is a good outfit for the holidays?” and “what is appropriate for spring?” as well as

“what is the best outfit for a holiday?”

Thus, DGVSE can reorder images utilizing tag and image operations, including fashion-

specific abstract tags. These functions are expected to be effective in quantifying fashion-specific

abstract terms and images and support users’ interpretation of fashion.

While the functions of image retrieval and image sorting are maintained from the conventional

VSE the proposed method has a wider range of applications than the conventional methods

because it also allows interpretation using variance as mentioned above. This is the strength of

DGVSE in this application, and it is expected to be more widely effective in supporting user

understanding of fashion in real applications.

6.7 Discussion

6.7.1 On the Loss Function

In section 6.3, we theoretically showed the risk that the Mahalanobis distance between points

(images) and probability distributions (attributes) adopted in GVSE cannot implement stable

learning. Moreover, many measures can be introduced by assuming variance even for images

and by making it possible to measure the distance between variance against variance. In this

study, we adopted the Mahalanobis distance, KL divergence, and 2-Wasserstein distance and

confirmed the validity and appropriateness of each measure through multifaceted experiments.

Based on these results, it is necessary to further investigate which distance should be adopted.

6.7.1.1 On the Risks of the Mahalanobis Distance

The results of the mapping experiment using the mean values of the embedded representations

obtained showed that 1) KL divergence and the 2-Wasserstein distance model produced reason-

able maps in which similar expressions (e.g., “mom-cordinate” and “mom-fashion”) were gath-

ered in close proximity. In contrast, the Mahalanobis distance model produced a questionable

mapping. 2) Similarly, the results for the variance of the tags obtained show that KL diver-

gence and the 2-Wasserstein distance model have a larger variance for abstract expressions and

for items that are included in many outfits and slight for items that are not included in many

outfits, indicating that the results were somewhat valid. Conversely, the Mahalanobis distance

139



Chapter 6. Detailed Fashion Image Analysis by Dual Gaussian Visual-Semantic Embedding

model gave quite different results. 3) The results for the variance of the acquired images from

KL divergence and the 2-Wasserstein distance model differed significantly from those of the

Mahalanobis distance model.

The Mahalanobis distance between the two probability distributions is expressed by Eq. (6.28).

If we look at the part of the joint covariance matrix Σ in this equation, we can see that it plays

only a scaling role when taking the inner product of the differences of mean vectors between

the two distributions. Specifically, when this part (the sum of the two distributional covariance

matrices) is large, the overall Mahalanobis distance increases, and when it is small, the overall

Mahalanobis distance decreases. Moreover, it plays no other role. This makes it questionable

whether adopting this type of distance is appropriate to understand the spread of meanings of

images and tags. Particularly, in the case of data similar to that used in this study, where the

frequency of occurrence of each tag is highly skewed, the loss of the entire training batch con-

taining the tag can be reduced by reducing the variance of the tag with the highest frequency of

occurrence. Specifically, learning is expected to proceed so that the variance is adjusted by look-

ing at the frequency of occurrence of tags attached to images in the entire data set. Moreover, the

experimental results showed a complete tendency to do this. Adopting the Mahalanobis distance

may be risky for this targeted problem and the proposed DGVSE model.

6.7.1.2 On the Similarities between KL divergence and 2-Wasserstein Distance

The respective results obtained from the models adopting KL divergence and 2-Wasserstein

distance were very similar.

It is known that the KL divergence measures the distance from the midpoints for multimodal

distributions. More precisely, given p ∈ P, we search for the distribution p̂ that minimizes the

divergence from p to a smooth submanifold S ⊂ P,

p̂ = arg min
q∈S

DKL[p‖q]. (6.31)

Then, the best approximation p̂ in the closure of S satisfies p̂(x) = 0 for x at which p(x) = 0,

and this property is called zero-forcing. Note that for the reverse KL divergence DKL[q‖p], the

best approximation p̂ in the closure of S satisfies p̂(x) " 0 for x at which p(x) " 0. However,

l-Wasserstein distance is robust for multimodal distributions [207, 208].

However, the results obtained from both models in this study were similar. Therefore, the
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distributions may estimate as unimodal embedded representations of each tag or image, at least

for the data of this study. It is also suggested that the distance measures selected in this study (KL

divergence and 2-Wasserstein distance) do not have any major problems. Thus, the distance to

be used should be appropriately selected according to the target problem and the characteristics

of the data while observing the theoretical and empirical results.

6.7.2 On the Covariance Matrix

In this study, we assumed a multidimensional Gaussian distribution with only the diagonal

components’ values behind the embedded representation. That is, the parameters were es-

timated, assuming that each component follows an independent Gaussian distribution. This

method is used in many Gaussian embedding methods, such as Word2Gauss and GVSE. If the

non-diagonal components also have values, the number of parameters increases to “({number

of images} + {number of tags}) × {number of dimensions of the embedded representation}2.”

However, if only the diagonal components have values, the number of parameters can be re-

duced to “({number of images} + {number of tags}) × {number of dimensions of the embedded

representation}.”
This study assumes a “spherical” situation where all diagonal components have the same

value. This method reduces the number of parameters to “{number of images} + {number of

tags}.” This method is used in many Gaussian embedding methods, such as Word2Gauss and

GVSE. However, a “diagonal” situation in which all diagonal components have different val-

ues can also be considered, but the number of parameters increases to “({number of images}
+ {number of tags}) × {number of dimensions of the embedded representation}.” Even if the

analyst adopts the diagonal covariance matrix and different variances are obtained for each di-

mension, the marketing insight that can be gained from the results is small. Thus, the analyst

wants to know one value per image or tag (the overall trend) and is unlikely to gain many benefits

if different values are obtained for each dimension individually.

Therefore, the method of estimating a “spherical” covariance matrix adopted in this study is

considered the best in achieving the objective of this study, which is to propose a method that is

useful for marketing.
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6.7.3 On the Strengths of the Proposed Model

Because VSE, GVSE, and DGVSE have been proposed in previous studies, it is necessary

to clarify their differences and understand which is stronger in which situations. The following

table summarizes the characteristics of each method.

Table 6.2: Summary comparing the characteristics of each method

VSE GVSE DGVSE

embedding of image (mean) © , (without visual information) ©
embedding of attribute (mean) © © ©
embedding of image (variance) × © ©

embedding of attribute (variance) × × ©

As shown in the above table, DGVSE is the one that can capture more from a single model.

However, VSE has the advantage of requiring fewer parameters to be estimated, although it is

not able to capture variance. If the purpose is only to use the original functions of VSE, such

as search and sorting, the choice should be based on the accuracy of the target task. However,

because this study aims to create term maps and visualize the spread of meanings, DGVSE is

suitable for this purpose.

6.8 Conclusion of this Chapter

In this chapter, we proposed a new model, DGVSE, a kind of new fashion intelligence system

that enables the interpretation of abstract fashion attribute information. The proposed model can

be added to the VSE function of mapping images and tags in the same space and can estimate

the variance of both embedded representations. The conventional method of GVSE faces the

following problems: 1) it is not an end-to-end learning method, 2) it only observes the co-

occurrence of words and ignores image information when learning the embedded representation

(mean) of words, and 3) it assumes a multidimensional Gaussian distribution only for words

(hence the problem of measuring the distance between a point and the probability distribution

using the Mahalanobis distance). Notably, the proposed model solves these problems. The

risk that loss functions that include the Mahalanobis distance cannot be learned stably has been

theoretically and empirically demonstrated. We showed how multifaceted analysis contributes
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to reducing fashion-specific ambiguity and complexity by applying the proposed method to a

real service dataset. We expect this method to be used in the real world to develop systems that

support user purchasing activities in online fashion searches.
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Chapter 7

Discussion

This chapter clarifies the roles and differences of the four proposed models in this study. Par-

ticularly, we discuss the fashion intelligence system newly defined in this study and consider its

social impact.

7.1 On the Differences between the Proposed Models

We have provided a detailed discussion of each model in each chapter of this study. In this

chapter, we present the overall discussion of this study.

In this study, a total of four models were proposed. The proposed model 1 is an explainable

recommendation model with a fundamentally different application from the other three models.

However, it is necessary to clarify the usage of the other three models. The following is a

summary of the features of each model.

Proposed Model 2 (Chapter 4): VSE [8]

• A simple model to learn the full-body outfit image and attached expressions at once.

• By adding various innovations such as negative sampling, full-body images and tags

with ambiguous expressions can be mapped to the same space.

Proposed Model 3 (Chapter 5): PVSE [9]

• A model capable of acquiring embedded representations that correspond to any one

part in each dimension.

• Added ability to search and sort images focusing only on specified parts.
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Proposed Model 4 (Chapter 6): DGVSE [10]

• A model that assumes a multidimensional normal distribution behind the embedded

representation of images and tags.

• End-to-end learning allows us also to consider image information when estimating

the mean and variance-covariance matrix of the embedded representation of the tag.

The following table summarizes the characteristics of each model.

Table 7.1: Summary of the features of each proposed VSE model

Feature /Models VSE PVSE DGVSE

Accuracy of Embedded Space ○ ◎ △
Accuracy of AAM ○ ◎ ○

Analysis with variance × × ○

Table 7.2: Summary of the features of each VSE model
Feature /Models VSE PVSE DGVSE

Q1. What happens if I make this outfit “formal”? ○ ○ ○
Q2. How “casual” is this outfit? ○ ○ ○

Q3. What is the “street” point in this outfit? ○ ○ ○
Q4. What happens if I make the upper body of this outfit “formal”? × ○ ×

Q5. How “casual” is this jacket? × ○ ×

As this table provides a more accurate and broader range of answers, we believe that the

proposed model 2 (PVSE model) is a good choice for the fashion intelligence system. However,

the proposed model 3 (DGSE model) has the unique feature of obtaining a covariance matrix

for each mapped element. Therefore, selecting the proposed model 3 is effective if you want to

analyze the usage and the breadth of meaning of items and expressions in detail.

In addition, the preprocessing required to train each model is as follows.

Proposed Model 2 (Chapter 4): VSE [8]

• It is possible to perform with only preprocessing by semantic segmentation, which

separates the foreground (the area in which the person is in the picture) and back-

ground.
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Proposed Model 3 (Chapter 5): PVSE [9]

• Need preprocessing with semantic segmentation separable into regions per item.

Proposed Model 4 (Chapter 6): DGVSE [10]

• It is possible to perform with only preprocessing by semantic segmentation, which

separates the foreground (the area in which the person is in the picture) and back-

ground.

Thus, the proposed model 1 (VSE model) only needs to separate the background from the

human in the pre-processing (semantic segmentation) step and does not need to perform seg-

mentation for each item as in the pre-processing step for PVSE. Notably, open-source software,

which is readily available worldwide, can be used for this purpose. Therefore, selecting the pro-

posed Model 1 for the initial implementation stage would not be a wrong choice for a company.

7.2 On the Social Impact of the Fashion Intelligence System

The proposed system can be used on e-commerce sites and social media and as a valuable

reference and support tool for store clerks assisting customers in physical stores. Furthermore,

this system can be applied to fields such as architecture, art, furniture, and cuisine using data that

consists of images and information such as sentences and words associated with the images. Par-

ticularly, it is expected to be effective for applications in fields wherein ambiguous expressions

are used to describe objects. Additionally, it offers a means to address societal challenges and

make meaningful contributions, such as waste reduction, by empowering consumers to make

informed choices among the products offered by companies.

One of the key advantages of the system proposed in this research is its versatility, as it caters

to both professionals and non-professionals in offline and online settings, extending its utility

to virtually any field. When deployed as a real-world service, users will have the opportunity

to discover items and outfits that genuinely resonate with their preferences, thereby holding the

potential to alleviate social issues and foster positive societal impact.
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Chapter 8

Conclusion

This chapter describes the conclusion of this study and future avenues for research.

8.1 Conclusion of this Study

This study aimed to propose a system to support users’ understanding and interpretation of

items in the fashion industry and to enhance online usability and user satisfaction. Based on this

objective, we proposed the following two approaches.

• Approach 1: Focusing on the interaction between the company and users; a recommen-

dation system with explainability (proposed model 1) was proposed to provide persuasive

and convincing recommendations [7].

• Approach 2: Targeting the evaluation and specification stages of users’ purchasing pro-

cesses, a fashion intelligence system capable of automatically interpreting ambiguous

fashion expressions and retrieving answers to user queries was developed [8, 9, 10].

Both proposals were applied to real-world service data, and their effectiveness and usefulness

were demonstrated through multifaceted evaluation and analysis experiments.

Specifically, the results confirmed that proposed model 1 (Chapter 3) provides highly accurate

recommendations and offers various ways to use the results, including the ability to provide rea-

sons for recommendations. By leveraging diverse side information and mitigating computational

complexity, this contribution enables users to understand the positive aspects of recommended

items and fosters a compelling recommendation system. Furthermore, the fashion intelligence
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system (Chapters 4-6) uses VSE modeling techniques as its foundation, and we proposed three

types of VSE models in this study.

Furthermore, the fashion intelligence system (Chapters 4-6) utilizes VSE modeling techniques

as its foundation, and we proposed three types of VSE models in this study.

Proposed model 2 VSE can map a massive amount of full-body outfit images with abundant

tags containing various ambiguous expressions into the same space using foreground-

centered learning, background regularization, and other schemes [8].

Proposed model 3 Partial VSE that enables sensitive learning of each part [9].

Proposed model 4 Dual Gaussian VSE that enables the analysis of the meaning and diversity

of mapped elements, such as outfits, items, and ambiguous expressions [10].

In Chapter 4, we proposed the fashion intelligence system, which is the key to the rest of the

study. To realize the fashion intelligence system, we proposed a VSE (proposed model 2) that

maps a full-body image composed of various parts and backgrounds, and a tag set, including

both concrete and ambiguous expressions, into the same space at once, and various applications

based on the VSE technology.

In Chapter 5, we proposed PVSE (proposed model 3), which enabled us to obtain features

for each part of a full-body outfit, such as hairstyle, face, jacket, t-shirt, pants, and shoes, in

contrast to proposed model 2, which learns a full-body image at once. We showed that proposed

model 3 could realize an application that focuses on specified parts, which was not possible with

proposed model 2, and can respond to the more detailed needs of the user.

In Chapter 6, we proposed the DGVSE model (proposed model 4), which maps each element

not as a point but as a distribution in the projective space. Proposed model 4 shows a method to

analyze the meaning of the elements to be mapped in detail and the breadth of their uses, which

was impossible with proposed models 2 and 3. This is expected to contribute to a more detailed

understanding of users’ ambiguous images of fashion.

The fashion intelligence system, empowered by these VSE models, precisely maps images

and tags in the same space. By leveraging the obtained embedded representations in various

ways, the system expands users’ knowledge of fashion, catering to both experts and non-experts,

and supports a wide range of choices and actions. This technology aids users in their decision-

making and activities through social media and other platforms, addressing the recent trend of
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using others’ outfits as references. Given the historical context, the contributions of this research

hold significant value in real-world services.

8.2 Future Works and Prospects

In future research, the work on explainable recommendations can be extended to incorporate

side information with many-to-many relationships beyond favorite information. It is necessary

to propose an algorithm that effectively models and learns these relationships with uncertainty

and explore techniques to mitigate overlearning issues, which have been identified as challenges

for graph neural networks.

Based on the new technology developed in this study, the proposed system currently operates

only with datasets containing relatively clean images and tags assigned by users with a certain

degree of expertise. Therefore, efforts should be made to enhance the system’s applicability to

data contributed by any user.

Furthermore, the proposed system has the potential to be applied in various fields, such as

architecture, art, furniture, and cuisine, as long as the dataset comprises images and associated

textual information (e.g., sentences, words). Its effectiveness is particularly expected in domains

characterized by ambiguous expressions.
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[207] Martin Arjovsky, Soumith Chintala, and Léon Bottou. Wasserstein generative adversarial

174



References

networks. In Proceedings of the International Conference on Machine Learning, pages

214–223, Aug. 2017.

[208] Soheil Kolouri, Phillip E Pope, Charles E Martin, and Gustavo K Rohde. Sliced wasser-

stein auto-encoders. In Proceedings of the International Conference on Learning Repre-

sentations, Apr. 2018.

175



Research Achievements

Type Title, Name of Journal, Date of Publication, Co-author

Article （corresponding-author）
◎ Partial Visual-Semantic Embedding: Fashion Intelligence System with

Sensitive Learning, Knowledge-Based Systems, （Under Review） April

2023, Ryotaro Shimizu, Takuma Nakamura, Masayuki Goto

◎ Fashion Intelligence System: An Outfit Interpretation Utilizing Images

and Rich Abstract Tags, Expert Systems with Applications, Vol.213(C),

119167, March 2023, Ryotaro Shimizu, Yuki Saito, Megumi Matsutani,

Masayuki Goto

◎ Fashion-Specific Attributes Interpretation via Dual Gaussian Visual-

Semantic Embedding, IEEE Transactions on Image Processing, （Under

Review） November 2022, Ryotaro Shimizu, Masanari Kimura, Masayuki

Goto

◎ An Explainable Recommendation Framework Based on an Improved

Knowledge Graph Attention Network with Massive Volumes of Side In-

formation, Knowledge-Based Systems, Vol.239, 107970, March 2022, Ry-

otaro Shimizu, Megumi Matsutani, Masayuki Goto

Latent Variable Models for Integrated Analysis of Credit and Point Usage

History Data on Rewards Credit Card System, International Business Re-

search, Vol.13(3), pp.106-117, February 2020, Ryotaro Shimizu, Haruka

Yamashita, Masao Ueda, Ranna Tanaka, Tetsuya Tachibana, Masayuki

Goto

176



Research Achievements

Type Title, Name of Journal, Date of Publication, Co-author

Proposal of a Purchase Behavior Analysis Model on an Electronic Com-

merce Site Using Questionnaire Data, Total Quality Science, Vol.4(1),

pp.1-12, December 2018, Ryotaro Shimizu, Teppei Sakamoto, Haruka Ya-

mashita, Masayuki Goto

How Did the 2015 Political Crisis Affect Nepal in Economic and Social Re-

spects?, Horizon Research Publishing Corporation, Vol.6(6), pp.571-582,

2018年 10月, Ryotaro Shimizu, Brenda Bushell, Masayuki Goto

アンケートデータを考慮した ECサイトの購買履歴分析モデルの提案,

経営システム, Vol.27(2), pp.70-75, 2017年 7月,清水良太郎,坂元哲平,

山下遥,後藤正幸

Itn CF （corresponding-author）
◎ Fashion-Specific Ambiguous Expression Interpretation with Partial Visual-

Semantic Embedding, The IEEE/CVF Conference on Computer Vision and

Pattern Recognition 2023 - 6th Workshop on Computer Vision for Fash-

ion, Art, and Design, June 2023, Ryotaro Shimizu, Takuma Nakamura,

Masayuki Goto

Consumer Purchasing behavior model for Purchase History Data Stored in

Credit Card, The 19th Asia Pacific Industrial Engineering and Management

System Conference, December 2018, Ryotaro Shimizu, Haruka Yamashita,

Ranna Tanaka, Masayuki Goto

Proposal of a Purchase Behavior Analysis Model on EC Site Considering

Questionnaire Data, The 15th Asian Network for Quality Congress, pp.98,

September 2017, Ryotaro Shimizu, Teppei Sakamoto, Haruka Yamashita,

Masayuki Goto

177



Research Achievements

Type Title, Name of Journal, Date of Publication, Co-author

Research on the Political Crisis and its Impact on the Economic and So-

cial Sectors in Nepal, 22nd International Interdisciplinary Conference on

the Environment, June 2016, Ryotaro Shimizu, Masayuki Goto, Brenda

Bushell

Domestic CF （corresponding-author）
◎ ファッション特有の曖昧な表現を解釈する Fashion Intelligence System

の応用と今後の展開,第 37回人工知能学会全国大会, 2023年 6月,清水
良太郎,斎藤侑輝,後藤正幸

◎ 機械学習に基づくファッション特有の曖昧な表現を自動的に解釈する
ためのシステム,日本経営工学会 2022年秋季大会, 2022年 11月,清水
良太郎,斎藤侑輝,松谷恵,後藤正幸

外部ドメインデータを活用した潜在顧客発見に向けた取り組み, Con-

ference, on Computer Science for Enterprise 2021, 2021年 12月,清水良
太郎,柳圭祐

◎ ファッション系 ECサイトにおける多様な補助情報を有したグラフ構
造の学習アルゴリズムに関する一考察,日本経営工学会 2021年春季大
会, 2021年 5月,清水良太郎,松谷恵,後藤正幸

クレジットとポイントを併用可能な多機能クレジットカードにおける
利用履歴データの統合分析モデルの提案,第 41回情報理論とその応用
シンポジウム, pp.442-447, 2018年 12月,清水良太郎,山下遥,上田雅夫,

田中藍奈,後藤正幸

ECサイトにおける購買履歴データとアンケートデータを融合した顧
客の購買行動分析モデルの提案,日本経営工学会 2017年度学生発表会,

pp.82-83, 2018年 3月,清水良太郎,坂元哲平,山下遥,後藤正幸

178



Research Achievements

Type Title, Name of Journal, Date of Publication, Co-author

アンケートデータを考慮した ECサイトの購買履歴行動分析モデルの
提案,日本計算機統計学会第 31回シンポジウム, pp.7-12, 2017年 11月,

清水良太郎,坂元哲平,山下遥,後藤正幸

アンケートデータを考慮した ECサイトの購買履歴行動分析モデルの
提案, 日本経営工学会 2017年春季大会, pp.76-77, 2017年 5月, 清水良
太郎,坂元哲平,山下遥,後藤正幸

ECサイトにおけるアンケートデータを考慮した購買行動分析モデルの
提案, 平成 28年度データ解析コンペティション JIMA予選会, 2017年
2月,清水良太郎,坂元哲平,山下遥,後藤正幸

Lecture （corresponding-author）
企業の研究における研究計画の作り方, Conference, on Computer Science

for Enterprise 2021, 2021年 12月,清水良太郎

クレジットとポイントを併用可能な多機能クレジットカードにおける
利用履歴データの統合分析モデルの提案,価値創造マネジメントシンポ
ジウム, 2018年 12月,清水良太郎,山下遥,上田雅夫,田中藍奈,後藤正
幸

Article （co-author）
最大次数が未知の多項式回帰モデルに対するスパース推定に関する一
考察,情報処理学会論文誌, (Under Review) 2023年 5月,井上一磨,清水
良太郎,須子統太,後藤正幸

ユーザの多様性を考慮したクラスタワイズ型XGBoostモデルの提案と
その解釈方法に関する研究,情報処理学会論文誌, (Under Review) 2023

年 5月,三橋可奈,清水良太郎,山下遥

179



Research Achievements

Type Title, Name of Journal, Date of Publication, Co-author

知識グラフに基づく説明可能な推薦のための効率的な学習アルゴリズ
ムに関する一考察,日本経営工学会論文誌, (Under Review) 2023年４月,

楊冠宇,清水良太郎,山極綾子,後藤正幸

Estimation of the Effects of the Multiple Treatment for Business Analytics

Using Observational Data, Neural Computing & Applications, (Under Re-

view) March 2023, Yuki Tsuboi, Yuta Sakai, Ryotaro Shimizu, Masayuki

Goto

Generation of Attractive Fashion Outfit Images Using Conditional

StyleGan2-ADA Considering User Attribute Information, Fashion & Tex-

tile, (Under Review) March 2023, Oike Tatsuki, Haruka Yamashita, Ry-

otaro Shimizu

Recommendation Item Selection Algorithm Considering the Recommen-

dation Region in Embedding Space and New Evaluation Metric, Indus-

trial Engineering & Management Systems, (Under Review) January 2023,

Tomoki Amano, Ryotaro Shimizu, Masayuki Goto

Hidden Semi-Markov Model-Based Advanced Analysis Method for Item

Browsing Data Considering Duration of User Interests, Industrial Engi-

neering & Management Systems, (Under Review) January 2023, Kirin

Tsuchiya, Yuki Tsuboi, Ryotaro Shimizu, Masayuki Goto

A Latent Class Analysis for Item Demand Based on Temperature Dif-

ference and Store Characteristics, Industrial Engineering & Management

Systems, Vol.20(1), pp.35-47, March 2021, Yuto Seko, Ryotaro Shimizu,

Gendo Kumoi, Tomohiro Yoshikai, Masayuki Goto

Itn CF （co-author）

180



Research Achievements

Type Title, Name of Journal, Date of Publication, Co-author

Multiple Treatment Effect Estimation for E-commerce Marketing Using

Observational Data, The 22nd Asia Pacific Industrial Engineering and Man-

agement System Conference, November 2022, Yuki Tsuboi, Yuta Sakai,

Ryotaro Shimizu, Masayuki Goto

Extraction of fashion themes focusing hashtags based on Guided LDA, The

22nd Asia Pacific Industrial Engineering and Management System Confer-

ence, November 2022, Hiroya Furuta, Haruka Yamashita, Ryotaro Shimizu

Recommendation Item Selection Algorithm Considering the Recommenda-

tion Region in the Embedding Space, The 22nd Asia Pacific Industrial En-

gineering and Management System Conference, November 2022, Tomoki

Amano, Ryotaro Shimizu, Masayuki Goto

An Efficient Path Search Algorithm for Explainable Recommendation

Based on Knowledge Graph and Reinforcement Learning, The 22nd

Asia Pacific Industrial Engineering and Management System Conference,

November 2022, Guanyu Yang, Ryotaro Shimizu, Ayako Yamagiwa,

Masayuki Goto

A study on generation of images with many likes by Conditional

StyleGAN2-ada considering user attribute information, The 20th Asian

Network for Quality Congress, October 2022, Oike Tatsuki, Haruka Ya-

mashita, Ryotaro Shimizu

A study on cluster-wise XGBoost model considering user diversity and its

interpretation approach, The 20th Asian Network for Quality Congress, Oc-

tober 2022, Kana Mitsuhashi, Haruka Yamashita, Ryotaro Shimizu

181



Research Achievements

Type Title, Name of Journal, Date of Publication, Co-author

A method for item analysis considering duration of user interests based on a

hidden semi-markov model, The 20th Asian Network for Quality Congress,

October 2022, Kirin Tsuchiya, Yuki Tsuboi, Ryotaro Shimizu, Masayuki

Goto

A discussion on improving fraud detection performance by Generative

Adversarial Networks Transactions, The 19th Asian Network for Quality

Congress, October 2021, Guanyu Yang, Yuki Tsuboi, Ryotaro Shimizu,

Gendo Kumoi, Masayuki Goto

A Prediction Model of Item Demands Based on Temperature Difference

and Store Characteristics, The 16th Asian Network for Quality Congress,

pp.200, September 2018, Yuto Seko, Ryotaro Shimizu, Gendo Kumoi,

Masayuki Goto, Tomohiro Yoshikai

Domestic CF （co-author）
ユーザの潜在的な購買意欲を考慮した機械学習モデルに基づくクーポ
ン配布施策の効果検証モデル,第 37回人工知能学会全国大会, 2023年
6月,米田安希子,清水良太郎,桜井詩音,川田心,山下遥,後藤正幸

画像情報及び言語情報に基づくファッションコーディネート投稿の推
薦,第 37回人工知能学会全国大会, 2023年 6月,岩井理紗,山下遥,清水
良太郎

FT-Transformerの精度向上と効率化に関する一考察,第 37回人工知能
学会全国大会, 2023年 6月,磯村時将,天野智貴,清水良太郎,後藤正幸

レビュー文書データを対象とした BERTと SHAPによる評価値向上要
因分析モデル,第 37回人工知能学会全国大会, 2023年 6月,渡邊真己子,

山田晃輝,清水良太郎,鈴木佐俊,後藤正幸

182



Research Achievements

Type Title, Name of Journal, Date of Publication, Co-author

複数の ECマーケティング施策を対象とした観察データに基づく効果
推定手法, 情報理論とその応用シンポジウム, 2022年 11月, 坪井優樹,

阪井優太,清水良太郎,後藤正幸

知識グラフと強化学習に基づく説明可能な推薦のための効率的な経路
探索アルゴリズム,情報理論とその応用シンポジウム, 2022年 11月,楊
冠宇,清水良太郎,山極綾子,後藤正幸

埋め込み空間における推薦領域を考慮した推薦アイテム獲得手法の提
案,日本経営工学会 2022年秋季大会, 2022年 11月,天野智貴,清水良
太郎,後藤正幸

Guided LDAによるファッションテーマの抽出及び推薦への応用,日本
経営工学会 2022年秋季大会, 2022年 11月,古田博也,山下遥,清水良
太郎

CNNを用いた能動学習におけるラベル付与データの選択手法に関する
一考察,日本計算機統計学会第 36回シンポジウム, 2022年 11月,益田
恵里花,山田晃輝,清水良太郎,後藤正幸

隠れセミマルコフモデルに基づくユーザの嗜好持続性を考慮した商品
分析手法に関する一考察, 2022年度人工知能学会全国大会（第 36回）,

2022年 6月,土屋希琳,坪井優樹,清水良太郎,後藤正幸

複数の施策を対象とした処置効果推定手法に関する一考察,情報処理学
会第 84回全国大会, 2022年 3月,坪井優樹,阪井優太,清水良太郎,後
藤正幸

Conditional StyleGAN2-adaによるユーザの属性情報を考慮した高評価
画像の生成に関する研究,情報処理学会第 84回全国大会, 2022年 3月,

大池樹,清水良太郎,山下遥
183



Research Achievements

Type Title, Name of Journal, Date of Publication, Co-author

ユーザの多様性を考慮したクラスタワイズ型機械学習モデルの提案と
その解釈方法に関する研究,情報処理学会第 84回全国大会, 2022年 3

月,三池可奈,清水良太郎,山下遥

対照群のデータを考慮した Transformed outcome methodによるコンプ
ライアーの予測とその評価に関する研究,日本経営システム学会第 67

回全国研究発表大会, 2021年 11月,夏堀雄太,清水良太郎,山下遥

仮想通貨取引データに対する敵対的生成ネットワークを用いた分類性
能向上手法の検討,日本経営工学会 2021年春季大会, 2021年 5月,楊
冠宇,清水良太郎,雲居玄道,後藤正幸

最大次数が未知の多項式回帰モデルに対するスパース推定に関する一
考察,情報論的学習理論と機械学習研究会, 2018年 11月,井上一磨,清
水良太郎,須子統太,後藤正幸

気象条件と店舗特性を考慮した商品別需要モデル構築に関する一考察,

日本経営工学会 2018年春季大会, pp.8-9, 2018年 5月, 世古裕都, 清水
良太郎,雲居玄道,後藤正幸,吉開朋弘

Tweetデータに基づく料理画像の魅力度定量化モデル,日本経営工学会
2018年春季大会, pp.66-67, 2018年 5月,藤波英輝,清水良太郎,雲居玄
道,後藤正幸

184


