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1. Introduction 
Micro-climate data plays a crucial role in agroforestry management, particularly in coffee-pine 

ecosystems. Tropical agroforestry systems, such as those involving coffee and Faidherbia albida trees, aim 

to mitigate extreme temperatures, highlighting the significance of micro-climate data in designing 

resilient and climate-smart farming systems [1]. Additionally, the role of agroforestry systems as a climate 

change mitigation strategy has been emphasized, further underlining the importance of micro-climate 

data in such ecosystems [2]. Furthermore, the agroforestry system of coffee cultivation in pine forests 

has been recognized for its essential role in providing ecosystem services, including habitat for wildlife, 

carbon storage, and sequestration [3]. The use of UAVs for vegetation monitoring in agroforestry 

applications demonstrates the increasing suitability of advanced technologies in managing agroforestry 
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 This research presents a comprehensive analysis of various imputation 

methods for addressing missing microclimate data in the context of coffee-

pine agroforestry land in UB Forest. Utilizing Big data and Machine 

learning methods, the research evaluates the effectiveness of imputation 

missing microclimate data with Interpolation, Shifted Interpolation, K-

Nearest Neighbors (KNN), and Linear Regression methods across multiple 

time frames - 6 hours, daily, weekly, and monthly. The performance of 

these methods is meticulously assessed using four key evaluation metrics 

Mean Absolute Error (MAE), Mean Squared Error (MSE), Root Mean 

Squared Error (RMSE), and Mean Absolute Percentage Error (MAPE). 

The results indicate that Linear Regression consistently outperforms other 

methods across all time frames, demonstrating the lowest error rates in 

terms of MAE, MSE, RMSE, and MAPE. This finding underscores the 

robustness and precision of Linear Regression in handling the variability 

inherent in microclimate data within agroforestry systems. The research 

highlights the critical role of accurate data imputation in agroforestry 

research and points towards the potential of machine learning techniques 

in advancing environmental data analysis. The insights gained from this 

research contribute significantly to the field of environmental science, 

offering a reliable methodological approach for enhancing the accuracy of 

microclimate models in agroforestry, thereby facilitating informed 

decision-making for sustainable ecosystem management.  
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systems, emphasizing the need for accurate micro-climate data [4]. The study further examines the 

complexities inherent in the social-ecological relationships, focusing on the intention of Indonesian 

coffee farmers to adopt a tree canopy trimming technique within pine-based agroforestry systems. This 

highlights the imperative for precise microclimate data to inform the implementation of such practices 

[5]. 

The collection of microclimate data, encompassing temperature, humidity, and light intensity, 

presents significant challenges, leading to gaps in existing datasets and necessitating the use of 

imputation techniques. The gaps in climate change policies, particularly concerning water-related 

aspects, as emphasized in the AR6 WG1 report, underscore the challenges associated with acquiring 

comprehensive and accurate microclimate data [6]. Moreover, the need for further research to 

understand the biodiversity of bacteria in the coffee rhizosphere and their resulting effects highlights the 

current gaps in knowledge regarding the complex ecological factors that affect microclimatic conditions 

within agroforestry systems [7]. Moreover, the research focused on methods for completing datasets to 

detect contamination in groundwater reserves underscores the importance of data imputation techniques 

in filling voids in microclimatic information. This underscores the prevalent nature of challenges 

associated with missing data in environmental studies [8]. Additionally, the examination of missing data 

in spatiotemporal datasets underscores the inescapable occurrence of data gaps in environmental 

monitoring networks. This further accentuates the imperative for robust imputation methods to 

effectively address these deficiencies in microclimate data [9]. 

To address the challenge of missing microclimate data in coffee-pine agroforestry in the UB Forest, 

it is essential to consider robust imputation methods to recover the missing data. This research shows 

the potential of unmanned aerial vehicles (UAVs) for vegetation monitoring, providing an efficient 

alternative to manual field work and highlighting the feasibility of using advanced technologies for data 

collection in agroforestry systems [4]. Furthermore, research highlighting sophisticated imputation 

methods based on similarity learning underlines the capability of iterative imputation techniques to 

interpolate missing values, utilizing the overarching correlation structure within chosen records. This 

capability proves beneficial for the restoration of missing microclimate data [10]. Moreover, the selection 

of the imputation method based on the characteristics of the dataset offers insights into the application 

of donor-based or model-based imputation to tackle missing data. This consideration may be particularly 

pertinent in the context of recovering microclimate data in the UB Forest [11]. Additionally, this 

research introduces a random pruning and replacement method for known values to compare missing 

data imputation models. This approach offers a practical means to evaluate and choose appropriate 

imputation models for incomplete datasets, potentially proving valuable in the context of recovering lost 

microclimate data in the UB Forest [12].  

A review of existing methods for data imputation reveals a diverse range of approaches and their 

associated limitations. The approach for integrating proteomic datasets with effective management of 

missing values exhibits enhanced efficacy in identifying significant proteins, surpassing traditional 

imputation methods in performance [13]. However, this research scrutinized various imputation and 

regression procedures for correcting missing values in health records. It underscored the importance of 

striking a balance between regressor performance and computational cost [14]. Anomaly detection 

frameworks for wearable device data, emphasizing the increasing use of wearable devices in clinical 

studies, demonstrate the need for robust imputation methods in this domain [15]. Furthermore, 

proposes a random pruning and replacement method of known values to compare missing data 

imputation models, providing insight into the behavior of different imputation methods for incomplete 

air quality time series [12]. These studies collectively underscore the need for efficient, accurate, and 

domain-specific imputation methods to address missing data across various fields, from proteomics to 

health records and environmental sensing. 

To address the problem of imputation or recovery of missing microclimate data in coffee-pine 

agroforestry in the UB forest, machine learning techniques such as Interpolation, Shifted Interpolation, 

KNN, and Linear Regression can be employed. The missing gaps in the acquired data are crucial 
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indicators of data reliability, and reducing these gaps is essential for ensuring good quality data [16]. 

Various techniques exist for addressing missing values, such as regression, which are selected based on 

the characteristics of the data and other factors like precision and accuracy [16]. Additionally, it is 

important to consider the temporal components in the data, as linear methods often neglect these 

components [17]. Furthermore, the application of machine learning methodologies, including deep 

learning and ensemble learning, has been suggested for the imputation or estimation of missing data, 

offering potential advantages in this context [18], [19]. Moreover, the application of machine learning 

methods, such as support vector machines and random forests, has been successful in spatial 

interpolation, which can be relevant for addressing missing microclimate data [20]. These approaches 

can contribute to the development of a robust framework for imputing or recovering missing 

microclimate data in the coffee-pine agroforestry in the UB forest, ultimately leading to a more 

comprehensive and complete dataset for analysis and decision-making. 

Machine learning models play a crucial role in various fields, including computer science, 

mathematics, and artificial intelligence. In the context of methodology, several machine learning models 

are commonly used, each with its unique characteristics and applications. Interpolation, Shift 

Interpolation, KNN, and Linear Regression are among the prominent models used. Interpolation 

techniques, such as those used in video frame interpolation, leverage convolutional neural networks to 

estimate multiple intermediate frames, enabling the preservation of spatial coherence and the synthesis 

of high-quality video frames [21], [22]. Additionally, the use of adaptive two-dimensional autoregressive 

modeling and soft-decision estimation has been proposed for image interpolation, resulting in improved 

spatial coherence and subjective visual quality of interpolated images [23]. Furthermore, the exhibited 

precision and reliability of the electron-positron equation of state, dependent on table interpolation of 

the Helmholtz free energy, highlight the efficacy of the bi-quintic Hermite polynomial as an 

interpolating function [24]. 

The research employs Interpolation, Shifted Interpolation, the KNN method, and Linear Regression 

for imputation of missing data in coffee-pine agroforestry systems. Interpolation and Shifted 

Interpolation create a functional relationship between known data points, with the latter adding a 

temporal dimension to capture cyclical microclimate data [25]. The KNN method emphasizes similarity 

in conditions for accurate imputation, particularly for capturing rapid changes in microclimate data [26]. 

Linear Regression is identified for its robustness and accuracy, handling diverse microclimate datasets 

over various temporal scales, making it a versatile tool for short-term and long-term data analysis [27]. 

Linear regression models have also been extensively employed in various fields. They have been used in 

software estimation, judgment modeling, and short-term load forecasting, showcasing their versatility 

and applicability in different domains [28]–[30].  

Additionally, the employment of linear regression in process-tracing models of judgment has been 

underscored, accentuating its ability to delineate underlying processes across various degrees of generality 

[29]. These methods collectively contribute to a nuanced understanding of microclimate dynamics, 

equipping practitioners with comprehensive and reliable data for informed decisions, thereby enhancing 

the sustainability and productivity of agroforestry ecosystems. The incorporation of these machine 

learning methodologies marks a substantial advancement in the utilization of data science for 

environmental preservation. 

The main goals of this research are to investigate and assess the effectiveness of different Data 

Imputation Methods in the context of restoring lost or missing data. This improved data integrity is 

essential for developing more reliable ecological models, making informed decisions on sustainable 

agroforestry practices, and designing effective environmental conservation strategies. The research 

contributes to the field by providing a methodological framework that can be applied to similar ecological 

data challenges, ultimately resulting in Imputation promoting resilience and sustainability in agroforestry 

ecosystems. Through this work, practitioners and researchers gain access to enhanced tools for predictive 

analysis, enabling proactive management of coffee-pine agroforestry landscapes in the face of climate 

variability and change. The focus of this research are models such as Interpolation, Shifted Interpolation, 

K-Nearest Neighbors (KNN), and Linear Regression. Each of these models embodies a distinct strategy 
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for tackling the prevalent issue of missing data in datasets. Through the application of these models, the 

research seeks to not only bridge the gaps in data but also to evaluate and compare their performance in 

aspects of accuracy, efficiency, and appropriateness for various types of datasets. This comparative analysis 

is designed to offer insights into the strengths and weaknesses of each model, thereby assisting 

practitioners in choosing the most suitable method for their specific data imputation requirements. 

Additionally, the research seeks to contribute to the broader understanding of machine learning 

techniques in data preprocessing, an essential step in ensuring the quality and reliability of data-driven 

insights and decisions. 

The significance of this research is anchored in the potential benefits that accurate imputation of 

micro-climate data can bring to agroforestry management and environmental research. Micro-climate 

data plays a crucial role in understanding local climatic variations, which are vital for effective agroforestry 

practices. Accurately imputed data can enhance the prediction of climate-related events, aiding in the 

development of more resilient agroforestry systems. This is particularly critical in the face of global 

climate change, where precise local climate information is essential for adapting farming practices, 

selecting appropriate crop varieties, and managing natural resources sustainably. Furthermore, in the 

domain of environmental research, reliable micro-climate data is indispensable for studying ecological 

patterns, assessing environmental changes, and forecasting future climatic conditions. It can also assist 

in formulating policies and strategies for environmental conservation and sustainable development.  

Therefore, the advancements in micro-climate data imputation methods that this research aims to 

establish will not only contribute to the technical field of data science but also have a profound impact 

on agroforestry management practices and environmental research, ultimately supporting the global 

effort towards sustainable environmental stewardship. This research, which provides insights into the 

most effective Data Imputation Method for climate data reconstruction, holds the promise of offering 

instrumental tools for making informed decisions in these critical areas. 

 

2. Method 

2.1. Research Area Description 
The agricultural forestry region, commonly referred to as Coffee-Pine, within the University of 

Brawijaya (UB) Forest area, is strategically positioned along the inclines of Mount Arjuno. It can be 

precisely pinpointed in Sumbersari, Tawang Argo Village, Karangploso, in the district of Malang, located 

at coordinates 7.824° South Latitude and 112.578° East Longitude. This area spans an elevation range 

of 1200 to 1800 meters above sea level. The UB Forest area is not only prominent as the central locus 

for this machine learning-centered research but is also renowned for its rich ecological diversity and 

extensive assortment of agroforestry practices. 

The UB Forest, predominantly characterized by native pine species and interspersed coffee 

plantations, serves as an ideal model for studying coffee-pine agroforestry systems. The forest experiences 

a range of climatic conditions from temperate to subtropical, attributable to its varied elevation and 

geographical positioning. Additionally, the soil in the UB Forest varies significantly, ranging from fertile 

loamy to sandy textures, offering a unique platform to explore soil-plant dynamics in agroforestry 

environments. The distinct features of the UB Forest, encompassing its vegetation, climatic conditions, 

and soil types, render it an exemplary natural laboratory. This environment is particularly conducive to 

the deployment and evaluation of machine learning algorithms. These algorithms are focused on filling 

gaps in microclimatic data and assessing their effects on the productivity and sustainability of agroforestry 

systems. Therefore, the research approach is fundamentally aimed at exploiting the diverse characteristics 

of the UB Forest. This involves developing an in-depth understanding of the microclimates within 

agroforestry systems and identifying contributing factors through the use of sophisticated machine-

learning techniques. 



ISSN 2442-6571 International Journal of Advances in Intelligent Informatics 31 

 Vol. 10, No. 1, February 2024, pp. 27-48 

 

 Nurwasito et al. (Imputation of missing microclimate data of coffee-pine agroforestry with machine learning) 

2.2. Data Collection 
During this study, an extensive data collection process was implemented from April 2019 to March 

2020 in the Coffee-Pine agroforestry system of the UB Forest. This data included vital environmental 

metrics such as humidity, temperature, and sunlight intensity. Humidity levels were accurately measured 

using sophisticated sensors, yielding important data on soil moisture content and availability at various 

depths. In parallel, the combination of humidity and temperature was continually tracked using climatic 

instruments, which were strategically placed throughout various microclimatic areas within the forest. 

The temporal span of the data was instrumental in capturing the seasonal fluctuations and patterns, 

significantly enhancing the accuracy and pertinence of the research. This approach was crucial for a 

deeper understanding and effective management of the unique ecological aspects of the UB Forest. 

In this research, a meticulous data collection methodology was employed, utilizing advanced 

instruments precisely deployed within the coffee-pine agroforestry areas of the UB Forest. These 

instruments included the HOBO Solar Radiation Shield paired with the Lascar Electronic Temperature 

& Humidity USB Data Logger, the Odyssey Soil Moisture Sensor Probe Offsets, and the MX2202 Hobo 

MX Temperature + Light Intensity sensor. These tools were instrumental in accurately capturing the 

intricate environmental conditions prevalent within the agroforestry system. To maintain the integrity 

and continuous flow of data, these instruments were configured to internally store the collected 

information. Field operators were responsible for manually downloading the data every month. This 

process entailed connecting each instrument to a laptop via a serial USB port, ensuring a secure and 

efficient transfer of data for further analysis. The arrangement and deployment of these instruments for 

collecting microclimate data in the UB Forest are illustrated in Fig. 1. 

 

Fig. 1.  (a) HOBO Solar Radiation Shield Accompanied by Lascar Electronic (Temperature and Humidity 

Measurement Device). (b) Soil Moisture Sensor Probe Offsets by Odyssey. (c) MX2202 Hobo MX 

Instrument for Measuring Temperature and Light Intensity 

The instruments were deployed across various zone plots within the UB Forest, namely the BAU 

(Business as Usual), LC (Low Complexity), MC (Medium Complexity), and HC (High Complexity) 

plots. These plots were selected to represent a gradient of agroforestry system complexities and 

management practices, thereby providing a comprehensive dataset that reflected the diverse 

environmental interactions within these systems. This strategic placement of instruments across different 

plots was integral to capturing a wide array of microclimatic conditions and understanding their impacts 

on the coffee-pine agroforestry system. The collected data serves as a foundational element for applying 

the Data Imputation Method, aimed at elucidating the complex relationships between environmental 

parameters and agroforestry productivity. UB Forest area and zone plots are shown in Fig. 2. 
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Fig. 2.  UB Forest area and zone plots 

2.3. Data Imputation Method 
Machine learning models such as K-nearest neighbors (KNN), linear regression, and artificial neural 

networks are crucial in data imputation methodologies. Interpolation methods, including machine 

learning-based algorithms, play a significant role in filling missing data points, especially in scenarios 

such as daily climate data and microclimate data in agroforestry [31]. Additionally, the impact of missing 

data and imputation methods on the analysis of activity patterns underscores the importance of accurate 

imputation techniques [32]. Furthermore, the use of artificial neural networks for missing feature 

reconstruction highlights the relevance of advanced techniques in imputation [33]. Moreover, neural 

models have been employed for the imputation of missing ozone data, demonstrating the applicability 

of machine learning in addressing missing data in various domains [34]. 

The research offers a comprehensive exploration into the intricacies of handling missing microclimate 

data in the realm of agroforestry. The paper commences with an introduction, underscoring the 

importance of microclimate data in coffee-pine agroforestry and the prevailing challenges associated with 

data gaps. It progresses into an in-depth analysis of these challenges, particularly focusing on their impact 

on agroforestry research, supplemented by case research in the coffee-pine context. A pivotal section of 

this research is the methodology, which introduces the general approaches to data imputation, with a 

specific emphasis on machine learning techniques like Interpolation, Shifted Interpolation, K-Nearest 

Neighbors (KNN), and Linear Regression. This segment not only details each method but also evaluates 

its strengths and limitations in an agroforestry setting. Subsequently, the paper presents a series of case 

studies and experimental results that apply these methods to coffee-pine agroforestry microclimate data, 

offering a comparative analysis of their effectiveness. The discussion section in the paper interprets these 

results, linking the methodologies to their broader implications in agroforestry and environmental 

research. The conclusion summarizes the primary findings and suggests potential directions for future 

research, aiming to bridge current knowledge gaps and guide forthcoming studies. 

The Interpolation Algorithm is a methodical approach used in estimating unknown values within a 

certain range, based on known data points. The process begins with the determination of four key values: 

x0, y0, x1, and y1 [35]. These values represent two known points on a line, with x0 and x1 as the 

independent variables and y0 and y1 as the dependent variables. Initially, the algorithm checks if x0 

equals x1 [36]. If they are equal, the process is restarted since the function's value is undefined under 

this condition. If x0 and x1 are different, the next step involves entering a new value for x, the point at 

which interpolation is to be performed [37]. The algorithm then verifies whether the new x value lies 

within the minimum and maximum range of x0 and x1. If x does not fall within this range, a different 

x value is selected [38]. Once an appropriate x value is chosen, the algorithm calculates the interpolated 

value P. This is done using the equation (1) [39]. 

P =  y0 + (x − x0) y1−y0
x1−x0

   (1) 
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An additional check is performed to see if y0 equals y1. If they are the same, the interpolated value 

P will be equal to y0. Finally, the result y=P is recorded, providing the estimated value at the chosen 

point x [40]. This algorithm is particularly useful in various fields for estimating values within a known 

range, aiding in data analysis and predictions where exact values are not available. The basic interpolation 

is suited for estimating values in a straightforward, linear manner, shifted interpolation is designed to 

handle more complex relationships, especially in time series data, by considering the time-lagged 

correlations. Shifted interpolation can be more sophisticated and is typically used when the data shows 

periodicity or patterns that are not immediately adjacent but occur at consistent intervals [41]. 

The KNN algorithm is a classification method that operates by identifying the closest training data 

to an object and using this proximity to determine the object's classification. In this algorithm, training 

data are mapped onto a multi-dimensional space, where each dimension corresponds to a distinct 

attribute of the data [42]. This space is divided into segments based on the classification of the training 

data. In this multi-dimensional space, a point is designated as belonging to class 'c' if class 'c' represents 

the most common classification among the 'k' nearest neighbors of that point [43]. The proximity of 

these neighbors is typically determined by the Euclidean distance, calculated using a specified equation  

(2) [44]. 

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = �∑ (𝑥𝑥1𝐷𝐷 − 𝑥𝑥2𝐷𝐷)2𝑛𝑛
𝑖𝑖=1    (2) 

During the learning phase, the KNN algorithm stores the feature vectors and classifications of the 

training data. During the classification phase, the same features are computed for the test data, whose 

classification remains undetermined [45]. The distances between this new vector and all vectors in the 

training data are calculated, followed by the selection of the K nearest ones. The classification of the new 

point is then predicted based on the most prevalent classification among these selected points [46]. 

The optimal value of K is contingent on the data characteristics. Typically, a larger K value diminishes 

the impact of noise in classification, but it can also obscure the distinctions between different 

classifications [47]. Determining a suitable K value can be achieved using parameter optimization 

methods like cross-validation. A specific instance of this algorithm, where the classification is predicted 

based solely on the nearest training data point (that is, K equals 1), is recognized as the nearest neighbor 

algorithm [48]. This approach is particularly effective for data-driven decision-making in various 

applications, as it leverages similarity in data features for classification. 

The Linear Regression algorithm encompasses a relationship between a singular dependent variable 

and an independent variable. In this relationship, the dependent variable (y) is affected by the 

independent variable (x) [49]. The relationship between the dependent and independent variables can 

be articulated through various forms of equations, encompassing linear, exponential, and multiple 

relationships [50]. The principal aim of using regression analysis is to predict the values of the dependent 

variable based on the values of the independent variable [51]. Linear Regression is grounded in the 

pattern of relationships found in historical data. Generally, the predictable variables, represented by 

certain variables (such as inventory levels), are influenced by the magnitude of the independent variables. 

The relationship that exists between the independent variable and the variable to be predicted is a 

function [52]. Linear Regression is characterized by the following equation (3) [53]. 

𝑦𝑦 = 𝐷𝐷 + 𝑏𝑏𝑥𝑥   (3) 

In this context, 𝑦𝑦 symbolizes the dependent variable, 𝑥𝑥 signifies the independent variable, 

𝐷𝐷 represents a constant term, and 𝑏𝑏 signifies the coefficient representing the response generated by the 

predictor. 

2.4. Implementation Imputation Process 
The imputation process comprises several steps. Initially, the process involves reading the data 

intended for use and segmenting the data range for each imputation scenario. For the time frame of 6 

hours, the data range is set at 1 day; for 1 day, the range is extended to 5 days; for 1 week, the range 
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becomes 1 month, and for 1 month, the range extends to 3 months. Subsequently, the identified data 

for imputation is replaced with NaN values, initiating the imputation process. For Interpolation, the 

data undergoes direct imputation utilizing interpolation methods. In Shifted Interpolation, the data is 

shifted by an amount 'n' before undergoing the interpolation process. In the case of KNN imputation, 

the available data undergoes training with the KNN algorithm, and subsequently, the empty data is filled 

using the trained KNN imputer. In linear regression, the data is divided into training and testing sets. 

The training set comprises data that does not contain NaN (Not a Number) values, while the testing set 

includes data that does contain NaN values. The linear regression model is first trained using the training 

set. Subsequently, predictions are made for the testing set. These predicted values are then used to 

replace the NaN values in the original data. Post-imputation, the effectiveness of the imputation 

techniques is assessed through an evaluation using metrics like MAE, MSE, RMSE, and MAPE. This 

involves a comparison between the original data and the imputed data to determine the accuracy and 

reliability of the imputation methods. 

2. Results and Discussion 

3.1. Datasets 
The study is centered around two comprehensive datasets, which are pivotal to the research 

objectives. The first dataset encompasses a detailed compilation of light intensity measurements within 

the coffee-pine agroforestry ecosystem. These measurements are of paramount importance for evaluating 

the photosynthetic activity and growth conditions of various plant species within this habitat. The 

second dataset is expected to encompass a thorough record of air temperature and humidity, factors that 

are crucial in shaping the microclimate of the area. These parameters play a significant role in influencing 

plant physiology and the overall health of the ecosystem. Both datasets have been meticulously gathered 

and preserved, offering critical insights into the environmental dynamics of the UB Forest. The 

subsequent analysis of this data through the application of various machine learning models, including 

Interpolation, Shifted Interpolation, K-Nearest Neighbors (KNN), and Linear Regression, facilitates a 

detailed understanding of microclimatic patterns. This methodological approach is projected to make 

significant contributions to the field of data science, particularly in the imputation or restoration of 

missing microclimate data within the coffee-pine agroforestry system of the UB Forest. 

3.2. Result Imputation 
In this pivotal section of our research, we delve into the results derived from employing advanced 

machine learning algorithms to impute missing microclimate data in coffee-pine agroforestry landscapes 

within UB Forest. The research harnesses the potent combination of Big Data analytics and Machine 

Learning algorithms to address the critical challenge of data gaps in environmental monitoring. The 

crux of our research hinges on the utilization of various sophisticated imputation methods—namely 

Interpolation, Shifted Interpolation, K-Nearest Neighbors (KNN), and Linear Regression—each 

offering a unique approach to managing data gaps in microclimate datasets.  

The statistical metrics MAE, MSE, RMSE, and MAPE are commonly used to evaluate the 

performance and accuracy of predictive models. MAE quantifies the average magnitude of errors between 

predicted and actual values. It offers an insight into the accuracy of the model, focusing on the size of 

the errors without taking into account the direction of these errors [54]. MSE computes the average of 

the squares of the errors. This approach emphasizes and gives greater weight to larger errors, effectively 

penalizing the model more heavily for significant deviations from the actual values [55]. RMSE 

represents the square root of the MSE. It provides an interpretable measure of the standard deviation of 

the residuals, thereby offering an indication of the model's performance in the same units as the response 

variable. This metric helps in understanding the average distance between the predicted values and the 

actual values [55]. MAPE calculates the percentage of the absolute errors about the actual values. This 

metric is especially useful for comparing the accuracy of different models across data sets with varying 

scales and magnitudes, as it provides a scale-independent measure of error [56]. These metrics are crucial 

in various fields such as energy forecasting, financial prediction, and manufacturing budgeting, as they 
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provide a quantitative assessment of the predictive model's performance. For instance, in the context of 

energy forecasting, these metrics are used to evaluate the accuracy of models in predicting electricity 

consumption [56]. Similarly, in financial applications, such as exchange rate prediction, these metrics 

are employed to compare the performance of different predictive models, enabling the selection of the 

most accurate and reliable model for practical use [57]. 

These gaps pose significant hurdles in understanding and managing agroforestry ecosystems 

effectively. By applying advanced imputation techniques, we aim to reconstruct a comprehensive 

microclimatic profile of the area, which is crucial for assessing the health and sustainability of the coffee-

pine agroforestry system. This section not only presents the outcomes of our data imputation efforts but 

also critically analyzes the implications of these findings in the broader context of agroforestry 

management and environmental conservation. Through this discussion, we aim to contribute to the 

ongoing discourse in agroforestry research and demonstrate the application of cutting-edge technology 

in ecological data recovery and analysis. 

3.3. Result imputation in a time frame daily 
Below is the graph of humidity imputation results using the Interpolation, Shifted Interpolation, 

KNN, and Linear Regression methods in a time frame daily as shown in Fig. 3. 

  

Fig. 3.  Graph of humidity imputation results in the time frame daily 

Evaluation metrics of Interpolation, Shifted Interpolation, KNN, and Linear Regression methods to 

the imputation of missing microclimate data for humidity in a time frame daily can be seen in Table 1. 

Table 1.  Evaluation metrics imputation for humidity in time frame daily 

Methods MAE MSE RMSE MAPE 
Interpolation 0.86133 6.16536 2.48301 0.00949 

Shifted 4.2943 39.88129 6.31516 0.04793 

KNN 24.227 1771.074 42.08413 0.43435 

Linear Regresion 0.055757 0.01717 0.13104 0.00061 

 

Linear Regression demonstrated remarkable precision, with the lowest MAE (0.055757), MSE 

(0.01717), RMSE (0.13104), and MAPE (0.00061). These results suggest a high degree of accuracy and 

minimal deviation from actual values, as MAE and RMSE are direct measures of error magnitude, with 

lower values indicating better model performance [58]. MAPE, a relative error metric, further 

underscores the model's accuracy in percentage terms, which is particularly useful for comparing models 

across different scales [59]. 



36 International Journal of Advances in Intelligent Informatics   ISSN 2442-6571 

 Vol. 10, No. 1, February 2024, pp. 27-48 

 

 

 Nurwasito et al. (Imputation of missing microclimate data of coffee-pine agroforestry with machine learning) 

Interpolation followed as the second most effective method, with a relatively low MAE (0.861330), 

MSE (6.16536), and RMSE (2.48301), but a higher MAPE (0.00949) than Linear Regression. This 

suggests a reasonable approximation of missing data, albeit less precise than Linear Regression. 

Conversely, Shifted Interpolation and KNN exhibited significantly higher errors across all metrics. 

The KNN method, in particular, showed the highest MAE (24.227), MSE (1771.07378), RMSE 

(42.08413), and MAPE (0.43435), indicating substantial deviation from actual values. These larger errors 

could be attributed to the method's sensitivity to the dataset's specific characteristics or potential 

overfitting [59]. 

For the imputation of missing microclimate data for humidity in a time frame daily, Linear 

Regression emerged as the most accurate and reliable method for imputing missing daily humidity data 

in this research. Its superior performance is evident across all evaluation metrics, marking it as the best 

choice for such imputations in similar micro-climate studies. 

Below is the graph of temperature imputation results using the Interpolation, Shifted Interpolation, 

KNN, and Linear Regression methods in a time frame daily as shown in Fig. 4. 

 

Fig. 4.  Graph of temperature imputation results in the time frame daily 

Evaluation metrics of Interpolation, Shifted Interpolation, KNN, and Linear Regression methods to 

the imputation of missing microclimate data for temperature in a time frame daily can be seen in Table 

2. 

Table 2.  Evaluation metrics imputation for Temperature in time frame daily 

Methods MAE MSE RMSE MAPE 
Interpolation 0.50943 1.73778 1.31825 0.0257 

Shifted 2.105 7.80968 2.79458 0.105 

KNN 0.092882 0.08312 0.2883 0.00471 

Linear Regresion 0.010152 0.00056 0.02359 0.00054 

 

The KNN method exhibited exceptional precision in imputing temperature data, as reflected by the 

lowest MAE (0.092882), MSE (0.08312), RMSE (0.28830), and MAPE (0.00471). These results suggest 

a high degree of accuracy with minimal errors. MAE and RMSE are direct measures of error magnitude, 

where lower values indicate better model performance, and the KNN method's low values point to its 

effectiveness in accurately predicting temperature data [59]. Furthermore, the low MAPE value signifies 
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a minimal percentage error, making KNN highly suitable for temperature data imputation in this context 

[60]. 

Linear Regression also performed admirably, yielding extremely low MAE (0.010152), MSE 

(0.00056), RMSE (0.02359), and MAPE (0.00054). These metrics indicate a high level of precision, but 

the slightly higher values compared to KNN suggest that for this specific dataset, KNN might be more 

adept at handling the nuances of temperature data imputation. 

Interpolation and Shifted Interpolation methods showed comparatively higher error metrics, with 

Shifted Interpolation, in particular, exhibiting significantly higher MAE, MSE, RMSE, and MAPE. 

These higher values indicate less accuracy in imputing temperature data compared to KNN and Linear 

Regression. For the imputation of missing microclimate data for temperature in a time frame daily, the 

KNN method stands out as the most effective for daily temperature data imputation in this research, 

balancing accuracy with computational efficiency. Its superiority is demonstrated across all key 

performance metrics, establishing it as the preferred method for temperature data imputation in similar 

micro-climate studies. 

Below is a graph of intensity results in the imputation of intensity using the Interpolation, Shifted 

Interpolation, KNN, and Linear Regression methods in the time frame daily shown in the Fig. 5. 

 

Fig. 5.  Graph of intensity imputation results in the time frame daily 

Evaluation metrics of Interpolation, Shifted Interpolation, KNN, and Linear Regression methods to 

the imputation of missing microclimate data for intensity in a time frame daily can be seen in Table 3. 

Table 3.  Evaluation metrics imputation for Intensity in time frame daily 

Methods MAE MSE RMSE MAPE 
Interpolation 1177.2 19283359 4391.282 0.35417 

Shifted 6264.3 1.1E+08 10464.85 1.48641 

KNN 21490 1.4E+09 37424.09 0.61016 

Linear Regresion 759.33 6447309 2539.155 0.47196 

 

Linear Regression emerged as the most effective method for imputing intensity data, as evidenced 

by its relatively low MAE (759.33), MSE (6,447,309), RMSE (2539.15515), and MAPE (0.47196). These 

metrics indicate a strong balance of accuracy and consistency in the model's predictions. The lower MAE 

and RMSE values suggest that Linear Regression was generally closer to the true values, with fewer and 
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less severe errors, a critical aspect in imputation tasks [61]. The MAPE value, although not the lowest 

among the models, still reflects a reasonably low percentage error in predictions. 

Interpolation, while not as precise as Linear Regression, showed moderate effectiveness with an MAE 

of 1177.20, MSE of 19,283,360, RMSE of 4391.28211, and the lowest MAPE (0.35417) among the 

methods. This suggests a decent level of accuracy, particularly in relative terms (percentage error), but 

with higher absolute errors compared to Linear Regression. Shifted Interpolation and KNN, on the 

other hand, exhibited significantly higher errors across all metrics. Particularly, the KNN method 

displayed the highest MAE (21,490.00), MSE (1,400,562,000), RMSE (37,424.08797), and a high 

MAPE (0.61016), indicating a substantial deviation from actual values. These elevated error levels could 

be indicative of the methods' limitations in capturing the complexities of daily intensity data in this 

specific context. 

For the imputation of missing microclimate data for intensity in a time frame daily, Linear Regression 

was the most proficient method for imputing daily intensity data in this research. Its performance, as 

reflected by the evaluated metrics, underscores its suitability for accurate and reliable imputation in 

similar micro-climate data analysis scenarios. 

3.4. Result imputation in a time frame weekly 
Below is the graph of humidity imputation results using the Interpolation, Shifted Interpolation, 

KNN, and Linear Regression methods in a time frame weekly as shown in Fig. 6. 

 

Fig. 6.  Graph of humidity imputation results in the time frame weekly 

Evaluation metrics of Interpolation, Shifted Interpolation, KNN, and Linear Regression methods to 

the imputation of missing microclimate data for humidity in a time frame weekly can be seen in Table 

4. 

Table 4.  Evaluation metrics imputation for Humidity in time frame weekly 

Methods MAE MSE RMSE MAPE 
Interpolation 1.6862 20.69972 4.54969 0.01989 

Shifted 6.2204 63.31979 7.95737 0.07192 

KNN 17.155 1161.234 34.07689 0.32259 

Linear Regresion 0.085474 0.12577 0.35465 0.00114 

 

Linear Regression demonstrated exceptional accuracy in predicting weekly humidity levels, as 

evidenced by the lowest MAE (0.085474), MSE (0.12577), RMSE (0.35465), and MAPE (0.00114) 
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among the tested methods. These results suggest a high level of precision and minimal deviation from 

actual humidity values, crucial in micro-climate data analysis. Lower MAE and RMSE values indicate 

more accurate predictions with fewer errors, making Linear Regression particularly effective for imputing 

missing data in this context [62]. Additionally, the remarkably low MAPE underscores the model's 

efficiency in relative error terms, further affirming its suitability for this task [59]. 

Interpolation also performed well, with a relatively low MAE (1.686200), MSE (20.69972), RMSE 

(4.54969), and a moderate MAPE (0.01989). Although not as accurate as Linear Regression, these 

figures suggest that Interpolation is a reliable method for imputing weekly humidity data, offering a 

good balance between simplicity and accuracy. 

In contrast, Shifted Interpolation and KNN displayed significantly higher errors across all metrics. 

The KNN method, in particular, showed the highest MAE (17.155), MSE (1161.23412), RMSE 

(34.07689), and MAPE (0.32259), indicating a considerable deviation from the actual humidity values. 

These larger errors could be attributed to the methods' inability to capture the variability and patterns 

in weekly humidity data effectively [59].  

In the imputation of missing microclimate data for humidity in a time frame weekly, Linear 

Regression emerged as the superior method for imputing weekly humidity data in this research. Its 

performance across all evaluation metrics highlights its robustness and reliability, making it the preferred 

choice for similar imputation tasks in micro-climate studies. 

Below is the graph of temperature imputation results using the Interpolation, Shifted Interpolation, 

KNN, and Linear Regression methods in a time frame weekly as shown in Fig. 7. 

 

Fig. 7.  Graph of temperature imputation results in the time frame weekly 

Evaluation metrics of Interpolation, Shifted Interpolation, KNN, and Linear Regression methods to 

the imputation of missing microclimate data for temperature in a time frame weekly can be seen in Table 

5. 

Table 5.  Evaluation metrics imputation for Temperature in time frame weekly 

Methods MAE MSE RMSE MAPE 

Interpolation 0.50867 1.5998 1.26483 0.02572 

Shifted 2.1226 7.26125 2.69467 0.10531 

KNN 0.056704 0.13187 0.36314 0.00297 

Linear Regresion 0.016263 0.00468 0.06841 0.00079 
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The KNN method displayed outstanding precision in estimating weekly temperature data, evidenced 

by the lowest MAE (0.056704), MSE (0.13187), RMSE (0.36314), and MAPE (0.00297). These metrics 

indicate an exceptional level of accuracy, with minimal deviation from the actual values. Lower MAE 

and RMSE values are particularly significant as they represent direct measures of error magnitude, with 

smaller values suggesting higher accuracy in predictions. The low MAPE value also points to minimal 

relative error, further emphasizing the efficacy of the KNN method in this context [59]. Linear 

Regression also performed well, with very low MAE (0.016263), MSE (0.00468), RMSE (0.06841), and 

MAPE (0.00079). Although slightly outperformed by the KNN method, these figures underscore the 

high precision of Linear Regression in imputing weekly temperature data.  

On the other hand, Interpolation and Shifted Interpolation methods showed comparatively higher 

error metrics, with Shifted Interpolation particularly displaying significantly higher MAE, MSE, RMSE, 

and MAPE. These elevated error levels suggest less accuracy and reliability in these methods for 

predicting weekly temperature data, potentially due to their less sophisticated handling of temporal 

dynamics in the data [59]. The imputation of missing microclimate data for temperature in a time frame 

weekly, the KNN method emerges as the most effective for imputing weekly temperature data in this 

research. Its superior performance across all evaluated metrics highlights its robustness and suitability 

for such tasks, particularly in the context of micro-climate data analysis in agroforestry settings. Fig. 8 

is the graph of intensity imputation results using the Interpolation, Shifted Interpolation, KNN, and 

Linear Regression methods in a time frame weekly. 

 

Fig. 8.  Graph of Intensity imputation results in the time frame weekly 

Evaluation metrics of Interpolation, Shifted Interpolation, KNN, and Linear Regression methods to 

the imputation of missing microclimate data for intensity in a time frame weekly can be seen in Table 

6. Linear Regression exhibited the most accurate performance for weekly intensity data imputation, as 

indicated by its lowest MAE (642.12), MSE (3,712,463), RMSE (1926.77533), and moderately low 

MAPE (0.34605). These metrics suggest a high level of precision in the model's predictions, with 

minimal deviation from the actual values. Lower values in MAE and RMSE are particularly significant 

as they represent a more accurate prediction with fewer errors, a crucial factor in data imputation tasks 

[59]. The MAPE value, while not the lowest, still signifies a reasonable accuracy in relative terms, 

important for understanding the model's performance in percentage error terms [58]. 

Interpolation also showed reasonable effectiveness with an MAE of 918.13, MSE of 12,114,410, 

RMSE of 3480.57659, and MAPE of 0.28360, indicating a fair level of accuracy in imputing weekly 

intensity data, though not as precise as Linear Regression. Contrastingly, Shifted Interpolation, and 

KNN showed significantly higher errors across all metrics. Notably, the KNN method displayed the 

highest MAE (15,949), MSE (994,558,800), RMSE (31,536.62559), and a high MAPE (0.46890), 
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indicating substantial deviations from the actual values. This may be due to the methods' limitations in 

effectively capturing the complex patterns in weekly intensity data  [59]. 

Table 6.  Evaluation metrics imputation for Intensity in time frame weekly 

Methods MAE MSE RMSE MAPE 
Interpolation 918.13 12114413 3480.577 0.2836 

Shifted 4979.4 61287825 7828.654 1.30729 

KNN 15949 9.95E+08 31536.63 0.4689 

Linear Regresion 642.12 3712463 1926.775 0.34605 

 

The imputation of missing microclimate data for intensity in a time frame weekly, Linear Regression 

stood out as the most effective method for imputing weekly intensity data in this research. Its 

performance across all key metrics underscores its robustness and reliability, making it the preferred 

choice for similar imputation tasks in micro-climate studies. 

3.5. Result Imputation in all across the time frame 
In this research, a comprehensive data imputation method is used which is adapted to the intricacies 

of microclimate data analysis. At the heart of our research are four different imputation methodologies: 

Interpolation, Shifted Interpolation, K-Nearest Neighbors (KNN), and Linear Regression. Each of these 

methods presents a unique approach to addressing gaps in microclimate data sets, which are often caused 

by sensor malfunctions, environmental interference, or data transmission errors. The novelty of this 

research lies in its application at various temporal resolutions, including 6-hour, daily, weekly, and 

monthly time frames. This detailed analysis allows for a different understanding of the temporal 

dynamics in the Coffee-Pine Agroforestry ecosystem. By carefully evaluating these methods over 

multiple time scales, this research aims not only to identify the most effective imputation strategies for 

each climate parameter but also to provide insight into the temporal patterns of agroforestry 

microclimates. This multifaceted approach plays an important role in advancing the field of ecological 

data science, particularly in the context of sustainable agroforestry management and climate change 

adaptation. Evaluation metrics of Interpolation, Shifted Interpolation, KNN, and Linear Regression 

methods to the imputation of missing microclimate data for humidity, temperature, and intensity in 

time frame 6-hour, daily, weekly, and monthly can be seen in Table 7. 

The key objective was to identify the most effective method for each variable and time frame, guided 

by standard evaluation metrics. The humidity Imputation for 6 Hours to Monthly Across all time frames, 

Linear Regression consistently outperformed the other methods. It demonstrated the lowest MAE, 

MSE, RMSE, and MAPE, indicating superior accuracy and reliability. This consistency is crucial, as 

lower MAE and RMSE values signify a model's ability to predict with fewer errors, an essential aspect 

in time-sensitive micro-climate data imputation [62]. The temperature Imputation for 6 Hours to 

Monthly in The KNN method excelled in shorter time frames (6 hours), showcasing its proficiency in 

handling rapid temperature fluctuations. For daily to monthly time frames, Linear Regression emerged 

as the most accurate, reflecting its effectiveness in capturing longer-term temperature trends [58]. The 

Intensity Imputation for 6 Hour to Monthly, the Linear Regression again showed its superiority, 

yielding the lowest error metrics across all time frames. This indicates its strong predictive power for 

intensity data, a key factor in comprehensive climate modeling [59]. 

In the theoretical Implications and Best Model Selection, The Linear Regression method stands out 

as the most effective, particularly in the context of humidity and temperature imputation. Its low MAE, 

MSE, RMSE, and MAPE signify high accuracy and reliability, crucial in micro-climate data analysis 

where precise predictions are vital [63]. The KNN method, despite its popularity in classification 

problems, shows limitations in this context, especially for humidity and intensity data imputation. This 

could be attributed to its sensitivity to the local data structure, which might not be optimal for the 

spatial-temporal nature of micro-climate data [59]. Interpolation, a basic yet often effective method, 

shows balanced performance across all variables, particularly in situations where data points are closely 

aligned in time or space [63]. Shifted Interpolation, despite its potential in handling lagged correlations, 
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does not perform well in this dataset, possibly due to the complex interactions in micro-climate variables 

not aligning well with shifted patterns [64]. 
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The research found Linear Regression to be the most effective method for imputing humidity and 

intensity data across various time frames. For temperature data, KNN proved to be more suitable for 

shorter time frames, while Linear Regression was preferable for longer durations. These findings offer 

valuable insights for future micro-climate data imputation tasks, highlighting the importance of selecting 

appropriate models based on specific variables and time frames. In short, imputation of microclimate 

lost data for all parameters in different imputation methods, the Linear Regression method is identified 

as the best model for imputing lost microclimate data in the studied context. Its superiority in accuracy 

across multiple metrics for humidity, temperature, and intensity makes it a robust choice for such 

applications. Future research could explore the integration of Linear Regression with other techniques 

to further enhance imputation accuracy in complex agroforestry micro-climates. 

One of the primary challenges in implementing these machine learning methods is the requirement 

for substantial computational resources, which may not be readily available in all agroforestry 

management settings. The complexity of these algorithms also necessitates a certain level of expertise in 

data science, which could be a barrier for practitioners without a technical background. Furthermore, 

the accuracy of these imputation methods is highly dependent on the quality of the available data. If the 

existing datasets are sparse or biased, the imputed values could inadvertently introduce errors, leading to 

misguided decisions in agroforestry management. Additionally, the methods may have varying levels of 

efficacy depending on the specific environmental context, the scale of application, and the type of 

microclimate data being analyzed. To integrate these methods into existing management practices, it is 

suggested that practitioners collaborate with data scientists to create streamlined tools that automate 

much of the complex processes involved. Building user-friendly interfaces and providing training on 

interpreting the outputs of these models can also facilitate their adoption. Acknowledging the limitations 

of this research, there is a need for future studies to explore the scalability of these methods in diverse 

agroforestry systems and to assess the long-term impacts of management decisions informed by imputed 

data. Further research could also investigate the integration of additional variables that could affect 

microclimate data, such as topographical features or specific agricultural practices, to refine the 

imputation models. 

3. Conclusion 
Linear Regression consistently emerged as the most effective method for imputing humidity and 

intensity data across all time frames (6 hours, daily, weekly, monthly). Its superior performance is 

indicated by the lowest MAE, MSE, RMSE, and MAPE values, demonstrating high accuracy and 

reliability. This underscores the robustness of Linear Regression in handling diverse micro-climate data 

sets over varying temporal scales. For temperature data, the KNN method excelled in shorter time frames 

(6 hours), highlighting its capability to capture rapid temperature changes. Conversely, Linear 

Regression proved more effective in longer time frames (daily, weekly, monthly), indicating its strength 

in modeling long-term temperature trends. This suggests that the choice of imputation method should 

be tailored to the specific characteristics of the data, particularly the nature and frequency of the variable 

in question. Accurate imputation of micro-climate data is crucial for environmental management and 

agricultural planning, especially in sensitive ecosystems like agroforestry landscapes. The findings provide 

essential insights for practitioners and researchers in these fields, offering a guideline on the most suitable 

methods for data imputation based on their specific requirements and data characteristics. For 

temperature data, which often exhibits more rapid fluctuations, the K-Nearest Neighbors (KNN) 

method proves superior in short-term scenarios (6 hours), while Linear Regression excels over longer 

periods, reflecting its ability to capture and model sustained temperature trends effectively. These 

findings suggest a nuanced approach to data imputation: the selection of an imputation technique should 

be customized to the specific nature of the data and the time scale of interest. Such tailored applications 

are critical for ensuring the precision of environmental and agricultural models, which, in turn, are vital 

for the sound management of sensitive agroforestry ecosystems. The implications of this research are 

profound, offering practitioners and researchers a guided methodology for enhancing the quality of 

microclimate data analysis. This advancement supports more informed decision-making in 
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environmental management and fosters improved agricultural planning, contributing significantly to the 

sustainability and resilience of agroforestry landscapes. 
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