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ABSTRACT

This paper describes a new lossy image compression decompression algorithm.
In lossy compression techniques there are some loss of information, and image
cannot be reconstructed exactly.

This algorithm will be referred to as (IWDC), which stands for integer wavelet
(IWT) and discrete cosine transform (DCT) and this algorithm improves existing
techniques and develops new image compressors.

(IWDC) is efficient than corresponding DCT and wavelet transform functions
and incorporating DCT and integer wavelet transform are shown to improve the
performance of the DCT and integer wavelet (IWT). In the new proposed

compression is more efficient than the still image compression methods.

Introduction

The main aim of the image compression is to
reduce the number of bits, which needed to represent
the image.

There are correlation between the neighbors
pixels in spatial domain and the more effectively
technique is able to exploit the no correlations in the
data in frequency domain that will be able to compress
that data.

There are many methods for image
compression but each method has a different
characteristics depend on type of transform, which
lead to increase or decrease the time and space.

The integer wavelet transform used for de-
correlating image pixels has a very fast integer
implementation requires only 5 additions and 2 shifts
per image pixel. Image compression methods can be
made by different characteristics,

different results.[11]

and produce
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Compression Algorithm

The basic motivation behind transform is to
transform a set of pixels or samples from the spatial
domain into another set of less correlated or more
independent coefficients in the frequency domain, so a
digital image is transformed by means of integer
wavelet transform (IWT) into two lower resolution
images a low-frequency and high-frequency images.
Integer inputs sequences are transformed into integer
output sequences of the same length.

Nonzero DCT coefficients are generally
located close to the top/left corner of the transformed
block.

Integer Wavelet Transform

The IWT can be used to compress the image
either loosely by quantizing the transform coefficients
or lossless by entropy coding.

The simple integer wavelet transform (IWT)
can be used to decompose an image and the transform
is reversible, i.e., the image can be fully reconstructed

from the integer transform coefficients.
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The principle of this transform is in one-
dimensional case.

The vector of N integer xi

Wherei=0,1,..........eeennne. , N-1.

The case where N is even, the N/2 odd
components y2i+1 (where i=0,1,..,k-1) are calculated
as differences of the XI’s. They become the detail
(high frequency) transform coefficients. Each of the
even component y2i (where i vary in the same range
[o,...... k-1]) is calculated as a weighted average of
five data items xi. These N/2 numbers become the
low-frequency transform coefficients and are normally
transformed again into N/4 low frequency and N/4
high-frequency coefficients.

If the signal computed in the length N is even
(i.e. N = 2K), then the integer transform sequence is
following two steps, odd coefficients first

The basic
coefficients is.[4]

rule for the odd transform

Xoia — [Xoi + X5i,21/ 2
B fori=0.1,...., k-2,
Yain = Xoir1 — Xy;

fori=k—1.
The even transform coefficients are calculated
as the weighted average

X2i + y2i+1/2'
fori=0
Xoi +[Yaia + Yoinl/4
fori=12,..,k—1.

Yo =

If the signal length N is odd (i.e. N = 2K + 1),

then the integer transform is computed in the
following two steps, odd coefficients first
Vorus = {Xz';;r i[jg N Xk]_’lz .......... 2-3)
And even coefficients second
Xoi + Y2ia /2
vo = fori=o 2—a

X2i + [y2i71 + y2i+1]/4
fori =1,2,...., k —1.
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v — {XZi —Iy2i./2]

fori=Kk

This step prepares the image for the next
step.[4]

The inverse transform is easy to figure out. It
uses the transform coefficients yi to calculate data
items zi that are identical to the original xi.

It first computes the even elements. If the
length N of transform signal y is even (i.e. N = 2K’),
then the inverse integer transform sequence X is
computed in the following two steps, even coefficients

first.

Yoi —[Y2ia /2]

X, — fori=0 2_6)
2 y2i _[y2i71 + y2i+1]/4 ............

fori=12,....,k —1.
And odd coefficients second

Yaoiva X + Xoi,21/ 2
fori=0,1,...., k-2,

X,: . =
2i+1
Yoia — X5

fori=k —1.

The transform coefficients calculated by
Equations (2-1) and (2-2) are not generally integer,
because of the divisions by 2 and 4. The same is true
for the reconstructed data items of Equations (2-4 and
(2-5). The main feature of the particular IWT
described here is the use of transaction. Truncation is
used to produce integer transform coefficients yi and
also integer reconstructed data items zi. Equations (2-
1) through (2-5) are modified too. If the length N of
transform signal y is odd (i.e. N = 2K + 1), then the
inverse integer transform sequence X is computed in

the following two steps, even coefficients first.[4]

Yoi =[Yaia/2]

« = fori =0, 2-8)
z Voir =[(Yaiy + Vo) 14T

fori=12,.....,k —-1.

X, — Yoi _[yZi—1/2]
2 fori=k
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And odd coefficients second

y2i+1 +[X2i—l + X2i+1/2]
Xaii = .
fori=0....k-1

Figure 1.Lena Image transformed with one pass IWT

The Discrete Cosine Transform.

DCT breaks the source image into N x N
matrix. In practice, Implementations typically break
the image down into more manageable 8 x 8 blocks
then we apply the discrete cosine transform on the
matrix. The mathematical function for a two-

dimensional DCT is:

y(k 1) = @sz(i, j)cos{(Zi :é)kﬂ}cos{(zjIel)lﬂ}...(Z—Q)

Where
Lk=0...... 7 and
c(l), c(k)=1 for k<> 0 and
c(l), c(k)=1/sqrt(2) for 1,k=0
The function of Inverse DCT (IDCT) can be

re-written as below:

COL o) [@eDke) [@i+Dix]
x(k,1) = Z;y(l,]) . cos{ 5 }cos{ T }....(2 10)

i=0 j=

Where 1Lk=0...... 7 and
c(l), c(k)=1 for I,k<>0 and
c(l), c(k)=1/sqrt(2) for 1,k=0

For an example below, the input 8 x 8 matrix

from a red scale image consists of pixel values which
are randomly spread around 16 to 147 range. These
values are fed to the DCT algorithm, creating the

output matrix below.[1]
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Input matrix

Table 1. 8*8 blocks of image data
65 | 30 | 18 | 17 | 34 | 63 | 62 | 56
66 | 28 [ 20 | 16 | 34 | 58 | 94 [ 85
42 | 35 | 28 [ 17 [ 16 | 31 | 38 | 86
37 | 27 [ 15 [ 19 | 29 | 67 [ 58 [ 35
48 | 19 |21 [ 15 [ 11 | 17 | 56 | 27
49 | 19 | 17 [ 18 [ 14 | 16 | 67 | 28
21 | 24 [ 16 [ 19 | 61 | 90 | 40 [ 50
25 | 24 | 24 [ 42 | 60 | 27 | 39 [ 147

Table 2. 8*8 blocks of image data applied with 2-

dimensional DCT

308 | -90 81 30 14 7 10 5
12 13 30 25 -22 24 2 0
52 -40 6 -11 32 -35 12 -5

-26 35 -9 40 -30 36 -18 1

[y

0 3 -4 -9 11 -5 -2 -4

-6 2 -40 35 -23 | -21 16 -19
-19 15 20 -40 22 4 -4 3
-15 9 -5 -11 5 -14 13 -3

Output matrix

The output matrix consists of DCT Coefficients,

which is ordered in a way that coefficients containing

useful and important data for representation of the

image are in the upper left of the matrix and in the

lower right coefficients containing less useful
information.

The transform is rarely applied to the whole

image; it usually deals with small regions or image

blocks independently.

Figure 2.Lena Image transformed with 2-
dimention DCT
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Quantization's
the
representing a large possibly infinite set of values with

Quantization  means process  of
a much smaller set. After the FDCT is computed, each
of the 64 coefficients is quantized in conjunction with
a 64-element quantization table.

ISO has developed a standard set of
guantization values that cause impressive degrees of
compression.

To calculate the quantization matrix we use
this formula:

Q. ) =1+@+i+ N*Qf....2-11) g
uantization is defined as division of

each DCT coefficient by its corresponding
guantize step size followed by rounding to the nearest
integer, i.e. the purpose of quantization is to achieve
further compression by discarding information which
is not visually significant or high spatial frequency

information.

3- (Integer Wavelets and DCT) Image Compression

This proposed algorithm wused to apply
(INTEGER and DCT) transform in image compression
that after we apply the Integer transform on image, the
values in the first quarter of image are used only to
apply the DCT and all the values in (LH,HL and HH)
are quantized The DCT transform is applied to this
quarter. It means apply this transform to every image
pixel. These coefficients represent the information
varying from pixel to pixel.

The image that is to be compressed is
processed in 8x8 blocks. The DCT is applied to each
of these blocks. The coefficient set that is obtained has
to be quantized; this means the scaling of each
coefficient block with a known matrix, so the numeric
value of these coefficients is reduced. The real

compression process is realized by truncating these
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new values after the quantization process. This

truncating process also produces the loss of
information.

After scaling of coefficients, many of these
will be zero, that meaning they are no more important.
The rest of coefficients represent the image in
compressed form. The compression rate obtained
using this method depends on the values of the
elements of the quantization matrix. As much as these
elements have high values, we will obtain more
coefficients with values equals to zero, so the
compression rate will be higher. This will increase also
the loss of information in compression process.

The coefficients of image array are reordered
from 2-dimensional array to one dimensional array for
the values of the coefficient matrix and RLE are
applied for the zero’s values and the shift-coding are

applied to get image data in stream of bits in a file.

=~
lEé o] 1w Lol Focr ..I Ouan H Enc
Sourse ENCODER
fmage

Cornpressed lvage 101100

ket

Figure 3.IWCD Encoder block diagram

The reconstruction of the original image is
realized with the reversed algorithm.
First, the coefficient from the binary file are received,
the shift-decoding are applied to get image data in
decimal representation and decoding RLE for the
zero’s value the coefficients of the image array are
reordered from 1-dimensional array to 2-dimensional

array.
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Now the matrix representing the compressed
image is multiplied by the quantization matrix,
resulting a matrix corresponding to the image, then
inverse DCT and inverse IWT are applied to this
matrix. Now we get a data matrix, the elements of this
matrix are a little different versus the elements
corresponding to the original image, due to the
information loss that appears in compression process.
These losses can be seen in the differences between

the original and the compressed image.
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Figure 4.IWCD Decoder block diagram
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~ Image Wavelet Transform
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Figure 5.Compressed Images by IWCD Method

Discussion:

Two of the error metrics used to compare the
various image compression techniques are the Mean
Square Error (MSE) and the Peak Signal to Noise
Ratio (PSNR). The MSE is the cumulative squared
error between the compressed and the original image,
whereas PSNR is a measure of the peak error. The
mathematical formulae are:

MM O 5
L3 S 1wy -1 @l

MSE =" =1 =1

PSNR = 20 * log10 (Imax (x, y) / sqrt(MSE))

Where I(x, y) is the original image, I'(x,y) is
the approximated version (which is actually the
decompressed image) and M,N are the dimensions of
the images.

A lower value for MSE means lesser error,
and as seen from the inverse relation between the MSE
and PSNR, this translates to a high value of PSNR.
Logically, a higher value of PSNR is good because it
means that the ratio of Signal to Noise is higher. Here,
the 'signal’ is the original image, and the 'noise’ is the
error in reconstruction. So, if we find a compression
scheme having a lower MSE (and a high PSNR), we

can recognize that it is a better one.
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Table ». Compression Factor and PSNR

Image Image Comp. | PSNR | Comp
Name File size Filesize | (db) | factor

Lena 192 KB 13 KB 25 15
Child 192 KB 15 KB 255 3
Baboon 192 KB 15 KB 18 3

PSNR is the most commonly used value to
evaluate the objective image compression quality.

We have implemented a progressive IWT and
DCT based coder and demonstrated good results. Our
results show that the DCT remains a competitive
compression technology when used with good
guantization strategies, so that full advantage can be
taken of the significant investment that has occurred in
fast DCT algorithms.

The experimental results for this new
algorithm show that the algorithm using IWCD can
achieve a much higher compression ratio than image
compression methods using only DCT or integer
Wavelet transforms.

There are several important points to notice in

this comparison.

1-The DCT is one of efficient method for image
compression but it needs the longer time.
2-IWCD is the best compression ratio and it needs

the time less than ~ DCT but this time more than
Integer Wavelet transforms and this time is

acceptable if we lookfrom compression ratio view.
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