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ABSTRACT

The aim of this paper is addressing or recalculate the estimation methods in multiple
linear regression model when there is a problem of Multicollinearity in this model like the
ridge regression for Hoerl and Kannard, Baldwin estimator (HKB) and Jackknifed ridge
regression estimator (JRR) using least-squares estimators which the last are the best
unbiased estimators, consistent and linear. In this paper we proposed a formula to calculate
the above estimators easily depending on the least-squares estimator, this treatment as a
mathematical formula faster than the HKB estimator that depend on reducing the variance
and JRR estimator that depend on reducing the bias. We used numerical examples of the
pricing method in comprehensive quality and environmental quality as air pollution in
places as pricing environment. After the comparison JRR and HKB estimates are superior
to the OLS estimates under the mean squared error (MSE) criterion. 2000 Mathematics

Subject Classification: Primary 62J07.

1. Introduction

Under Multicollinearity, there are alternative
estimators, such as the ridge estimators, that can provide more
precision in parameter estimation. The ridge estimators are
derived based on different criteria from those for the method
of ordinary least squares (OLS) in that additional conditions
of parameter estimation are imposed to ensure better
precision. Huang [7, 8] proposes an alternative criterion to the
goodness of fit of the overall model, which will select
regression estimators that yield more reliable and stable
marginal effect estimates of the variable of interest. Such
estimator can be a good choice for deriving a more precise
marginal benefit estimate of air quality. The purpose of this
paper is to provide alternative, more precise benefit estimates
of air quality. Three estimators, the traditional ridge estimator
proposed by Hoerl, Kennard, and Baldwin [6], the jackknife
ridge estimator proposed by Singh, Chaubey and Dwivedi
[11]and the OLS estimator are compared. The properties of
these estimators are discussed. Simple formulae to calculate
the two estimates and their MSEs for a particular coefficient
based on ordinary least squares (OLS) results are presented.
The proposed ridge estimates associated with the marginal
effects of air pollution on property values are calculated based
on results from Twelve published property value/air pollution
studies and are compared with the original OLS estimates. It
is found that the proposed ridge estimators provide more
precise good estimates than the OLS estimator in all Twelve
studies.

2. The Model
A typical multiple linear regression model has more
than one explanatory variable. Suppose that the policy makers
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are particularly interested in the effect of one variable, X;.
Consider the following linear regression model:
Y =XB,+X,B,+¢=XB+¢, (2.1)

B -
where y _ (X X,) . B= [Blj, Y is an (nx1) vector of
2

the dependent variable; X, is the explanatory variable of
interest; X, is an (nx(g-1)) matrix that includes all other

independent variables; B, and B, are (1x1) and ((g-1)x1)

parameter vectors, respectively; € is an (nx1) vector of
independent and identically distributed random errors that

follow a joint normal distribution N(O,GZI). I is the (nxn)
identity matrix. Assume that X, X, and X,"X, are non-
singular. The OLS estimator of B, can be written as follows
[9]-

By = (X, "M,X, ) X, "M, Y

1s —\'M1 27M 1 2
1

where M, = 1= X,(X,"%, ] 'X,Tand X,"M,X, > 0.
Under the assumption that the model in (2.1) is correctly

22)

specified, BLS is unbiased. Its variance is the mean squared

1
error (MSE) and is equal to GZ(XlTI\/IZXJ . In order to

control inflation of standard errors and general instability of
the least squares estimates when the multicollinearity problem
is present, Hoerl and Kennard [5], Gruber [4], Huang [7, 8],
and Batah [1] are proposed ridge estimators tend to shrink the
least square estimator toward zero.
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2.1 Huang and Jackknife Ridge Estimators.

Huang [7] proposes an estimator for the parameter of
interest (i.e., the coefficient of X1) that is derived from an
MSE criterion:

B.(K) = (XM, X, + K) "X, M,Y
2.3)

The Huang ridge estimator is a potential reduction of variance.
As shown in Huang [7] that the Huang ridge estimator

BI(K) has a smaller MSE than the OLS estimator IélLS for
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any positive K value if 6> — B? (XlTszl) is non-negative,

or, B? (XlTszl)/cs2 <1. The researchers tended to ignore

its biasedness. Batah [1] suggested a new estimator by

multiplying Huang [7] estimator by the scalar
1

(1+ k(XlTI\/IZXl+k)) followed in obtaining the

jackknife ridge regression estimator as follows (see Batah

[1D):

B(K) = (14 KM%, + K XM, + KX MY (24

The Mean square error of can be expressed as

o? I(xlTMle)3 + 4K(X1TM2X1)Z +4(KY (XlTszl)

+(K)'Blis

MSE(B!(K)) =

The proposed jackknifed ridge estimator Bi(K) would be
expected to be smaller MSE than the OLS estimator Bu_s for
positive K value if ¢ —Bf(XlTszl) is non-negative,
or, B (XlTszl)/cs2 <1. The optimal choice of K can be
determined by minimizing the MSE of Bj(K) as

Bi(")- 2

1LS 1LS

The adaptive Jackknife B! (K*)ridge estimator is not linear
estimators. Hoerl, et al. [6] applied the biasing parameter

K — 95° to deriving the B! (K*) as,
" B'B

) -1 -1
1+ %[xﬁvlle +GTJ (x]mle +§T] X,"M,Y .

(2.5)

(X, M,x, +K

* 2

K (72 to substitute OLS estimator into K, denoted
B1LS

=6

* 2 A A
K" = /2 and derived by substituting K™ into B;(K)
1LS

as:

~2
(2.6)
1LS

B2 )= (14 K (6, M, + KT XM K XML, @)

the mean square error of B} (K;) can be shown as follows.

(%, M, X, ] +4K: (x,"M,X, ] +4(K; F (%, "M, )+ (K; ) B2 28)

mee(@:(k; )=

(X, "M %, +K:
Substituting the estimator of the biasing parameter
~2
~ (o) ol *
K., =% into Bi(Kh), the adaptive Jackknife ridge
estimator.

B!(K; )= ( 14K (X, "M, X, +K; )’1)(X1T|\/|2x1 R TX,TM,Y

J)

We are used adaptive jackknife ridge regression estimators
especially when the problem of collinearity is severe. For its
well known properties, the HKB estimator B} (K;) is adopted
for comparison with the proposed estimator Bj(f(*) Both

estimates can be recovered from the OLS results and are used
to recalculate the regression coefficient of air quality variable
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(2.9)

-1
A2
X1TM2X1+9§] X,"M,Y

1Ls
in the property value equations estimated by OLS in Twelve
published studies.
3. Improving Jackknife Ridge Regression Estimates from
OLS Results

In this section, formulae to compute Bj(K*)
Bi (k;) and the estimated MSEs based on reported OLS
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results are presented. To recover these estimates from OLS

results, two segments, XlTszland XlTMZY must be

expressed in terms of the OLS results as follows.
2 2

(&} Y o
XlTszl = ST, X1TM2Y = B1|_s 827 .1
Bus Bus
R3 2 ~
BJ(I’\(*): BlLS-'_ZSé;1LS BfLS _ tz +2 tz B _
SR - e R R O e
and
A Ak iéizl's-'—zqsgus ~
Bi(Kh): 'ngi 1LS
z B'ZLS + qszéus
i=0
B
Where t is the t statistics —=> for testing B, to be zero.
BILS
. 1
Sg_is the square root of 62<X1TM2XJ . Hence, t follows
1Ls

a noncentral student’s t distribution with noncentarlity
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Substituting (3.1) into the expressions ofléj(f(*) and

Bj(k;) the two estimators can be calculated from the
reported OLS results.

|

tz(t2+2)]g . (32)
(t2+2f )

(3.3)

Bl LS

Ve xm,x, )"

estimated in the original model. The corresponding estimated
MSEs are calculated based on the formulae for

MSE(B! (K" )) and MSE(B} (K )) in (2.6) and (2.9). They
can be written in terms of the OLS as.

parameter and g is the number of parameters

) (&) (&) &

62 S% +4BT S% +4(B2 J S% +{sz BfLS

P Bs 1LS By s 1LS Bs 1LS y
SE(B](K)) - ——
&, &
[SglLS BfLSJ

52 6 4 2
MSEB:(R)) = B2 (t° + 4t* + 4t +1)7 -

(t2 +1)4

q 2/ 2 q R
sgm[zsisj {[ Bfsz +4qsgm[zeisj+4(qsgm)2}+(qs;Ls)foLs .
N =) i1 =) . (3.
mse(B(K; )= : 4
(Z Bils + qSénsJ
i=1
The small and large sample properties of B! (K*)
~2 A2 \71 ~2 \71
B)(K)= 1+f‘(xf|v|2x1+ - J [XJMZXIJr - J X,"M,Y
1LS 1LS 1LS
Assume that
. XM, X XM <
lim 2M2%s g i ZaMeE g K
n—w n e n>®
;
1 V€

where, W is a constant. From the central limit theorem, it can be shown that the limiting distribution of

and variance 6° . Rewriting
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is normal with zero

Jn
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. PN PN
[1+K[X1T|v|2x1 +KJ ][XJszl +Kj (X1TM2X1J81
n n n n n n

o PPN SN
. [1+K[W+KJ MxlTsz1+K} [xlTMze)
n n n n n n

1
where M, = 1= X,(X,7X, | "X, and X,"M,X, > 0. It
can be shown that B} (R*) is a consistent estimator of B, .
Further, the limiting distribution of (see Dwivedi et al. [2])
[1 k*[xlTszl k*Jlj[XlTszl R*JI[XJMZSJ is normal with 0 and variance o°¥™. Asymptotically, the distribution of Bi (K*)
+—| ——+— ——t—| | ==
Jn

=
—_
~
*
~——
Il

n n n n n

fa 7~k asy GZT_l
can be written as follows. B; (K )~ N(Bl — |.
n

The above asymptotic distribution of Bf(k*)can be used to be examined by rewriting I:%j(f(*) in terms of the OLS
conduct hypothesis tests and interval estimation for Bl when estimator BlLS_

sample size is large. The sampling properties of B! (K*) can

sy (o) U2 4
J
B: (K ) = ., 2 Cus
(t +1)
The above expression of I:%j (K*) is parallel to Dwivedi et al. I:%j (K*) can be expressed applying Dwivedi et al. [2] results.

[2] expression of the adaptive generalized ridge estimator for
a canonical form of a linear regression model proposed by
Hoerl and Kennard [5]. The exact first two moments of

4 e 2 )

Rewriting the estimator, I%j (K*) as a function of two random
variables as follows:

1+2

v

Bj(K*): — =62 (X, "M, X,) S o )
142 xzé +[MJ(1_[VJ[Z3 4o B

A

BlLS
(%, M, X, )"

where Z is normally distributed with mean and variance 1. xz is a Chi- Square variable with degree of freedom

%

- 1 2 oY fal N, x
v . Since [V—j( st 2] <1, (Bj (K )) and (Bi (K ))Z can be expressed using Taylor series expression as follows.
v +x
I Z° ([ v—1 ¥’ :
- [Zs +X2 j ;[[vj[f +X2 D

! (zix) :ZO(Ml)((V;l][zs’iﬁH_
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=)

(a+1)o+2)a+3)

=

B -t |+ 2
A

. The

Where v is the degree of freedom associated with SB
1LS

expected value of Bi (K*) and (Bf (K* ))2 can be expressed

in relation to a particular type of expectations that involves the

b

Ms

o=l

6

Z’+y
(v 1] x’ ’
v \Z+y?
two random variables, Z and le Let Obe the mean of Z.

Dwivedi et al.[2] proved (in their appendix), Firinguetti [3]
and Ohtani [10] that

qfl'+m V
2 2Ig+—
(q 2)

F(q—r+j+mJrv

E[ é: (X2)q 02

e 2
when m is an even integer and

+x2T

]:

i(;

v

)

M

1l
o

2
F(q +j+7m +2V+ljl"(j+

2
. M4V 0
—r+j+ +

q—r+m—l v —f
2 2 el"(q + 2) e ?

oz

2

],.

e

ZZ+X2)

v

s

i

)

=0 F(q+j+m+v+

)i

when m is an odd integer. Using their result of m = 3 for the
expected value of (Iéf (K*)) and m =6 for the expected

value of(BJ( ) The first two moments of jackknifed
ridge estimator can be expressed as follows.

e a)ivd)

v+1

B?

1
.
S

X1

"

v+3j B?
2 )\ 263(XTM, X,

B!

o o 1\
e

)_1]j + (o +1)F(j +
F(a+

2

v
2

Iz&(x[ M,X
Jr( i+

2

7

BZ

2 (v-1
0;[7J r(%)r{a+j+%)r[j+%]l"(j+l)

ul

3
a+1 (J+Lj _t
(w5 20* (XIM,X, )

7)

BZ

+(a+1)(a+2)(a+3)
6

The exact moments of adaptive ridge estimators are complex
because these estimators are nonlinear in Y.
4. Numerical Example

Expressions in (3.2) and (3.3) enable us to recalculate
the coefficient estimates of the air quality variable. The
Twelve property value studies selected for recalculation all

v+1
+(a+1)(a+2)T []+72 ] ~ S
o’ (XIM,X,

r(j+

v—-1
2

l

B,

j[zcz (XIM,X, )

)
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report OLS results. The complete citations of the Twelve
studies are given in the Huang [7] and Smith and Huang [12]
and all these studies have the problem of Multicollinearity.
These studies have the OLS coefficients and their variance.
We recalculate the HKB and JRR estimator and their MSE by
using OLS results using the SPSS package. The OLS and their
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corresponding jackknife ridge estimates of the Twelve studies
are reported in Tables 1 and 2.

Table 1 compares the jackknife estimators éj(f(*) and
MSE(I%;(PA(*)) to  OLS estimator B¢

MSE(BlLS)zszé for each of the selected studies. By
1LS

and

examining the ratio of MSE(Bl(R*)) and MSE(B; (K*))
to S

BlLS
jackknife ridge estimates are universally smaller than the
variance of the original OLS estimates in all studies. Further,

the smaller the t value, the more is the I%j (k*) shrunk toward

zero and the larger is MSE(I%j (k*)) . That is, the precision
of the estimated coefficient improves less when the t value
under OLS is small. In general, Bj(K*) gives more reliable

estimates because the estimated mean square error is
uniformly reduced. Table 2 compares the HKB's jackknife

Sk

ridge estimator B} (K;) and MSE(Bj (Kh )) to OLS results.

, it is seen that the mean square errors of the

7 x

The improvement of Bi Kh) over Bu_s appears to be small.
By examining the formula of Bj(f(;) in (3.3), the possible

reason is that I%f (k;) depends on all coefficient estimates;

hence, it is affected by measurement units of the explanatory
variables and the model size. Given that the focus is to recover
the marginal effect of one particular regressor, the jackknife

estimator B! (K*) appears to outperform the HKB and the

OLS estimators in terms of the MSE criterion in all Twelve

studies.

5. Conclusion

This paper has proposed to apply adaptive Jackknife
ridge estimators to calculating a set of new estimates
associated with marginal air quality benefits and compared
them with original OLS results. The comparison of the
proposed jackknife ridge estimates to the OLS results shows
an improvement in mean square error in all studies. This
implies that the benefit of improved air quality is measured
more conservatively when applying jackknife ridge estimates
and thus may affect policy decisions.
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