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Abstract 
Objective: Health data standardized to a common data model (CDM) simplifies and facilitates research. This study examines the factors that 
make standardizing observational health data to the Observational Medical Outcomes Partnership (OMOP) CDM successful.
Materials and methods: Twenty-five data partners (DPs) from 11 countries received funding from the European Health Data Evidence Network 
(EHDEN) to standardize their data. Three surveys, DataQualityDashboard results, and statistics from the conversion process were analyzed 
qualitatively and quantitatively. Our measures of success were the total number of days to transform source data into the OMOP CDM and par
ticipation in network research.
Results: The health data converted to CDM represented more than 133 million patients. 100%, 88%, and 84% of DPs took Surveys 1, 2, and 3. 
The median duration of the 6 key extract, transform, and load (ETL) processes ranged from 4 to 115 days. Of the 25 DPs, 21 DPs were consid
ered applicable for analysis of which 52% standardized their data on time, and 48% participated in an international collaborative study.
Discussion: This study shows that the consistent workflow used by EHDEN proves appropriate to support the successful standardization of 
observational data across Europe. Over the 25 successful transformations, we confirmed that getting the right people for the ETL is critical and 
vocabulary mapping requires specific expertise and support of tools. Additionally, we learned that teams that proactively prepared for data gov
ernance issues were able to avoid considerable delays improving their ability to finish on time.
Conclusion: This study provides guidance for future DPs to standardize to the OMOP CDM and participate in distributed networks. We demon
strate that the Observational Health Data Sciences and Informatics community must continue to evaluate and provide guidance and support for 
what ultimately develops the backbone of how community members generate evidence.
Key words: OMOP common data model; observational data; data standardization. 

Introduction
Health data comes in many forms: electronic health records 
(EHRs) (eg, general practitioner [GP]), clinical registries, longi
tudinal survey data, insurance claims data, and much more. 
Health data is often collected and stored in different ways 
which makes standardized research across data from multiple 
institutions difficult. Research can be challenging even within 
a single institution where multiple data sources are used. Con
version of health data to a common data model (CDM) facili
tates research by transforming the data into a common format 
with a standardized vocabulary. This standardization allows 
for systematic analysis across disparate health data sources.1

The Observational Health Data Sciences and Informatics 
(OHDSI)2 community, a multi-stakeholder, interdisciplinary 
collaborative that strives to bring value out of health data 

through large-scale analytics, relies on its CDM model called 
Observational Medical Outcomes Partnership (OMOP) 
CDM.3 This person-centric model is the backbone of how 
OHDSI improves observational research to produce a compre
hensive understanding of health and disease.4

The process of standardizing health data to the OMOP 
CDM is referred to as the extract, transform, and load (ETL) 
process. The Book of OHDSI4 suggests 4 main steps for this 
process: data and CDM experts design the ETL, individuals 
with medical knowledge map source vocabulary codes to stand
ardized codes, a technical person implements the ETL, and a 
quality control process is implemented. The OHDSI community 
created open-source tools for these steps.5–9 Building and per
forming an ETL to the OMOP CDM is an investment, but the 
return on that investment is ready access to sophisticated ana
lytics and ability to participate in network studies.
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Even with process recommendations and supporting tools, 
building an ETL for any CDM can be challenging for some 
teams. Ong et al.2 identified 24 technical hurdles that often 
arise throughout an ETL process; including challenges work
ing with source data, technical difficulties, issues with knowl
edge management, code management and versioning issues, 
data quality concerns, and ETL operation challenges. 
Improving the ETL process starts with understanding these 
problems. While the OHDSI community has recommenda
tions for developing an ETL, the challenges of developing one 
have never been formally evaluated.

During the coronavirus disease pandemic (COVID-19) cri
sis, the European Health Data & Evidence Network 
(EHDEN),10 a public-private partnership with a goal to build 
a large-scale, federated network of health data standardized 
to the OMOP CDM, held a call for data. The COVID-19 
Rapid Collaboration Call, or EHDEN data call, invited insti
tutions to apply for financial and technical support to stand
ardize their data that included COVID-19 patients.11 The 
goal was to produce high-quality standardized data to sup
port important characterizations of patients with COVID-19, 
learn how to best manage their care, and ensure their treat
ments are safe and effective.11 This work is of particular 
importance in Europe, as converting to the OMOP CDM 
helps address the most important challenge in international 
projects, interoperability of different data sources and the dif
ference in terminology, by creating a research environment 
leveraging federated data sources. Twenty-five data partners 
(DPs) were awarded the grant. This EHDEN data call pro
vided a unique opportunity to understand key success factors 
for the development of an ETL, where success can be defined 
as both a timely development of an ETL and network 
research involvement.

This work aims to evaluate the critical factors that contrib
ute to the success of standardizing health data to the OMOP 
CDM. Success was evaluated based on the timeliness of 
developing the ETL and the ability to participate in network 
research. To capture these measurements, from each DP, we 
collected data about their journey to the OMOP CDM as 
well as surveyed them about any ETL challenges they faced. 
By understanding what factors lead to a successful transfor
mation of a data source to the OMOP CDM, we will be able 
to provide further recommendations for a preferred ETL 
process.

Methods
COVID-19 Rapid Collaboration Call
Twenty-five DPs representing 11 different countries were 
awarded financial support to standardize their data to the 
OMOP CDM under the EHDEN data call.11 The 11 coun
tries included Belgium, Denmark, Estonia, France, Italy, Por
tugal, Serbia, Spain, the Netherlands, Turkey, and the United 
Kingdom. The size of the databases ranged from 400 up to 
39 million persons, representing a range of different data 
types including hospital (inpatient only), EHRs (mix of inpa
tient and outpatient data), claims, and registry data. Details 
about each database can be found in Appendix S1 and was 
sourced from the publicly available EHDEN Catalog (https:// 
portal.ehden.eu/).

Each DP was expected to follow the current OMOP CDM 
ETL development process suggested by the OHDSI commun
ity, as seen in Figure 1A. They started by summarizing their 

source data using a tool called White Rabbit.5,12 The output 
of this step allowed the teams to learn about their data as 
well as use a tool called Rabbit-in-a-Hat, a graphical user 
interface facilitating the collaborative design of the ETL. In 
some cases, the Usagi tool was used to facilitate the mapping 
of source vocabularies to standard terminologies.6,13 Once 
this work was done, the DP was ready to implement their 
ETL. In this step, DPs chose the tools and methods best suited 
to their institution to execute the ETL. Once the data was 
transformed, the resulting database was evaluated using the 
ACHILLES and DataQualityDashboard (DQD) tools.7,8 Any 
issues discovered using these tools were addressed and incor
porated back either into the ETL or the vocabulary mapping 
steps. The ETL process was re-executed and re-evaluated for 
quality. The goal of this iterative process was to produce a 
research-ready CDM database. These tools and processes are 
described in more detail in the Book of OHDSI.4

The EHDEN data call diverged from the regular OMOP 
ETL process in 3 ways. First, each DP, except one, was paired 
with the EHDEN Taskforce to facilitate the conversion; the 
EHDEN Taskforce were ETL specialists. The excluded DP 
knew the OMOP ETL procedure and did not need support. 
Second, once DPs had completed their ETLs they were 
offered the opportunity to participate in research initiatives. 
Specifically, some of the DPs participated in the study 
“Adverse Events of Special Interest (AESI) within COVID-19 
Subjects,” or the COVID-19 AESI study for short, designed 
to estimate background rates of adverse events after COVID- 
19 disease.14–16 This allowed DPs to exercise their data in 
their new OMOP CDM and obtain network-based research 
skills. The third and final significant change was that the DPs 
were requested to complete surveys at various points in the 
ETL process, allowing us to collect data that might assist in 
better understanding the critical success elements.

Survey development
Three surveys, found in Appendix S2, were created with a 
mix of open-ended and multiple-choice questions. The survey 
questions were developed with the Framework for ETL Chal
lenge Classification outlined by Ong et al.2 The themes of the 
framework were divided across the surveys: Survey 1 covered 
source data; Survey 2 covered technical difficulties and 
knowledge management; and Survey 3 covered code manage
ment and versioning, data quality, and ETL operations. The 
survey questions were refined based on feedback from 4 indi
viduals who had experience both with the OMOP CDM and 
EHDEN. Google Forms (https://docs.google.com/forms), a 
free survey tool, was used to collect responses. Every member 
associated with the DP team was able to complete the survey, 
meaning it was possible for multiple replies per survey for 
each DP.

Data collection
Four types of data were collected. First, the 3 surveys were 
given as DPs progressed through their ETL. Survey 1 was 
given after the project kickoff to each DP, Survey 2 was given 
after the ETL design was completed, and Survey 3 
was given at the completion of the OMOP CDM. Survey 
1 was taken for the first time on May 13, 2020, and Survey 
3 was taken for the last time on May 17, 2022. Since DPs 
could start and stop their projects at their own rate, progress 
was fluid during those 2 years.

2                                                                                                          Journal of the American Medical Informatics Association, 2023, Vol. 00, No. 0 
D

ow
nloaded from

 https://academ
ic.oup.com

/jam
ia/advance-article/doi/10.1093/jam

ia/ocad214/7407971 by guest on 20 D
ecem

ber 2023

https://academic.oup.com/jamia/article-lookup/doi/10.1093/jamia/ocad214#supplementary-data
https://portal.ehden.eu/
https://portal.ehden.eu/
https://academic.oup.com/jamia/article-lookup/doi/10.1093/jamia/ocad214#supplementary-data
https://docs.google.com/forms


Data associated with the ETL progress were also collected 
during regular meetings with DPs. For example, the start and 
stop of each step were tracked, as illustrated in Figure 1A, 
notes from meetings, as well as a list of vocabularies found 
within each data source.

The third type of data collected was the results from run
ning DQD. This was already part of the process each DP 
needed to go through to complete their work in the EHDEN 
data call. The number of checks runs in DQD and the out
standing issues were reviewed by the EHDEN Taskforce.

Finally, it was recorded whether the DP participated in the 
COVID-19 AESI study.16

Analysis
Our measures of success were the total number of days to 
transform source data into the OMOP CDM and if a DP par
ticipated successfully in network research. DPs were success
ful if they took less than 365 days to complete their 
transformation and were part of the COVID-19 AESI 

study.16 The duration of 365 days was selected because the 
EHDEN contract stipulated that work should finish within 
that time. Additionally, in order to understand the associa
tion between our key measures of success and the survey 
responses, we reported the results as bar charts dichotomized 
by the outcome measures. Depending on the survey question, 
answers were either summarized as max per DP (max was 
chosen as a convenient and consistent way to summarize) or 
summarized across all answers provided by members of the 
DP. The summary tactics used are discussed in the “Results” 
section.

Results
In total, 25 DPs participated in this EHDEN data call, repre
senting 11 different countries, collectively covering more 
than 67 million patient records from claims, EHR, and regis
tries from GP, secondary care, and hospital systems. This rep
resents the largest cross-sectional view of European data to 

Figure 1. OMOP CDM ETL development process: (A) represents the ETL process map, (B) is a box plot of median length in days for each step across all 
data partners, and (C) is a stacked bar chart showing the percentage of median time each step took. CDM, common data model; COVID AESI Study, 
“Adverse Events of Special Interest within COVID-19 Subjects” study; DQD, DataQualityDashboard; EHDEN, European Health Data & Evidence 
Network; ETL, extract, transform, and load; OMOP, outcomes partnership common data model.
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date and is only 13% of the DPs participating in the EHDEN 
consortium (as of April 2023). Information about the 25 
DP’s databases can be found in Table 1 with details in 
Appendix S1.

Survey results
As of August 2022, all 25 DPs completed Survey 1, while 
88% completed Survey 2, and 84% Survey 3. Survey 1 had 
an average of 4.6 individuals from each DP respond (1 mini
mum—11 maximum). Both Survey 2 and Survey 3 had an 
average of 1.7 individuals from each DP respond (1 mini
mum—4 maximum). Twenty-two DPs completed all require
ments of the call. Twenty-one DPs received support from the 
EHDEN Taskforce. Ultimately 21 DPs both completed the 
EHDEN data call and worked with an EHDEN Taskforce. 
Most of the results are reported for the 21 DPs and all results 
are specified if they are for the 21 DPs or for all 25 DPs. Ten 
(48%) of the 21 DPs participated in the COVID-19 AESI 
Study.

Table 2 summarizes key questions from Survey 1 for 21 
DPs. The first question summarized was “What will be your 
primary role in this project?” For example, 20 out of 21 DPs 
had at least one person whose primary role in the project was 
“informatician.” Another question was “How would you 
classify your expertise with the data source?” Eleven DPs had 
at least one person who considered themselves an expert. 
Finally, for the question “Realistically, how many hours a 
week can you dedicate to this project?,” 6 DPs had at least 
one person planning on spending 9-16 h/week on the 
EHDEN data call.

Table 3 summarizes key questions from Survey 2 for the 21 
of which 90% responded. When the DPs were asked “How 
many tables from your source data are in your ETL?” (max 
number by DP), 29% reported having less than 10 tables, 
33% reported having 10 or more tables, and 38% did not 
reply. When asked “Thinking of your source data’s tables 
being converted to the OMOP CDM, prior to starting this 
Rapid Collaboration Call how much experience did you or 
your team have with these tables needed in the ETL?” (max 
choice of most familiar selected by DP), 52% reported being 
familiar with most or all of the tables, 38% reported being 
familiar with none, few, or some of the tables, and 10% did 
not reply. When asked “To use your source data in this Rapid 
Collaboration Call was there any effort necessary to prepare 
the data?” (max choice of most effort selected by DP), all 
DPs that replied to the survey said there was some effort to 
prepare the data (38% said there was much effort and 52% 
said there was some effort needed). When asked “Prior to the 
Rapid Collaboration call were you familiar with the OMOP 
Common Data Model?” (max choice of most familiar 
selected by DP), 57% said they were familiar. Finally, when 
asked, “Have you learned anything about your source data 
by going through this process?” (max choice of someone 
learning was selected by DP), 62% responded “Yes,” 24% 
responded “No,” 5% responded “Based on my involvement I 
cannot comment.,” and 10% did not answer.

Table 4 summarizes key questions from Survey 3 for 21 
DPs of which all had at least one response. When asked about 
the complexity of the ETL process (max level of difficulty 
reported by DP), 67% of DPs found the process easy or neu
tral in complexity. When asked about the effectiveness of the 
tools used to assess data quality (eg, ACHILLES, DQD) 
(selecting the least helpful choice by DP), 71% of DPs found 

the tools supportive but needed support from the EHDEN 
Taskforce to use them appropriately. Additionally, only 19% 
of DPs said that their organization had formal plans to 
improve their CDM and use it for research in the future, 
57% said the organization still needs to better understand the 
value to continue moving forward, and 24% were not sure of 
the plans for the CDM moving forward (max reply of how 
confident the DP was that the CDM would be used was 
selected). Finally, the ETL step that was most challenging for 
DPs was mapping source vocabulary codes to standardized 
concepts (all unique answers were summarized).

ETL process measures
Of the 21 DPs, the median time it took to complete the ETL 
process was 358 days, with the shortest time being 172 days 
and the longest being 622 days and an interquartile range of 
276-481. Figure 1B illustrates the duration of each step in the 
ETL process. Figure 1C is a stacked bar chart illustrating 
which process steps consumed the most time (based on the 
median days). Step 4 (mapping vocabulary codes) and Step 6 
(performing quality assessment) required the greatest time. 
To understand the reasons why individual steps took the time 
they did, the regular meeting notes were used to understand 
the details.

In Step 1, 1 DP required 237 days to begin working with 
their data, 3 DPs required more than 100 days, and 9 DPs 
experienced some delay. The cause for the delay was almost 
invariably a lack of appropriate staff or data access issues. 
Step 2 was the least complicated of the steps; it consisted of a 
WhiteRabbit database scan; however, 1 DP required 45 days 
to complete the assignment. This was because this DP’s data 
was dispersed over multiple systems, and it required some 
time to find the appropriate personnel to assist with the scan. 
Step 3, creating the ETL, took 1 DP 364 days to complete. 
The same DP also took the longest to complete Step 5, com
pleting data quality evaluation, with 412 days. These proc
esses took a long time since the project’s primary developer 
did not always have the required access or rights to complete 
the task, resulting in several technical obstacles over the dura
tion of the project. In addition, the person most knowledge
able about the data was not always accessible to the lead 
developer; therefore, we frequently had to wait for the two to 
communicate in order to resolve issues. Step 4, vocabulary 
mapping, took 1 DP 348 days to complete due to the rear
rangement of the team working on the process, which 
resulted in little to no work being performed for the majority 
of the time. Once the new team was assigned, work went rap
idly. Many of the DPs that took the longest at each phase 
were affected by the availability of the appropriate personnel 
and access or readiness of data.

Of the 21 DPs, 20 had at least one source vocabulary that 
needed to be mapped to standardized terminologies using the 
OMOP Vocabulary or tools like Usagi. The remaining DP 
did not spend time mapping vocabularies as they were plan
ning to adopt the same EHR platform as another DP and 
thus could leverage their mapping work. Among the 20 DPs, 
the median number of source vocabularies was 7, ranging 
from 1 to 28. The median number of these vocabularies that 
were not in the OMOP Vocabulary and required the DP to 
spend time linking source vocabularies to standard terminol
ogy was 3.5, ranging from 1 to 21. This means that DPs 
needed to map a median of 59% of their source vocabulary 
concepts, ranging from 13% to 100%.
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Results from DQD
DQD results were shared from 20 of the DPs. The failure 
to collect DQD files from a single DP was an oversight. 
The median number of times a DP ran the DQD was 3 
with an interquartile range of 2-7. Step 6, which coupled 
DQD and ACHILLES review, took a median of 98 days 
that ranged between 11 and 323 days. The most common 

issues identified in the first run were related to how well 
the database conformed to the technical specifications of 
the OMOP CDM. As these were addressed, subsequent 
runs of the DQD revealed more complicated issues, typi
cally related to the mapping of site-specific codes to the 
standardized vocabulary and vocabulary domain 
harmonization.17

Table 2. Summary of key questions in survey 1 for 21 data partners (that were both completed with the COVID-19 rapid collaboration call and worked 
with the EHDEN taskforce).

Survey question Options No. of data partners

What will be your primary role in this project? 
(summarized as often as the role showed up, 
it is possible for multiple roles to be present 
on one team, however the role was only 
counted once per team)

Informatician 20
Computer scientist 17
Project manager 16
Data manager 8
Clinical scientist 7
Person in medicine 4
Health policy individual 3
Epidemiologist 3
Statistician 2
Something other than the above 5
Preferred not to say 0

How would you classify your expertise with 
the data source? (summarized max per data 
partner, every data partner counted once)

Novice (minimal knowledge of the data source) 0
Beginner (working knowledge of the data source) 2
Competent (good working knowledge of the data source) 5
Proficient (in depth understanding of the data source) 3
Expert (authoritative knowledge of data source) 11

Realistically, how many hours a week can you 
dedicate to this project? (summarized max 
per data partner, every data partner counted 
once)

0-4 h/week 2
5-8 h/week 5
9-16 h/week 6
17-24 h/week 3
25-32 h/week 2
33-40 h/week 3

Table 3. Summary of key questions in survey 2 for 21 data partners (that were both completed with the COVID-19 rapid collaboration call and worked 
with the EHDEN taskforce).

Survey question Options No. of data partners

How many tables from your source data are in 
your ETL? (selected the max number 
reported in survey, these numbers were then 
categorized into <10 tables and �10 tables)

Less than 10 tables 6
Greater than or equal to 10 tables 7
No response reported 8

Thinking of your source data’s tables being 
converted to the OMOP CDM, prior to 
starting this Rapid Collaboration Call how 
much experience did you or your team have 
with these tables needed in the ETL? 
(selected the max choice from data partner, 
the choices were dichotomized into two 
options)

Familiar with none/few/some of the tables 8
Familiar with most/all of the tables 11
No response reported 2

To use your source data in this Rapid Collabo
ration Call was there any effort necessary to 
prepare the data? For example, did a data 
extract from source systems need to be put 
in place in order for data to be available for 
the ETL process? (selected the max choice 
per data partner)

Yes, much effort was needed to prepare the raw data for ETL. 8
Yes, some effort was needed to prepare the raw data for ETL. 11
No, the data was in a format prior to applying to the Rapid  

Collaboration Call that was suitable for ETL.
0

No response reported 2

Prior to the Rapid Collaboration call were you 
familiar with the OMOP Common Data 
Model? (selected the max choice per data 
partner)

Yes 12
No 7
No response reported 2

Have you learned anything about your source 
data by going through this process?

Yes 13
No 5
Based on my involvement I cannot comment. 1
No response reported 2
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Table 4. Summary of key questions in survey 3 for 21 data partners (that were both completed with the COVID-19 rapid collaboration call and worked 
with the EHDEN taskforce).

Survey question Options No. of data partners

Given now that you are at the end or near the 
end of this process, how complex did you 
find the ETL process was for your data 
source to be converted to the OMOP Com
mon Data Model? (selected the max choice 
from data partner, the choices were dicho
tomized into two options)

01) Difficult 7
02) Easy and neutral 14

There are several tools we used to assess data 
quality (ie, ACHILLES, Data Quality Dash
board, CDM Inspection Report, and Cata
log Export). Please select the answer that 
best fits your experience: (selected the max 
choice per data partner)

Even with the tools, I did not feel like there were detailed specifi
cations for what to assess. Even with the help from the 
EHDEN Task Force I did not find the tools helpful or 
informative.

0

The tools were supportive, however without the EHDEN Task 
Force I am not sure if I would have been able to make sense of 
what to do with the information.

6

The tools provided insight, and I would have been able to make 
improvements on my own (without the EHDEN Task Force) 
but it would have been difficult or slow.

9

The tools were useful, with them alone I could have made most 
of the necessary improvements needed for my CDM.

3

The tools provided an obvious way to assess data quality and I 
was clear how to interpret the results.

2

Based on my involvement I cannot comment. 1
Please choose the statement that most accu

rately describes your organization’s view on 
maintaining the CDM moving forward: 
(selected the max choice from data partner, 
the choices were simplified to 3 options)

01) I am not aware of my organization’s thoughts on our 
CDM’s use moving forward.

5

02) We have made our CDM, have some plans to update, and 
may still need to see the value.

12

03) We have made our CDM and plan to improve upon it mov
ing forward to facilitate our organization’s research on our 
medical data.

4

Please select which step in the ETL process you 
found the most challenging: (all unique 
choices per data partner were selected, each 
response can be up to 21)

Summarizing the source data with White Rabbit 2
Create ETL design 2
Mapping source vocabulary codes to standardized concepts 11
Setting up an environment for the processing of the ETL 2
Implement ETL 6
Perform data quality assessment 5
Other 3
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Figure 2. For data partners that met success criteria (timely and published, n¼8) versus those who did not meet the success criteria (not timely or not 
published, n¼ 13), how often did that data partner start immediately or after kick off.
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Success measures
Of the 21 DPs, 52% had built their CDM in under 365 days, 
48% participated in the COVID-19 AESI study,16 and 38% 
did both. A few correlations can be seen between the results and 
success markers. For instance, when evaluating how long it 
took a DP to start working on the project, Figure 2 demon
strates that 63% of those DPs who started right away (ie, the 
same day) met both success criteria as opposed to 31% of those 
who did not. Furthermore, DPs who thought the ETL process 
would be difficult before beginning the ETL were less likely to 
achieve the success indicators. DPs that did not achieve success 

79% thought the process would be difficult versus 57% of DPs 
who did achieve success and thought the process would be diffi
cult (Figure 3A). This trend persisted even after the process was 
completed (46% of the DPs who failed to meet the success indi
cators found the ETL process difficult, but only 13% of the DPs 
who met the success criteria did) (Figure 3B).

Discussion
To the best of our knowledge, this is the most comprehensive 
assessment of the critical factors that contribute to the 
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Figure 3. For data partners that met success criteria (timely and published, n¼8) versus those who did not meet the success criteria (not timely or not 
published, n¼ 13): (A) represents at the beginning of the process how difficult did they think the process would be and (B) represents at the end of the 
process how often did that data partner find the process difficult.
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successful conversion of complex health-care data to the 
OMOP CDM. It was performed during the COVID-19 pan
demic, a period when access to data was limited and team 
members were not continuously available. Nevertheless, most 
ETLs where realized within the agreed timelines. By doing 
this, all DPs were able to successfully improve the interoper
ability of their data which allowed them to participate in 
research studies using standardized analyses.

Our study identified multiple factors that had a major 
impact on timelines which were uncovered using the ETL 
measures captured. For example, studying the duration of 
tasks and reviewing themes among DPs that took a long time 
on certain steps allowed us to uncover the importance of 
establishing governance rules prior to the initiation of the 
work. Also, through both the surveys and ETL measures cap
tured, we learned the right composition of the team proved to 
be very important. The team needs to contain members with 
deep knowledge on the data source, members that have a 
good understanding of the OMOP CDM and the vocabula
ries, and experts to implement the ETL.

Improving the interoperability of health data requires 
standardizing both the structure (syntactic interoperability) 
and the terminologies (semantic interoperability). The sur
veys revealed that mapping from the source structure to the 
standardized clinical tables of the OMOP CDM was not seen 
as difficult by the teams but mapping source codes to the 
OHDSI Standardized Vocabularies was frequently mentioned 
as a challenging aspect of the ETL process. This is aligned 
with previous literature on ETL development.18–32 For exam
ple, a recent publication from Oja et al.18 highlighted the dif
ficulty in selecting the correct concept when there are 
multiple options, and issues around different levels of granu
larity when mapping source codes to target codes. Vocabu
lary mappings require medical expertise and in-depth 
knowledge about both the source vocabulary and the target 
vocabulary. Also, knowing when to stop mapping terminol
ogy is key to not wasting time, often a select subset of terms 
will make up the majority of the database record thus all 
terms do not need to be mapped.29 There is clear value in 
additional training on the mapping strategy and compliance 
with the OMOP conventions.

Furthermore, the vocabulary mapping process needs to be 
supported by tools and quality control steps. The Usagi map
ping tool developed by the OHDSI community was much 
appreciated by the teams but there is room for further 
improvement, eg, to add support for collaborative mapping 
in which multiple members can review and approve results. 
As a response to the lessons learned from this study, the 
EHDEN consortium and OHDSI community have recently 
started work to improve vocabulary management, quality 
control, and mapping. EHDEN, for example, has imple
mented collaboration functionality in Usagi and OHDSI col
laborators are developing new tools to support vocabulary 
mapping (eg, Perseus,33 Susana34).

Due to the pandemic, the ETL was supported by the 
EHDEN Taskforce through many online meetings. These 
meetings were where most of the ETL process measures were 
captured and were important to provide guidance on ETL 
design and source vocabulary mappings. Clearly, a more 
effective approach is to hold a multi-day face-to-face meeting 
with all the team members. Based on past experience this 
would have allowed us to design the ETLs in a much shorter 

time (eg, the Integrated Primary Care Information database 
ETL was designed in 1 month35).

Implementing an ETL also requires preparation in terms of 
data access and personnel resources. Data access delays were 
very common and captured through the ETL process meas
ures. For 1 DP, it took over 6 months to get institutional 
review board approval to standardize their data. No progress 
could be made before data access was allowed. Furthermore, 
some DPs required a considerable amount of time to get 
started with the ETL design and implementation due to chal
lenges in forming an appropriate team. For example, one 
team was made up entirely of physicians with no technical 
background, making it extremely challenging to initiate a 
technical task such as developing an ETL. Once a technical 
expert was added to the team considerable progress was 
made. Availability of team members was limited especially 
for those institutions that were severely impacted by COVID- 
19. The support network of certified Small to Medium-sized 
Enterprise (SMEs) created by the EHDEN project could be a 
good alternative for organizations that do not have all com
petences in house.

Previous papers discussing ETL transformation1,18–20,23, 

28,29,32 have seen the need for appropriate resources and 
appropriate access to data. For example, Overhage et al.32 saw 
the need for having the appropriate people and access to data 
and stated, “Each partner utilized a number of people with a 
wide range of expertise and skills to complete the project, 
including project managers, medical informaticists, epidemiol
ogists, database administrators, database developers, system 
analysts/programmers, research assistants, statisticians, and 
hardware technicians.” Similar recommendations were made 
by other studies,1,18,20,23,28,29 and a similar recommendation 
can even be found in the Book of OHDSI.4 Having sufficient 
access to data before beginning ETL construction, however, 
has received less attention in prior research. Only 2 recent pub
lications, Oja et al.18 and Yu et al.,19 discuss obtaining permis
sions to utilize the data. As we have shown, obtaining correct 
approval can affect the duration of the ETL development and 
should be considered early on.

In this work, we successfully transformed 25 different 
databases into the OMOP CDM using a standard process 
and toolkit. Despite different geographies, data types, source 
vocabularies, and population sizes, as well as different team 
compositions with differing expertise, the consistent work
flow used by EHDEN proves appropriate to support the suc
cessful standardization of observational data across Europe. 
Across the 25 successful transformations, we continue to sol
idify the notions that having the appropriate persons present 
for the ETL and vocabulary mapping can be a challenging 
aspect, and in addition, we learned that groups should proac
tively prepare for data governance issues. This effort should 
provide guidance for future DPs to standardize to the OMOP 
CDM and participate in distributed networks. The OHDSI 
community must continue to evaluate and provide guidance 
and support for what ultimately develops the backbone of 
how community members generate evidence.
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