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Abstract. We consider a single-item multilevel lot-sizing problem with a serial structure 
where one of the levels has an inventory capacity (the bottleneck level). We propose a novel 
dynamic programming algorithm combining Zangwill’s approach for the uncapacitated 
problem and the basis-path approach for the production capacitated problem. Under rea
sonable assumptions on the cost parameters the time complexity of the algorithm is O(LT6)
with L the number of levels in the supply chain and T the length of the planning horizon. 
Computational tests show that our algorithm is significantly faster than the commercial 
solver CPLEX applied to a standard formulation and can solve reasonably sized instances up 
to 48 periods and 12 levels in a few minutes.
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1. Introduction
One of the important tasks in supply chain management is to have a smooth flow of goods from the raw material 
supplier to the end customer. Anything that prevents this smooth flow of items through the different levels of the 
supply chain can be considered a bottleneck. The supply chain problem we consider has a serial structure and a 
bottleneck in terms of inventory capacity. To be precise, there is a single level (organization or process) in the sup
ply chain that has a time-invariant inventory capacity. This will be called the bottleneck level.

Inventory capacities can be observed in a variety of industries for several reasons. In logistics, where the length 
of the supply chain may be long, the storage facilities affect the flow of items in the supply chain. In particular, the 
warehouse capacity at certain levels restricts the number of units to be held in stock and there may be a single level 
with the lowest warehouse storage capacity causing the bottleneck. This is in particular the case for bulk products 
that cannot be mixed in the same tank or silo. Moreover, the investment in storage capacity can be significant, and 
thus may be constraining in the supply chain. When there are multiple stages in the supply chain, not all of them 
include bottleneck storage capacity. This is because, as a product is transformed, tanks or silos are more costly. This 
is for instance the case for the products considered in Dauzère-Pérès et al. (2007), where the raw materials have no 
real storage capacity constraints, whereas the slurry products, obtained through a manufacturing process, require 
dedicated expensive silos, and thus in limited number.

Although there are several settings in which an inventory capacity arises, it turns out that there are hardly any 
studies in this area. In fact, we have found no study in which an exact approach is developed to solve this type of 
problem in a multilevel lot-sizing setting for a general number of levels. In this paper, we develop a polynomial 
time algorithm to solve a serial multilevel lot-sizing problem with an inventory bound under certain cost assump
tions. In particular, we assume that there are nonspeculative motives for holding inventory, and that setup costs 
are nonincreasing at the bottleneck level. Our approach can be viewed as a novel combination of Zangwill’s 
approach for the uncapacitated problem (Zangwill 1969) and the basis-path approach for the production capaci
tated problem (Hwang et al. 2013). Furthermore, an algorithmic speed-up is obtained by deriving and exploiting a 
structural property of an optimal solution. Although the complexity of the algorithm is high (but polynomial), we 
show in our numerical experiments that the algorithm is much faster than the commercial solver CPLEX applied to a 
standard formulation, solving instances up to 48 periods and 12 levels in a few minutes.

The remainder of the paper is organized as follows. In Section 2, we briefly review the literature on capacitated 
lot-sizing problems. We formally define the multilevel lot-sizing problem and characterize some optimality 

1470 

INFORMS JOURNAL ON COMPUTING 
Vol. 35, No. 6, November–December 2023, pp. 1470–1490 

ISSN 1091-9856 (print), ISSN 1526-5528 (online) https://pubsonline.informs.org/journal/ijoc 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

14
5.

5.
17

6.
14

] 
on

 0
2 

M
ay

 2
02

4,
 a

t 0
1:

52
 . 

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y,
 a

ll 
ri

gh
ts

 r
es

er
ve

d.
 

mailto:hchwang@khu.ac.kr
https://orcid.org/0000-0002-1181-0514
mailto:wvandenheuvel@ese.eur.nl
https://orcid.org/0000-0002-6633-5941
mailto:wagelmans@ese.eur.nl
https://orcid.org/0000-0003-4803-8262


properties in Section 3. The dynamic programming approach is developed in Section 4. We perform a computa
tional study to analyze the scalability of the algorithm in Section 5 and conclude the paper in Section 6.

2. Literature Review
As the problem considered in this paper involves a single item, we restrict the literature review to papers about 
single-item lot-sizing problems. The study of lot-sizing problems started with the seminal paper of Wagner and 
Whitin (1958), who propose a dynamic programming algorithm to make optimal production decisions to meet a 
deterministic multiperiod demand stream when total setup and inventory-holding costs are to be minimized. 
Computational improvements on solving this uncapacitated lot-sizing problem are made by Federgruen and Tzur 
(1991), Wagelmans et al. (1992), and Aggarwal and Park (1993). Zangwill (1969) extends the single-level problem to 
a multilevel setting and presents an algorithm for the multilevel uncapacitated lot-sizing problem. Love (1972) pro
poses a more efficient algorithm for this problem in case of nonincreasing setup costs, whereas Melo and Wolsey 
(2010) present a more efficient algorithm for the two-level version of the problem.

The problem with a bottleneck in terms of production capacity has received quite some attention in the lot-sizing 
literature in case of a single level. This problem is first studied by Florian and Klein (1971). Algorithmic improve
ments are made by Chung and Lin (1988), van Hoesel and Wagelmans (1996), and Van Vyve (2007). Love (1973) is 
the first to introduce a lot-sizing problem with a bottleneck in terms of storage capacity. This problem can be shown 
to be equivalent to the lot-sizing problem with (noninclusive) production time windows (Wolsey 2006) and to the 
problem with pure remanufacturing or cumulative capacities (van den Heuvel and Wagelmans 2008). Hwang and 
van den Heuvel (2012) present more efficient algorithms for this single-level inventory bounded problem.

There are a limited number of papers that consider capacities in a multilevel setting. Kaminsky and Simchi-Levi 
(2003) deal with a two-level problem with production capacities at the first level, whereas Sargut and Romeijn 
(2007) solve the same problem with a subcontracting option. van Hoesel et al. (2005) extends the two-level problem 
to a multilevel problem with production capacities at the first level and solve the problem in case of nonspeculative 
motives in transportation in polynomial time, whereas Hwang et al. (2013) are able to do this for the same multile
vel problem efficiently without this assumption on the costs. Lee et al. (2003) solve a two-level problem and deal 
with the transportation capacity (of vehicles) at the second level. Finally, Phouratsamay et al. (2018) propose an effi
cient algorithm for the two-level problem with inventory bounds at the second level.

The papers closest to our research are He et al. (2015), Ahmed et al. (2016), and Zhao and Zhang (2020). They con
sider multilevel lot-sizing problems by viewing them as minimum concave cost network flow problems over a grid 
network. He et al. (2015) show that this network flow problem is polynomially solvable for a fixed number of levels 
L in case (i) all sources are at the first level and all sinks (demands) occur at most two levels, or (ii) there is a single 
source but many sinks at multiple levels. These results are extended by Ahmed et al. (2016) who derive polynomial 
time results under more general conditions. They also show that their analysis is tight by proving NP-hardness if 
any of the conditions is relaxed. Zhao and Zhang (2020) consider a multilevel lot-sizing problem with the possibil
ity of intermediate demands. The uncapacitated version is shown to be NP-hard. However, under the assumption 
of a fixed number of levels, polynomial time algorithms are developed for the uncapacitated problem and for the 
problem with production capacities at the first level. With the proposed algorithm, they also improve several com
plexity results from the literature. Furthermore, they derive new valid inequalities for the multilevel lot-sizing 
problem. When considering the time complexities of these papers in more detail, the degrees of the polynomials 
depend (linearly) on the number of levels and hence, although polynomial for a fixed number of levels, the algo
rithms become quickly impractical for a reasonable number of levels. We can argue that our research complements 
the three papers mentioned above in the sense that our polynomial time result is more general as it holds for a gen
eral number of levels (opposed to a fixed number of levels), but on the other hand, it is less general because we 
have some (reasonable) assumptions on the cost structure.

Table 1 provides a summary of the complexity results in connection with our study. The first part of the table 
shows complexity results for lot-sizing problems with inventory capacities (ILSP), whereas the second part does 
this for lot-sizing problems with production capacities (CLSP). The first character in the problem abbreviation 
shows the number of levels where M (multi) represents a general number of levels L. In the last part of the table, we 
show more general results. As mentioned earlier, Ahmed et al. (2016) consider a more general problem where the 
number of capacity levels is at most K. Applying this to the problem of this paper (so K� 1) gives a runtime com
plexity of O(L4L�3T8L�7). Although this is polynomial for a fixed number of levels, the running time is already 
impractical for a low number of levels such as L�3. In turn, this also shows the relevance of our paper, where we 
solve instances up to 12 levels. Finally, the last complexity result shows that in case the multilevel problem has an 
assembly structure and is more complex, the problem is already NP-hard without any capacities.
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We observe from the literature review that the studies on multilevel supply chains with inventory capacities are 
limited. Furthermore, most existing research focuses on production capacities and in particular on capacities at the 
first level (with an exception of He et al. (2015) and Ahmed et al. (2016)). To the best of our knowledge, this is the 
first paper in which a polynomial time algorithm is developed for a problem with inventory bounds in a serial mul
tilevel setting with a general number of levels.

3. Problem Formulation and Optimality Properties
3.1. Problem Formulation
Let T denote the length of the planning horizon and L the number of levels in the supply chain. Our supply chain 
consists of a manufacturer at the first level, intermediaries like wholesalers and distributors at the middle levels, 
and a retailer at the last level. Through the operations of production at the first level and then transportation to the 
following levels, the items are eventually delivered to the retailer facing the customers’ demand. We assume that 
the warehouse at level a, called the bottleneck level, has a finite storage capacity, which means that there is an 
upper bound on the number of items held in stock. For now, we assume that 1 ≤ a < L, so that the bottleneck level 
is not located at the last level of the supply chain. The case with a�L will be addressed later. We will use index i 
(1 ≤ i ≤ L) to denote levels and indices j, b and t (ranging from 1, : : : , T) to denote periods. In general, index b will be 
used to denote a period associated with the bottleneck level a. Let U denote the warehouse storage capacity at level 
a. For each level i ∈ {1, 2, : : : , L} and period j ∈ {1, 2, : : : , T}we define the following parameters: 
• dj: demand in period j at the retailer’s level (level L)
• pij(x): operational cost for an amount x at level i in period j
• hij(I): cost for holding I items of inventory at level i in period j
Here, we define the decision variables: 
• xij: amount of operation, i.e., production at or transportation to level i in period j
• Iij: inventory level at level i at the end of period j
For convenience, we will also use dt1, t2 to denote the sum of demands in periods t1, t1 + 1, : : : , t2. Now the multile

vel inventory bounded lot-sizing problem with the bottleneck at level a (abbreviated as MILSP) can be modeled as

min
XL

i�1

XT

j�1
(pij(xij) + hij(Iij)) (1a) 

s:t: Ii, j�1 + xij � xi+1, j + Iij, i � 1, : : : , L� 1, j � 1, : : : , T, (1b) 
IL, j�1 + xL, j � dj + IL, j, j � 1, : : : , T, (1c) 
Ia, j ≤U, j � 1, : : : , T, (1d) 
Ii, 0 � Ii, T � 0, i � 1, : : : , L, (1e) 
xij ≥ 0, i � 1, : : : , L, j � 1, : : : , T, (1f) 
Iij ≥ 0, i � 1, : : : , L, j � 1, : : : , T: (1g) 

Constraints (1b) and (1c) are the inventory balance equations, which balance the operational amounts and inven
tory levels through periods and levels. Constraints (1d) model the inventory bound at the warehouse at level a. We 

Table 1. Complexity Results of Single and Multilevel Lot-Sizing Problems

Problem Assumptions/remarks Complexity Reference

1ILSP Varying capacities O(T3) Love (1973)
1ILSP Varying capacities; concave costs O(T2) Hwang and van den Heuvel (2012)
2ILSP Capacities at second level O(T4) Phouratsamay et al. (2018)
2ILSP Varying capacities at both levels NP-hard Ahmed et al. (2016)
MILSP Stationary capacities at arbitrary O(LT6) This paper

Level and nonspeculative costs
MILSP Stationary capacities at two levels Open
1CLSP Varying capacities NP-hard Bitran and Yanasse (1982)
1CLSP Stationary capacities O(T3) van Hoesel and Wagelmans (1996)
2CLSP Capacity at first level O(T8) Kaminsky and Simchi-Levi (2003)
MCLSP Capacity at first level O(LT8) Hwang et al. (2013)
MCLSP Capacity at arbitrary level Open
MICLSP One different arc capacity value O(L4L�3T8L�7) Ahmed et al. (2016)
MULSP Assembly structure NP-hard Levi and Yedidsion (2013)
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assume that the starting inventory and the ending inventory of the planning horizon is zero at all levels, which is 
modeled by Constraints (1e). Finally, Constraints (1f) and (1g) show the nonnegativity of the decision variables.

We end this section by presenting the most general assumptions on the cost parameters for which our algorithm 
presented later will be valid. The cost function pij(x) has a fixed-charge structure; that is, it consists of a setup cost 
Kij ≥ 0 and a per-unit operational cost pij ≥ 0. If there are no units produced or transported (i.e., x�0), then there is 
no operational cost. Hence, the cost for producing or transporting x units is defined as

pij(x) �
0 for x � 0,
Kij + pijx for x > 0:

�

The holding cost function has the same fixed-charge structure and is given by

hij(x) �
0 for x � 0,
Hij + hijx for x > 0,

�

where Hij is the fixed component and hij is the variable component. We refer to Atamtürk and Küçükyavuz (2005) 
and Atamtürk and Küçükyavuz (2008) for situations where such a fixed component occurs.

It is commonly assumed (van Hoesel et al. 2005, section 2.3) that when a product unit moves from one level to 
the next level in the supply chain, a positive value is added. This phenomenon of added value can be modeled by 
the nonspeculative motives condition:

pij + hi, j ≥ hi�1, j + pi, j+1 for i � 2, : : : , L and j � 1, : : : , T � 1, 

which we assume to hold throughout the paper. This also implies that when moving an item over multiple levels, 
waiting with transportation/operation is not more expensive in terms of unit cost. Furthermore, for mathematical 
tractability, we also assume nonincreasing setup costs at the bottleneck level, that is, Ka, b ≥ Ka, b+1 for b � 1, : : : , 
T� 1. In an ordering setting, these fixed costs could consist of order forms, authorization, and inspection, whereas 
in a manufacturing setting, it could additionally include the wage of a mechanic to set up a machine (Silver et al. 
1998). Then the assumption holds if (i) the ordering or production process and hence the costs do not change over 
time or (ii) if the ordering or production process becomes more efficient over time (e.g., due to learning), causing 
the costs to decrease over time. As will be shown later (Proposition 3), this ensures that deliveries to the bottleneck 
warehouse only take place when some units are immediately transported to the next level, implying that the scarce 
warehouse space is used efficiently. For reference purposes the assumptions are summarized here.

Assumption 1. The cost structure satisfies the nonspeculative motives condition.

Assumption 2. The setup costs are nonincreasing at the bottleneck level.

The two-level problem with nonstationary inventory bounds at the first level and a general fixed-charge cost 
structure is NP-hard (Phouratsamay et al. 2018). Hence, we cannot hope for a polynomial-time algorithm unless 
additional assumptions are posed on the problem like the ones mentioned previously

3.2. Optimality Properties and Decomposition
To analyze the model, we consider it as a network flow problem described by Constraints (1b)–(1g), where the 
flows correspond to the amounts of operation xij and the inventory levels Iij. The total demand d1, T from a super 
source node is distributed over the network to the T retailer’s nodes (the sink nodes). An example of a problem 
with eight periods and three levels is illustrated in Figure 1. A node (i, j) denotes level i and period j and has an 
incoming operational flow xij (for i ≥ 1) and incoming inventory flow Ii, j�1 (for j ≥ 2). Each node (a, b) at the bottle
neck level is called a bottleneck node. Nodes on levels before the bottleneck level a are called upstream nodes, whereas 
nodes on levels after the bottleneck level are called downstream nodes.

As we will show in the remainder of this section, a typical extreme point solution corresponding to the network 
flow problem is as shown in Figure 2. To have a more compact representation, the vertical arcs leaving the retailer’s 
nodes at level L are removed as they only indicate the demands and the flows of these arcs are fixed. Furthermore, 
the network does not contain the arcs entering the manufacturer’s nodes at level 1, but production at level 1 is indi
cated by a shaded production node, which now serves as a source node. The arcs with free flows, that is, flow amounts 
strictly between their lower and upper bounds, are indicated by solid arrows. The flows corresponding to the 
inventory variables with values equal to the upper bound U (at the bottleneck level a) are depicted by dashed 
arrows.

Before showing the structural properties of an optimal solution, we first introduce some definitions. A node (i, j) 
in a solution satisfies the single-sourcing (respectively, double-sourcing. property if there is not (respectively, is) both 
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positive operational inflow and positive inventory inflow, that is, Ii, j�1xij � 0 (respectively, Ii, j�1xij > 0). A bottle
neck node (a, b) with operational flow xa, b > 0 is called a spring node. A downstream path is an undirected path of 
which each arc has positive flow and each arc is not at the upstream or bottleneck level. For instance, in Figure 2, 
we have the downstream path (3, 10)� (4, 10)� (4, 11)� (4, 12)� (3, 12).

To show why a typical extreme point solution is characterized by a structure as shown in Figure 2, we also pre
sent arcs which violate the structural properties, indicated by the dotted arcs. In summary, we will prove that there 
exists an optimal solution where (i) there are no double sourcing nodes at the upstream and bottleneck level 

Figure 1. (Color online) Production and Transportation Network with Three Levels and Eight Periods 

Figure 2. (Color online) Network Flows of a Typical Extreme Point Solution 

Note. Dotted arcs show the violation of some property.
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(Proposition 2), (ii) any spring node (a, b) also has operational flow at (a, b+ 1) (Proposition 3), (iii) two spring nodes 
cannot be connected by a downstream path (Proposition 4), and (iv) any spring node is connected to at most one 
double sourcing node (Proposition 5).

To prove the structural properties in our propositions, we mainly use the so-called “cycle free” property that 
holds for network flow problems with concave costs (Ahuja et al. 1993) in combination with the network structure 
and cost assumptions of our particular problem.

Proposition 1 (Ahuja et al. 1993). The subnetwork of arcs with free flows corresponding to an extreme point solution of 
MILSP does not contain an (undirected) cycle.

As we can see in Figure 2, the subnetwork of arcs with free flows (of solid arcs) does not contain any cycle. The 
next proposition states that the single-sourcing property holds for upstream and bottleneck nodes.

Proposition 2. Under Assumption 1, there exists an optimal solution such that the single-sourcing property holds for each 
node (i, j) with i � 1, : : : , a and j � 1, : : : , T.

Proof. Consider an extreme point solution and its corresponding subnetwork of arcs with positive flow. Suppose 
that Ii, j�1xij > 0 and hence Ii, j�1 > 0 and xij>0. Clearly, there is a path P1 (respectively, P2) consisting of arcs with 
positive flow from the super source node to (i, j) through node (i, j� 1) (respectively, node (i� 1, j)), and these 
paths comprise a cycle. If (i, j) is an upstream node (i.e., i< a), then all arcs in this cycle are free flow arcs, and we 
have a contradiction with Proposition 1. Therefore, we assume that (i, j) is a bottleneck node (i.e., i�a) and hence 
P1 contains at least one bottleneck arc. Because of Assumption 1, sending one unit of flow over path P1 is at least 
as expensive in terms of variable costs (i.e., per unit operational and holding costs) as sending a unit over path 
P2. Hence, redirecting all flow from path P1 to P2 does not increase the total costs. Finally, feasibility is guaran
teed, because the inventory levels at the bottleneck level will not increase. w

As we can see in Figure 2, each upstream or bottleneck node has indeed the single-sourcing property. The 
single-sourcing property holds for all nodes in the classical uncapacitated lot-sizing model, in which each con
nected component is a so-called arborescent tree (called a Zangwill tree in this paper). This structure is exploited 
in the decomposition approach of Zangwill (1969). Because an optimal solution may have double-sourcing nodes 
in MILSP, this approach is inadequate and hence another approach should be applied.

It will turn out that spring nodes play a key role in designing an efficient solution approach. For such a node, 
Proposition 2 implies that the beginning inventory can be assumed to be zero, that is, Ia, b�1 � 0. If we have no flow 
from the bottleneck level to the next level (xa+1, b � 0) and if Ka, b ≥ Ka, b+1, then we can postpone the delivery of 
period b to period b+1 at no additional cost. Thus, we can see that the inventory capacity is used efficiently under 
Assumption 2. This is formalized in the following proposition.

Proposition 3. Under Assumptions 1 and 2, there exists an optimal solution such that xa, b > 0 implies xa+1, b > 0 for b �
1, : : : , T.

Next to spring nodes, downstream paths connecting two bottleneck nodes, being referred to as basis paths (see 
Section 4), will also play an important role in the solution approach.

Proposition 4. There exists an optimal solution such that two distinct spring nodes (a, b) and (a, b′) are not connected by a 
downstream path.

Proof. Consider an optimal solution that satisfies all properties stated in the preceding propositions and assume 
that it has a downstream path consisting of arcs with positive flows between (a, b) and (a, b′). Without loss of gen
erality, assume that b < b′ and that there are no spring nodes in between b and b′. Because xa, b′ > 0 it follows from 
Proposition 2 that Ia, b′�1 � 0. Hence, the path cannot consist of only bottleneck nodes. This means there should be 
a double-sourcing node v such that there is positive flow along a (directed) path P1 from (a, b) to v and along a 
path P2 from (a, b′) to v (see Figure 3 for a visual illustration). In case there are several of such double sourcing 
nodes, we assume that v � (i, j), with i minimal, and j minimal for given i.

Clearly, path P2 contains either the arc from (a, b′) to (a+ 1, b′) or the bottleneck arc from (a, b′) to (a, b′ + 1). 
We will argue that if there exists a path with positive flow from (a, b′) to v that uses the bottleneck arc, then there 
must also exist a path from (a, b′) to v that uses the arc from (a, b′) to (a+ 1, b′). Because (a, b′) is a spring node, 
Proposition 3 implies that xa+1, b′ > 0. Because this flow will eventually reach level L, there must be a path start
ing at (a+ 1, b′) and consisting of arcs with positive flows that either intersects with the path from (a, b′) to v that 
uses the bottleneck arc, or it intersects path P1. Let v′ be the first node where the intersection occurs. Then either 
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v′ � v and we have a path through (a+ 1, b′), or we have a contradiction with the minimality of v (because of the 
orientation of the arcs).

Furthermore, both spring nodes (a, b) and (a, b′) receive positive flow from the super source node via paths Q1 
and Q2, respectively. Hence, the component

C � P1 ∪ P2 ∪Q1 ∪Q2 

contains an (undirected) cycle of arcs with positive flows as illustrated in Figure 3. This is a contradiction with 
Proposition 1, which completes the proof. w

Observe that the network of free flow arcs in Figure 2 has two connected components. We call such a connected 
component a regeneration network. As we see from this figure, a regeneration network is characterized by a first bot
tleneck period b1 and a last bottleneck period b2, and a first demand period t1 and a last demand period t2 satisfied 
by the regeneration network. We use a tuple N � (b1, b2, t1, t2) ∈N to represent a regeneration network where

N � {(b1, b2, t1, t2) ∈ N4 : 1 ≤ b1 ≤ b2 ≤ t2 ≤ T, b1 ≤ t1 ≤ t2}: (2) 

is the set of all regeneration networks. When referring to N, we mean either a tuple in the index set N or a whole 
regeneration network (consisting of arcs), which should be clear from the context. As an example, in Figure 2 we 
have two regeneration networks N � (1, 4, 1, 8) and N � (8, 13, 9, 14).

Because of Proposition 1, we can assume that each regeneration network is acyclic. Now consider a node v � (i, j)
in a regeneration network. Let us remove the inventory inflow arc from node (i, j� 1) (if it exists) and the opera
tional inflow arc from (i� 1, j) (if it exists). The component containing node v is called a v-rooted tree. In particular, if 
i< a (respectively, i> a) the v-rooted tree is called an upstream tree (respectively, downstream tree). Moreover, when 
(a, b) is a spring node, its tree is called (a, b)-rooted spring tree. These trees differ in the levels they run from: an 
upstream (respectively, spring, downstream) tree represents a subnetwork of free flow arcs running from an 
upstream level i<a (respectively, bottleneck level i�a, downstream level i> a) down to the last level L. The follow
ing important property is a direct consequence of Proposition 4.

Corollary 1. Each regeneration network has exactly one production node.

Proof. Proposition 4 implies that each (a, b)-rooted spring tree has exactly one spring node, namely (a, b). Further
more, by Proposition 2 each upstream node satisfies the single-sourcing property and has at most one incoming arc 
with positive flow. Combining this with the fact that the regeneration network is connected, gives the result. w

As another consequence of Proposition 4, we can assume that the root node (a, b) of a (a, b)-rooted spring tree T 

is the left- and top-most node in T , i.e., each node (i, j) in T satisfies i ≥ a and j ≥ b. This is because any node (i, j) in 
T with j<b would imply the existence of a spring node (a, b′)with b′ < b in T , whereas any node (i, j) in T with j>b 

Figure 3. (Color online) Cycle C in the Proof of Proposition 4
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and i<a would imply the existence of a spring node (a, b′) with b′ > b in T . In both cases, there would be a down
stream path between (a, b) and (a, b′), which we can assume does not exist. It follows from Propositions 2 and 4 that 
we can also assume this property to hold for upstream trees: the root node (i, j) of any (i, j)-rooted tree with i<a is 
the left- and top-most node. However, this property does not hold in general for (i, j)-rooted downstream trees 
with i> a. For instance, node (4, 4) in the (5, 3)-rooted tree in Figure 2 is above the root node (5, 3).

In contrast to the upstream and bottleneck nodes, in general there exist downstream nodes (i, j) for which the 
double-sourcing property holds. Although this breaks down the tree structure when considering the network of 
positive flows, the next proposition shows that this gives us information about the inventory levels at the bottle
neck nodes.

Proposition 5. Consider an (a, b)-rooted spring tree with a double-sourcing node (i, j). Then (i) there is a bottleneck node 
(a, b∗), b∗ > b to which (i, j) is connected by arcs with positive flow such that Ia, b′ �U for b′ � b, : : : , b∗ � 1, and (ii) there is 
no other double-sourcing node.

Proof. Suppose that node (i, j) is contained in an (a, b)-rooted spring tree T where i> a and j ≥ b. Let P1 be the 
path from (a, b) to (i, j). Because Ii, j�1xij > 0, it holds that j>b and hence either (i, j� 1) or (i� 1, j) is contained in 
P1 but not both. If (i� 1, j) is on the path, then node (i, j� 1) must be connected to another bottleneck node (a, b′), 
which precedes the spring node (a, b). However, this contradicts the fact that (a, b) is the left- and top-most node 
of T . Hence, the path P1 is of the form {(a, b), : : : , (i, j� 1), (i, j)}.

Now consider the flow xi, j. Clearly, there must also be a directed path P2 from a bottleneck node, say (a, b∗), to 
(i� 1, j). Let P2 be the path such that (a, b∗) is the only bottleneck node of P2. The cycle free property implies that 
(a, b∗) cannot be equal to (a, b). Thus we have a downstream path P between the bottleneck nodes (a, b) and (a, b∗)
given by

P � P1 ∪ P2:

Now consider the bottleneck nodes (a, b) and (a, b∗). Because (a, b) is the only spring node and node (a, b∗) has an 
outflow of at least xi, j units, we know that there is flow from (a, b) to (a, b∗), that is, Ia, ℓ > 0 for b ≤ ℓ < b∗. We now 
show by contradiction that these flow amounts equal U. If Ia, b <U, then clearly Ia, ℓ <U for b ≤ ℓ < b∗ and we have 
a cycle of free flows, which is a contradiction.

Consider the other case in which there must be a node (a, ℓ), b < ℓ < b∗, such that 0 < Ia, ℓ�1 �U and 0 < Ia, ℓ <U, 
which further implies that there is an outflow from node (a, ℓ) with xa+1, ℓ > 0 and a directed path of free flow arcs 
from (a, ℓ) to (a, b∗). Because the flow xa+1, ℓ must eventually reach retailer level L by some path of free flows, say 
path Q, this path Q must intersect path P at some node, say (i′, j′), which also must be a double sourcing node. 
Then the path from (a, ℓ) to (i′, j′), from (i′, j′) to (a, b∗) and then back to (a, ℓ) yields a cycle of free arcs, which is a 
contradiction. Therefore, we conclude that (i) Ia, b � Ia, b∗�1 �U and hence Ia, b � Ia, b+1 �⋯� Ia, b∗�1 �U, and (ii) there 
cannot be another double sourcing node (i′, j′) on path P, and hence in the (a, b)-spring tree. w

4. Dynamic Programming Solution Approach
4.1. Overview of the Dynamic Programming Approach
The algorithm consists of two main parts, one is for computing the costs of the upstream trees and the other one for 
the downstream networks. Once the costs of the downstream networks are determined by a dynamic programming 
(DP) approach (Section 4.3), the costs of the upstream trees can be computed also by a DP approach. With the pro
cedures, we ultimately obtain the optimal value and an optimal sequence of consecutive regeneration networks 
(Section 4.2).

To compute the costs of the upstream trees and finally the regeneration networks, we exploit the single- 
sourcing property (see Proposition 2). For uncapacitated multilevel lot-sizing problems, this allows for a decom
position in which a component is characterized by which retailer demands are satisfied from a particular level 
and period (Zangwill 1969). However, we need to generalize this decomposition approach by additionally keep
ing track of the bottleneck periods in order not to violate the inventory capacities. In Figure 4, we show schemati
cally how an upstream tree is decomposed in two smaller upstream trees. Ultimately, the optimal overall cost 
will be obtained by observing that an optimal solution consists of a sequence of consecutive regeneration 
networks.

The main challenge is to find the cost of each downstream network, which consists of a spring tree expanded 
with the saturated arcs connecting bottleneck nodes (see Proposition 5). The structure of a downstream network 
with a double-sourcing node is schematically illustrated in Figure 5. A downstream network consists of a 
so-called basis path (downstream path) connecting the first and last bottleneck nodes (see Section 4.3.1), where 
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both Zangwill trees and a bottleneck tree (to be formally defined later) are connected to this path (see Section 
4.3.2 for the cost computation). The costs of a downstream network are computed by moving along the basis 
path and adding the relevant components and their costs. Because the number of possible basis paths is expo
nential, we will not enumerate them, but instead we use the basis path approach of Hwang et al. (2013) where 
the optimal path is computed recursively by keeping track of the last two nodes of the path (see Section 4.3.4). 
The costs of the arcs connecting the components with the basis path (called the transition costs) depend on (i) 
the position in the path (before or after the source node) and (ii) the configuration of the two connected arcs 
(see Section 4.3.3).

In summary, our solution approach can be viewed as a combination of Zangwill’s decomposition method and 
the basis-path approach. However, a straightforward combination of the two methods leads to a high-complexity 
algorithm. It turns out that the running time is dominated by the determination of upstream-tree costs. Exploiting 
the nonspeculative motives condition, we show that one can ignore the possible overlap when combining two 
upstream trees in a bigger one. This property leads to a reduction of a factor T in running time (see Section 4.4).

Figure 4. (Color online) Decomposition of Upstream Tree 

Figure 5. (Color online) Decomposition of a Downstream Network 
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4.2. Outer DP for Upstream Trees
In this section, we will show how to solve the overall problem assuming that the costs of the (a, b)-rooted spring 
trees are known.

4.2.1. DP for Upstream Trees. As follows from the previous section, each (i, j)-rooted upstream tree satisfies a 
number of consecutive demands using bottleneck periods in some interval. Let cN(i, j) be the minimal cost of 
the (i, j)-rooted upstream tree associated with N � (b1, b2, t1, t2) (so i< a and j ≤ b1) and hence satisfying demands 
in the interval [t1, t2] using bottleneck periods in the interval [b1, b2]. The cost cN(i, j) can be recursively com
puted by realizing that the (i, j)-rooted upstream tree can be decomposed in two smaller rooted upstream trees 
(Figure 4). To see this, let v � (i, j) and consider the v-rooted tree T and its smaller upstream trees T 1 with root 
v1 � (i, j+ 1) and T 2 with root v2 � (i+ 1, j). Any positive flow leaving an upstream node reaches a bottleneck 
node, which must be a spring node. Suppose that the flow from v1 (respectively, v2) runs through a spring node 
s1 in T 1 (respectively, s2 in T 2). We know that T 1 and T 2 are disjoint because no path of upstream nodes connects 
v1 and v2 due to the single-sourcing property (Proposition 1), which means s1 ≠ s2. Moreover, any two spring 
nodes are not connected by a downstream path of positive flows (Proposition 4). Hence, the upstream tree T 

decomposes into the disjoint upstream trees T 1 and T 2. As a result, the optimal cost of an (i, j)-rooted upstream 
tree is given by the recursion

cN(i, j) � min
N′ �(b1, b, t1, t), N′′ �(b+1, b2, t+1, t2) :

b1≤b<b2, t1�1≤t≤t2

{pi+1, j(dt1, t) + cN′ (i+ 1, j) + hi, j+1(dt+1, t2) + cN′′ (i, j+ 1)}, (3) 

where in the initialization we need the costs cN(a, b1)which are computed in Section 4.3.4. Because of Proposition 1, 
the optimal cost c(N) of a regeneration network N � (b1, b2, t1, t2) can be found by optimizing over the possible pro
duction nodes at level 1:

c(N) � min
1≤j≤b1
{cN(1, j)}: (4) 

4.2.2. DP for Overall Problem. Given the optimal cost c(N) of each regeneration network N � (b1, b2, t1, t2) and 
using the fact that an optimal solution consists of a sequence of regeneration networks, we can use a straightfor
ward DP to find the optimal objective value of the overall problem. To that end, we define the DP variable F(b2, t2)
as the minimum cost to satisfy demands in [1, t2] using bottleneck periods [1, b2] by using a number of consecutive 
regeneration networks. With the initial states F(0, 0) � 0 and F(0, t) � ∞ for t ∈ [1, T], the DP variables F(b2, t2) can 
be computed by the recursion

F(b2, t2) �min F(b2� 1, t2), min
N�(b1, b2, t1, t2) :

1≤b1≤b2, 1≤t1≤t2

{F(b1� 1, t1� 1) + c(N)}

8
><

>:

9
>=

>;
: (5) 

The first term in the right-hand side of (5) is needed because there may be more than one unused bottleneck arc 
between two consecutive regeneration networks (e.g., the bottleneck arcs between periods 4 and 7 in Figure 2). 
Clearly, the optimal objective value is given by F(T, T).

4.2.3. Running Time. The computational complexity to compute all values of cN(i, j) and c(N) by (3) and (4) is 
O(LT7) and O(T5), respectively. Because the computational complexity to compute all F(b2, t2) by (5) is O(T4), the 
overall complexity to find the optimal solution is O(LT7) assuming that the optimal costs of all rooted spring trees 
have been precomputed. In Section 4.4, we show how to reduce the time complexity by a factor of T to O(LT6).

4.3. Inner DP for Downstream Networks
4.3.1. Basis Path Concept. In this section, we will focus on the structure of an (a, b)-rooted spring tree T and show 
how to decompose it further to determine the optimal costs. By definition, it holds that xa, b > 0. We have seen that 
(a, b) can be assumed to be the left- and top-most node in T . Furthermore, it follows from Proposition 5, that we can 
assume that T contains at most one double-sourcing node.

First, we examine in more detail an (a, b)-rooted spring tree containing a double-sourcing node. Using Propo
sition 5, we can assume that there is a bottleneck node (a, b∗) with b∗ > b, such that Ia, b′ �U for b′ � b, : : : , b∗� 1. 
Moreover, because T is a tree, there is a unique path P between the node (a, b) and the node (a, b∗) not containing 
any other bottleneck node. We call this the basis path of the (a, b)-rooted spring tree (Hwang et al. 2013), and 
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node (a, b) (respectively, (a, b∗)) the opening node (respectively, closing node) of the basis path. For example, the 
path P � {(3, 10), (4, 10), (4, 11), (4, 12), (3, 12)} in Figure 6 is a basis path where (4, 12) is the double-sourcing node, 
whereas (3, 10) and (3, 12) are the opening and closing nodes of the path.

Because we are interested in the total cost and hence the arcs with positive flow, it is convenient to expand the (a, 
b)-rooted spring tree T with the nodes and arcs in between the opening node (a, b) and the closing node (a, b∗) at the 
bottleneck level. All arcs have flow at their upper bounds and, for this reason, we call the path from (a, b) to (a, b∗) a 
saturated bottleneck path. Furthermore, we call the extension of the (a, b)-rooted spring tree with the saturated bottle
neck path a downstream network.

Besides the basis path P and the saturated bottleneck path, the downstream network consists of other compo
nents. First of all, consider a nonbottleneck node u ∈ P and arc e � (u, v) with e ∈ T and e ∉ P. Then the v-rooted 
tree, denoted by T (v), must satisfy a consecutive number of demands (this is because all nodes in T (v) satisfy the 
single-sourcing property as the arcs in this part of the network have no upper bound). We call such a T (v) a Zan
gwill tree, because, as we shall see later, the optimal costs can be determined by a DP as in Zangwill (1969).

Furthermore, consider the closing node u � (a, b∗) and an arc e � (u, v) ∈ T with v � (a, b∗ + 1) (if any). Again the v- 
rooted tree T (v) satisfies a consecutive number of demands. We call such a component a bottleneck tree. Because the 
bottleneck arcs have an upper bound on the flow, bottleneck trees are slightly different from Zangwill trees in 
terms of computing the minimal costs. Finally, we call the arcs e that connect the Zangwill trees or bottleneck tree 
to the basis path connecting arcs.

In conclusion, each downstream network can be decomposed in (i) a basis path, (ii) a saturated bottleneck path, 
(iii) Zangwill trees, (iv) a bottleneck tree, and (v) connecting arcs. Figure 5 illustrates the different components of a 
downstream network. Not all components need to be present. For instance, in case the downstream network does 
not contain a double-sourcing node, there is no basis path containing arcs, but it consists of a single node. In this 
degenerate situation, the downstream network consists of a single Zangwill tree or a single bottleneck tree. In the 
next sections, we will use the decomposition to find the optimal cost of downstream networks.

4.3.2. Cost Computation of Zangwill and Bottleneck Trees. As follows from the previous section, Zangwill trees 
and bottleneck trees are important components of a downstream network. As they will be used in the DP to com
pute the minimal cost of a downstream network (see Section 4.3.4), we show in this section how to compute their 
minimal costs.

4.3.2.1. Zangwill Trees. We start with showing how to compute the minimal cost of Zangwill trees. First, because 
there are no upper bounds on the arc flows below the bottleneck level, there exists an optimal solution such that 
the single-sourcing property is satisfied. Because of this, we can apply a recursive equation that is very similar to 
the algorithm in Zangwill (1969). To formalize the DP algorithm, let φi, j

t1, t2 
be the minimum cost to satisfy demands 

dt1 , : : : , dt2 having dt1, t2 units available at level i in period j, where i � a+ 1, : : : , L and j � 1, : : : , T. By realizing that 

Figure 6. (Color online) Upstream Trees and Downstream Basis Paths 
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each Zangwill tree consists of two smaller Zangwill tree s, all values φi, j
t1, t2 

can be computed by the following recur
sive equation:

φi, j
t1, t2
� min

t1�1≤t≤t2
pi+1, j(dt1, t) +φ

i+1, j
t1, t + hi, j+1(dt+1, t2) +φ

i, j+1
t+1, t2

n o
, (6) 

with the initialization φL, t
t, t � 0 for t ∈ [1, T] and φi, j

t1, t2
� 0 if t1 > t2. Further details can be found in Zangwill (1969) 

(see also van Hoesel et al. (2005) and Hwang et al. (2013)). We finally mention that by using (6), all values φi, j
t1, t2 

can 
be obtained in O(LT4) time.

4.3.2.2. Bottleneck Trees. The computation of bottleneck trees is slightly more involved than the computation 
of Zangwill trees because we should take care of the inventory bound at the bottleneck level. Furthermore, we 
have to keep track of the bottleneck periods used because we need these for Recursion (3). To that end, we let 
ψb1, b2

t1, t2 
be the minimum cost to satisfy demands dt1 , : : : , dt2 using bottleneck periods b1, : : : , b2 having dt1, t2 units 

available at level a in period b1. It is not difficult to see that again the single-sourcing property holds. This 
implies that each bottleneck tree can be decomposed in a smaller bottleneck tree and a Zangwill tree, leading to 
the following recursion:

ψb1, b2
t1, t2
� min

t1�1≤t≤t2 :
dt+1, t2≤U

pa+1, b1(dt1, t) +φ
a+1, b1
t1, t + ha, b1(dt+1, t2) +ψ

b1+1, b2
t+1, t2

n o
, (7) 

with the initialization ψb, b
t1, t2
� φa, b

t1, t2
. The main differences with (6) are that we need to check the feasibility condition 

dt+1, t2 ≤U, and that we keep track of the bottleneck periods that are used. At this point it is also worth mentioning 
that if the downstream network that uses bottleneck periods b1, : : : , b2 to satisfy demands dt1 , : : : , dt2 does not con
tain a double sourcing node (and hence no basis path), the minimum cost is given by ψb1, b2

t1, t2
. Finally, we note the 

time complexity of computing all values ψb1, b2
t1, t2 

by (7) is O(T5).

4.3.3. Configuration of Basis Nodes and Transition Cost. As we will see in Section 4.3.4, in the DP to compute the 
optimal cost of a downstream network we will iterate over the nodes on a basis path, to which we will refer as basis 
nodes. When moving from one basis node to the next basis node, the cost of the connected components will be 
accounted for. We will show in this section that the type of component will depend on the configuration of three 
consecutive nodes (or two consecutive arcs) on the basis path. Therefore, we examine the possible configurations 
of three consecutive nodes. Furthermore, we show how to compute the relevant costs when iterating over the 
basis path.

For the moment, assume that the basis path is given and consider three consecutive nodes u, v, and w on the basis 
path. We distinguish between three cases dependent on the location of node v relative to the double-sourcing node. 
This means that node v is either (i) a double-sourcing node, (ii) a pre–double-sourcing node, or (iii) a post–double- 
sourcing node, where in case (ii) (respectively, (iii)) node v precedes (respectively, succeeds) the double-sourcing 
node. Figure 7 illustrates the three possible cases.

We first deal with the case that basis node v � (i, j) is a e-sourcing node. Because of this property, it is not difficult 
to see (e.g., from Figure 7) that node u is either (i� 1, j) or (i, j� 1), and node w is either (i+ 1, j) or (i, j+ 1), resulting 
in four possible configurations. In case node v is a post–double-sourcing node, again we have four possible config
urations, whereas there is only one possible configuration when v is a double-sourcing node. The nine possible con
figurations are illustrated in Figure 8.

Before we provide the details, we start with explaining the general idea on how we do the cost accounting when 
moving over the basis path. As follows from Section 4.3.1, each component connected to a node v on the basis path 
consists of either a Zangwill tree, or a bottleneck tree. To be precise, this is the component that remains after remov
ing the arcs on the basis path connected to v and is denoted by T̂ (v) (Figure 9). Such a component is slightly differ
ent from a rooted tree T (v) (and hence the new notation), as for a rooted tree T (v) we removed the incoming arcs, 
whereas for T̂ (v), we removed the arcs on the basis path (which may be outgoing arcs). We know that T̂ (v) covers 
exactly the demands of the retailer’s nodes in the tree (i.e., the interval [t′ + 1, t] in Figure 9). It follows that if P′ �
{(a, b1), (a+ 1, b1), : : : , v} is a partial basis path in some downstream network N � (b1, b2, t1, t2), then the nodes in P′
must cover exactly the demands in some interval [t1, t]. This results in the following state definition.

Definition 1. The tuple (N, v, w, t) denotes the state in which v and w are consecutive basis nodes in a downstream 
network N � (b1, b2, t1, t2), where demands dt1, t are satisfied from basis nodes (a, b1) up to v.
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We are now ready to specify the cost incurred when moving from state (N, u, v, t′) to state (N, v, w, t), which we 
denote by the transition cost gN(u, v, w)t′, t. In particular, gN(u, v, w)t′, t includes 

1. The cost associated with tree T̂ (v) to cover the demands in [t′ + 1, t]
2. The cost of the flow of the arc between u and v (dependent on the configuration it is arc (u, v) or (v, u))
These costs depend on the configuration of nodes u, v and w, and this is the reason that the node w is needed in 

Definition 1. Instead of considering the nine cases corresponding to all possible configurations, we choose three typi
cal cases (e-sourcing, double-sourcing, and post–double-sourcing). The other cases can be handled in a similar way. 

Case 1 (e-sourcing): u � (i� 1, j), v � (i, j), w � (i, j+ 1).
In this case (Figure 9), the tree T̂ (v) consists of a Zangwill tree satisfying demands dt′+1, t, where the connecting 

arc in this tree must be an operational one because of the configuration of u, v and w. This means that the cost of 
T̂ (v) consists of pi+1, j(dt′+1, t) (the connecting arc) plus φi+1, j

t′+1, t (the remaining Zangwill tree). Furthermore, we need 
to compute the flow cost of arc (u, v). Because the flow on the first arc of the basis path equals dt1, t2 �U (because 
demands dt1, t2 are satisfied from the total outflow of the first bottleneck node, and the inventory flow at the bottle
neck level is at capacity) and because demands dt1, t′ are satisfied by the nodes prior to node v, the flow on arc (u, v) 
equals (dt1, t2 �U)� dt1, t′ � dt′+1, t2 �U, having an associated cost of pi, j(dt′+1, t2 �U). Combining the previous state
ments leads to the transition cost

gN(u, v, w)t′, t � pi, j(dt′+1, t2 �U) + pi+1, j(dt′+1, t) +φ
i+1, j
t′+1, t:

Case 2 (double-sourcing): u � (i, j� 1), v � (i, j), w � (i� 1, j).
We determine the cost associated with the downstream tree T̂ (v) that covers demands dt′+1, : : : , dt. This is exactly 

the cost of satisfying demands dt′+1, : : : , dt from node v � (i, j), which is the cost φi, j
t′+1, t of a Zangwill tree. As in the 

e-sourcing case, the flow on arc (u, v) is dt′+1, t2 �U, incurring holding cost hi, j�1(dt′+1, t2 �U). This leads to the transi
tion cost

gN(u, v, w)t′, t � hi, j�1(dt′+1, t2 �U) +φi, j
t′+1, t:

Case 3 (post–double-sourcing): u � (i, j+ 1), v � (i, j), w � (i� 1, j).
In this configuration tree, T̂ (v) consists of only node v (because otherwise there would be a second double- 

sourcing node) and hence t′ � t. Therefore, it is enough to deal with the cost for the amount of flow between nodes 

Figure 7. (Color online) Pre–Double-Sourcing, Double-Sourcing, and Post–Double-Sourcing Nodes 

Figure 8. (Color online) Possible Configurations of Three Consecutive Basis Nodes in a Downstream Basis Path 

Hwang, van den Heuvel, and Wagelmans: Multilevel Lot-Sizing with Inventory Bounds 
1482 INFORMS Journal on Computing, 2023, vol. 35, no. 6, pp. 1470–1490, © 2023 INFORMS 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

14
5.

5.
17

6.
14

] 
on

 0
2 

M
ay

 2
02

4,
 a

t 0
1:

52
 . 

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y,
 a

ll 
ri

gh
ts

 r
es

er
ve

d.
 



v and u. Note that dt+1, t2 of the U units available at the beginning of the closing node are allocated to satisfy future 
demands. Therefore, the remaining U� dt+1, t2 units flow into node u. Hence, the transition cost is

gN(u, v, w)t′, t � hij(U� dt+1, t2):

An overview of the transition cost for the nine downstream configurations is given in Table 2. Assuming that the 
cost of the Zangwill trees have been precomputed, it follows from this table that a single transition cost 
gN(u, v, w)t′, t can be computed in constant time whenever needed.

4.3.4. DP Algorithm for Basis Paths and Downstream Networks. Instead of assuming a given basis path, we now 
determine the optimal basis path in a downstream network. Any path is implicitly specified once the predecessor 
(u, v) of each (v, w) arc in the path is given. As the orientation of the arcs in the path depends on the configuration, 
we use the term (u, v) arc to denote either the arc (u, v) or the arc (v, u). To develop the DP algorithm, we let 
GN(v, w)t denote the minimal cost of state (N, v, w, t). Formally, we have the following definition.

Definition 2. The value GN(v, w)t is the minimal cost of satisfying demands dt1 , : : : , dt in N � (b1, b2, t1, t2) using a 
partial basis path from node (a, b1) up till node v with the (v, w) arc being in the basis path.

4.3.4.1. Initialization. Suppose that v is the opening node of the downstream basis path, so v � (a, b1). Because 
spring node v implies immediate transportation, the second node w on the basis path is w � (a+ 1, b1). No demands 
are satisfied from node u as this node is not defined (the arc (u, v) does not exist). Furthermore, we will take into 
account the inventory cost of the bottleneck nodes at the termination of the basis path, so they are not taken into 
account yet. As a result, the recursion is initialized for v � (a, b1) and w � (a+ 1, b1) by

GN(v, w)t �
0 if t � t1� 1
∞ if t1 ≤ t ≤ t2:

�

(8) 

Table 2. Transition Cost gN(u, v, w)t′, t for Downstream Basis Nodes

Type Basis nodes u, v, w Transition cost gN(u, v, w)t′ , t

Pre–double-sourcing (i, j� 1), (i, j), (i+ 1, j) hi, j�1(dt+1, t2 �U)
(i� 1, j), (i, j), (i+ 1, j) pi, j(dt+1, t2 �U)
(i� 1, j), (i, j), (i, j+ 1) pi, j(dt′+1, t2 �U) + pi+1, j(dt′+1, t) +φ

i+1, j
t′+1, t

(i, j� 1), (i, j), (i, j+ 1) hi, j�1(dt′+1, t2 �U) + pi+1, j(dt′+1, t) +φ
i+1, j
t′+1, t

Double-sourcing (i, j� 1), (i, j), (i� 1, j) hi, j�1(dt′+1, t2 �U) +φi, j
t′+1, t

Post–double-sourcing (i+ 1, j), (i, j), (i� 1, j) pi+1, j(U� dt′+1, t2 ) + hij(dt′+1, t) +φ
i, j+1
t′+1, t

(i, j+ 1), (i, j), (i� 1, j) hij(U� dt+1, t2 )

(i, j+ 1), (i, j), (i, j� 1) hij(U� dt+1, t2 )

(i+ 1, j), (i, j), (i, j� 1) pi+1, j(U� dt′+1, t2 ) + hij(dt′+1, t) +φ
i, j+1
t′+1, t

Figure 9. (Color online) Example of Immediate Cost in Pre–Double-Sourcing Case 
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4.3.4.2. Recursive Equation. Now suppose that v is not the opening node and w is not the closing node of the 
basis path. Furthermore, suppose that tree T̂ (v) covers demands dt′+1, : : : , dt (Figure 9). Let B(v, w) be the set of 
nodes such that for u ∈ B(v, w) the nodes u, v and w form a feasible configuration (Figure 8). By optimizing over the 
predecessor u and the period t′ and by taking into account the transition cost, we have the following recursive 
equation:

GN(v, w)t � min
t1≤t′ ≤t

u∈B(v, w)

{GN(u, v)t′ + gN(u, v, w)t′, t}, (9) 

with gN(u, v, w)t′, t as computed in Table 2.

4.3.4.3. Completion of the Downstream Network. To obtain the optimal cost of the downstream network N, we 
consider the case where w � (a, b) is the closing node of the basis path. Assume that the basis nodes until v �
(a+ 1, b) satisfy demands dt1 , : : : , dt. There are three types of cost that need to be taken into account: (i) the cost of 
carrying U units in inventory at the bottleneck level in periods nodes b1, : : : , b, (ii) the cost of the flow on the (v, w) 
arc, and (iii) the cost of the bottleneck tree (if any).

For the first type of cost, we use the notation h(j1, j2) to denote the inventory holding cost of keeping U units 
from period j1 to j2 at the bottleneck level, that is, h(j1, j2) �

Pj2�1
j�j1 ha, j(U). To evaluate the second type of cost, 

note that the flow on the (v, w) arc equals U� dt+1, t2 . Finally, in case b < b2, there must be a bottleneck tree T (u)
satisfying demands dt+1, : : : , dt2 with a flow of dt+1, t2 units on the connecting arc. This flow is less than the inven
tory capacity and hence dt+1, t2 <U. Combining all the cost components, the cost cN(a, b1) of downstream net
work N becomes

cN(a, b1) � min
b1+1≤b≤b2

t1≤t≤t2 : dt+1, t2<U

GN((a+ 1, b), (a, b))t + h(b1, b) + pa, b(U� dt+1, t2) + ha, b(dt+1, t2) +ψ
b+1, b2
t+1, t2

n o
: (10) 

Note that (10) is valid if the downstream network contains a double sourcing node. As mentioned before, if this is 
not the case the minimum cost is given by ψb1, b2

t1, t2
. Hence, cN(a, b1) should be taken equal to the minimum of the latter 

value and the right-hand side of (10). Recall that the cost cN(a, b1) is used in the main DP of Section 4, and therefore 
this completes the DP approach.

4.3.4.4. Running Time. To determine the running time, there are O(LT6) states (N, v, w, t) and hence values 
GN(v, w)t. Because |B(v, w) | ≤ 3, finding all values GN(v, w)t by (9) takes O(LT7) time at first sight. However, the cost 
of state (N, v, w, t)with N � (b1, b2, t1, t2) is the same as the cost of state (N′, v, w, t)with N′ � (b1, b2 + 1, t1, t2). In other 
words, when computing the optimal costs of the partial basis paths in N′, we automatically obtain the optimal costs 
of all partial basis paths in N, which means that all values GN(v, w)t in (9) can be computed in O(LT6) time. Further
more, because there are O(T4) downstream networks N, the computation of (10) takes O(T6) time. We conclude 
that the optimal costs of all downstream networks can be computed in O(LT6) time.

4.4. Running Time Improvement
The bottleneck in the running time is the determination of all cN(i, j) by (3) in O(LT7) time. In this section, we will 
show that this running time can be improved to O(LT6). To do this, we introduce some extra notation. We define 
(i, j, N) as a minimum cost (i, j)-rooted upstream tree with underlying regeneration network N � (b1, b2, t1, t2), so 
(i, j, N) is the upstream tree with cost equal to cN(i, j) (see Section 4). Now consider the set of upstream trees (i, j, N) 
where the period b2 is not fixed but a free parameter, so N � (b1, b, t1, t2)with b1 ≤ b ≤ t2. Let b∗2 be an ending bottle
neck period for which the cost of these upstream trees is minimal, that is,

b∗2 � arg min
b1≤b≤t2

{cN(i, j) : N � (b1, b, t1, t2)}:

For ease of notation, we do not show the dependency of b∗2 on the tuple (i, j, b1, t1, t2). In a similar way we define

b∗1 � arg min
i≤b≤min{b2, t1}

{cN(i, j) : N � (b, b2, t1, t2)}:

From Theorem 1, it will follow that we can replace Recursion (3) by the following recursion:

cN(i, j) � min
N′ �(b1, b∗2, t1, t), N′′ �(b∗1, b2, t+1, t2) :

t1�1≤ t≤ t2

{pi+1, j(dt1, t) + cN′ (i + 1, j) + hi, j+1(dt+1, t2) + cN′′ (i, j + 1)}, (11) 
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with b∗2 (respectively, b∗1) depending on (i+ 1, j, b1, t1, t)) (respectively, (i, j+ 1, b2, t+ 1, t2)). At first sight, this recur
sion seems invalid as the upstream trees (i+ 1, j, N′) and (i, j+ 1, N′′)may have arcs in common at the bottleneck 
level (in case b∗2 > b∗1) leading to an infeasible solution (the capacity constraint is violated). However, in the proof 
of Theorem 1, we show that such a solution can be transformed into a feasible solution without increasing 
the cost.

Theorem 1. When computing the cost of the upstream trees in Recursion (3), the capacity constraint at the bottleneck level 
can be ignored under Assumption 1.

Proof. We will prove that under Assumption 1, Recursion (3) can be replaced by (11). Let b∗ and t∗ be indices for 
which the minimum takes place in (3). That is, the upstream tree (i, j, N) with N � (b1, b2, t1, t2) consists of the 
upstream tree (i+ 1, j, N′) with N′ � (b1, b∗, t1, t∗) and the upstream tree (i, j+ 1, N′′) with N′′ � (b∗ + 1, b2, t∗ + 1, t2)

next to the connecting arcs from (i, j) to (i+ 1, j) and (i, j) to (i, j+ 1). Now consider the alternative tuples N̂′ �
(b1, b∗2, t1, t∗) and N̂′′ � (b∗1 + 1, b2, t∗ + 1, t2)with b∗2 (respectively, b∗1) depending on the tuple (i+ 1, j, b1, t1, t∗) (respec
tively, (i, j+ 1, b2, t∗, t2)). By definition of b∗1 and b∗2, we have cN̂ ′ (i+ 1, j) ≤ cN′ (i+ 1, j) and cN̂ ′′ (i, j) ≤ cN′′ (i, j). There
fore, the value of cN(i, j) obtained by (11) is not larger than the one obtained by Recursion (3). It is now sufficient 
to show that the flows of the upstream tree (i+ 1, j, N̂′) and the upstream tree (i, j+ 1, N̂′′) can be transformed into 
a feasible solution (if not feasible yet) without increasing the cost.

Let S1 (respectively, S2) be the arcs of upstream tree (i+ 1, j, N̂′) (respectively, (i, j+ 1, N̂′′)) with positive flow 
(so including the saturated bottleneck arcs) and the connecting arc from (i, j) to (i+ 1, j) (respectively, (i, j) to 
(i, j+ 1)). Furthermore, let x1 (respectively, x2) be the flows of S1 (respectively, S2) and x � x1 + x2 be the sum of 
the flows. Note that x is feasible if b∗2 ≤ b∗1, because then S1 and S2 do not have any bottleneck arcs in common, 
which are the only arcs with capacities. Therefore, consider the case b∗2 > b∗1 and let S � S1 ∪ S2 be the union of 
the upstream trees. As an example, Figure 10 illustrates the networks S1, S2 and S.

We will show that x can be transformed into a feasible solution by reallocating flow of x2 in two steps. First, 
consider the path P1 in S1 from (a, b∗2) to (L, t∗). The arc from (a, b∗2) to (a+ 1, b∗2) must be on the path (because 
xa, b∗2 > 0) and such a path exists because demand in t∗ is satisfied. In Figure 10(c), we have P1 � {(3, 3), (4, 3), 
(5, 3)}. Furthermore, consider a path P2 in S2 from bottleneck node (a, b) to (L, t) for some b < b∗2 and t > t∗, for 
which the arc from (a, b) to (a+ 1, b) is on the path. There is at least one such path since x2

a, b∗1
> 0 and an example 

in Figure 10(c) is the path {(3, 2), (4, 2), (4, 3), (4, 4), (5, 4)}. By definition of the paths, P1 and P2 intersect and let 
(i′, j′) be the most upstream intersection node (node (4, 3) in Figure 10(c)). We now reallocate all flow on the sub
path from (a, b) to (i′, j′) in P2 over the subpath from (a, b) to (i′, j′) in P1. Because of Assumption 1, the cost will 
not increase. After having done the reallocation for all paths P2, the modified flow, say x̂2, has the property that 
there is no flow x̂2

a+1, b > 0 for b < b∗2 (Figure 11(a)).

Figure 10. (Color online) Subnetworks S1 (Left), S2 (Middle), and S (Right) 
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In the second step, we reallocate all flows x̂2
a, b > 0 with b < b∗2 and postpone it to period b∗2. That is, the flow x̂2

a, b 
over the path Q1 � {(a� 1, b), (a, b), (a, b+ 1), : : : , (a, b∗2)} is now sent over the path Q2 � {(a� 1, b), (a� 1, b+ 1), : : : , 
(a� 1, b∗2), (a, b∗2)}. Again, the cost will not increase because of Assumptions 1 and 2. After the reallocation of all 
such flows, the capacity constraint is not violated anymore (Figure 11(b)). In conclusion, by the two-step realloca
tion of the flows, we have found a feasible solution without increasing the costs. We could further remove cycles, 
as has been done in Figure 11(c), but this is not needed to get a feasible solution. w

We now analyze the running time of the alternative approach. First, the running time of (11) compared with (3) 
reduces from O(LT7) to O(LT6), because we minimize only over t (instead of over b and t). Second, we need to com
pute b∗2 for each tuple (i, j, b1, t1, t2), which takes O(LT5) time in total. As the same holds for the computation of all 
b∗1, the total running time for evaluating (3) becomes O(LT6). Finally, we conclude that an optimal solution of 
MILSP can be found in O(LT6) time because this is the highest running time over all recursions.

Theorem 2. MILSP can be solved in O(LT6) time.

4.5. Special Cases
In some special cases, the running time can be reduced. In particular, we will show that this is possible when the 
bottleneck is at the last level and when there are only two levels and the bottleneck is at the first level. These special 
cases with corresponding running times are summarized in Table 3. Furthermore, there is a practical improvement 
in case of nonspeculative motives at the downstream level.

4.5.1. Bottleneck at Last Level. Because we have a�L, we know by Proposition 2 that the single-sourcing property 
holds at all nodes, that is, Ii, j�1xij � 0 for i � 1, : : : , L and j � 1, : : : , T. Hence, each downstream network is a path, and 
we do not need a basis path approach (i.e., Equations (8)–(10)) to compute the cost of downstream networks. More
over, it follows that b1� t1 and b2� t2 in downstream network N � (b1, b2, t1, t2). This clearly reduces the time com
plexity considerably and it turns out that (3) is the bottleneck in terms of running time with a complexity of O(LT4). 
This is the same as the running time for solving the uncapacitated version of the problem (Zangwill 1969).

4.5.2. Two Levels with Bottleneck at First Level. For each downstream network N � (b1, b2, t1, t2), we know there is 
positive flow on the operational arc (u, v) with u � (1, b1) and v � (2, b1). This means that demand in period t1 is 

Figure 11. (Color online) Reallocations and Subnetworks S′, S′′ and S′′′
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Table 3. Running Time of Some Special Cases

Case Running time

a � L O(LT4)

a � 1 and L � 2 O(T5)
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satisfied by this downstream network and hence t1�b1. In turn, this means that we only need to consider down
stream network N � (b1, b2, b1, t2). Because a downstream network is now specified by the tuple (b1, b2, t2), the total 
running time decreases by a factor T. Because L is a constant now, the resulting running time is O(T5).

4.5.3. Nonspeculative Motives at the Downstream Level. In none of the propositions do we use the fact that there 
are nonspeculative motives at the downstream level. In fact, in this case one can show that the double-sourcing 
period can only be one level below the bottleneck level, that is, at level a+ 1. If it is further down, one can reroute 
the flow using the same operational arcs (hence occurring no additional setup cost) obtaining a solution with lower 
costs. This leads to a practical improvement as the basis paths can be restricted to the ones that have a double sourc
ing period at level a+ 1.

5. Computational Results
5.1. Design of Experiments
To test the suitability of our DP algorithm, we have conducted computational experiments. Table 4 shows how the 
demand and cost parameters are generated. The value K is considered as the base setup level and U[a, b] (respec
tively, IU[a, b]) represents an (respectively, integer) uniform distribution on the interval [a, b]. Furthermore, the 
inventory capacity is set at U�10. It turns out from some preliminary tests that under these parameter settings we 
frequently find instances for which the optimal solutions have double-sourcing periods, which complicates the 
problem and means no simpler DP algorithm can be applied such as the approach of Zangwill (1969).

We have tested multiple scenarios where each scenario differs in terms of time horizon, number of levels, and 
base setup level as shown in Table 5. We have performed a full combinatorial experiment except that we have only 
selected a few bottleneck levels a for each value of L. For each scenario, we have generated 10 instances, leading to 
600 instances in total. Finally, all tests were performed on a laptop with 10 cores (Intel i7-1265U), 12 logical proces
sors, and 32 GB RAM. The DP algorithm is implemented in C++ (code and instances are available on GitHub: 
github.com/wvdheuvel/SerialLotSizingWithBoundedInventory), whereas CPLEX 12.10 is used as Mixed Integer 
Linear Programming (MIP) solver.

5.2. Results
The results of the experiments are shown in Table 6. We compare the running times of our DP algorithm with the 
runtime of the MIP solver CPLEX 12.10 on the formulation of Section 3. We report the average and standard devia
tion over the 10 instances of each scenario. Furthermore, in the column DS, we report the number of instances (out 
of 10) that have at least one double-sourcing node implying that the inventory bound is active.

Table 6 shows that instances of 24 periods can be solved quickly by both methods: The DP needs at most 
1 second, whereas the MIP needs at most 21 seconds on average. The instances of 32 periods can still be solved to 
optimality within the 1-hour time limit, but the MIP is considerable slower than the DP (more than a factor 30) in 
case of 12 levels. For T� 40 and T� 48, most of these instances cannot be solved to optimality anymore by the MIP 
(the superscript indicates the number not solved to optimality), whereas the DP takes about 2 minutes on average 
in the worst case. We have tested whether the MIP run times could be improved by using several types of cuts 
more aggressively, but this did not lead to a systematic improvement. (Also note that CPLEX uses all 10 cores, 
whereas the DP runs on a single core.) Furthermore, we see that the MIP has a larger standard deviation than the 
DP, which is expected since the steps in the DP are much less sensitive to the parameter values of the instances. It 
interesting to see that the MIP approach is especially sensitive to the number of levels and not so much the number 
of periods, while the DP is sensitive to number of periods (as expected given the O(LT6) time complexity). We can 

Table 4. Generation of the Parameters

Parameter dt Kij pij Hij hij

Value IU [1, 20] K if i � a
U[0, 2K] otherwise

(
1 0 0:01i if i ≤ a

(i� a)=(L� a) otherwise

(

Table 5. Generation of the Scenarios

Parameter T L K

Values {24, 32, 40, 48} {3, 6, 12} {4, 8}
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conclude that, although the O(LT6) time complexity of the DP seems high (but polynomial), we can still solve 
instances of reasonable size within a few minutes. For larger instances, the disadvantage of the DP is rather the 
memory use than the running time. For example, the instances of T�48 periods cannot be solved with 16 GB of 
memory but can with 32 GB.

6. Conclusion
In this paper, we deal with a supply chain problem with a bottleneck capacity on inventory at a single level, which 
is modeled as a serial multilevel lot-sizing problem with bounded inventory. Under the assumptions of nonspecu
lative motives and nonincreasing setup cost at the bottleneck level, we present a polynomial time algorithm for this 
problem independent of the level at which the bottleneck capacity occurs.

We provide a novel procedure combining the approach of Zangwill (1969) and the basis-path approach of 
Hwang et al. (2013). The effectiveness of the algorithm is verified by a set of computational experiments. It turns 
out that our algorithm is highly efficient compared with a state-of-the-art commercial solver. Our algorithm can 
solve problems until 48 periods and 12 levels in a few minutes, whereas the commercial solver cannot solve them 
to optimality in an hour, which proves the practical use of our algorithm.

As a direction for future research, one may relax some assumptions. For example, one may relax the assumption 
of nonspeculative motives at the upstream level, implying that Proposition 2 does not hold anymore. This means 
that the single sourcing property will not hold anymore at the bottleneck level, which clearly makes the problem 
harder to solve. If we relax too many assumptions, the problem turns NP-hard (Phouratsamay et al. 2018). More
over, it would be interesting to investigate whether our approach could help in providing faster algorithms for 
other lot-sizing problems like the ones considered in He et al. (2015) and Ahmed et al. (2016) or be used in the 
development of (mathematical programming) heuristics for more complicated structures such as an assembly 
structure.
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Appendix A. Determining the Transition Costs
In this section, we present how to determine the transition costs in Table 2.

A.1. Case 1: Pre–Double-Sourcing Nodes
In this case, the amount flow from nodes u to v is dt′+1, t2 �U as demonstrated in Case 1 of Section 4.3.3.

A.1.1. Subcase 1.1. Let u � (i, j� 1), v � (i, j), w � (i+ 1, j). In this case, we see from the configuration of the nodes u, v, and w 
that no Zangwill tree is attached to node v, which means that t′ � t. It suffices to consider the cost associated with the flow from 
u to v for the transition from N(u, v, t′) to N(v, w, t). Hence, we have

gN(u, v, w)t′, t � hi, j�1(dt+1, t2 �U):

A.1.2. Subcase 1.2. Let u � (i� 1, j), v � (i, j), w � (i+ 1, j). Similar to Subcase 1.1, we have no Zangwill tree attached to node v, 
and thus we have

gN(u, v, w)t′ , t � pi, j(dt+1, t2 �U):

A.1.3. Subcase 1.3. Let u � (i� 1, j), v � (i, j), w � (i, j+ 1). See Case 1 of Section 4.3.3.

A.1.4. Subcase 1.4. Let u � (i, j� 1), v � (i, j), w � (i, j+ 1). In this case, we may have a Zangwill tree satisfying demands dt′+1, t. 
The cost of T̂ (v) consists of the connecting arc cost pi+1, j(dt′+1, t) and the Zangwill-tree cost φi+1, j

t′+1, t. Combining this with the cost of 
the flow (u, v), we have

gN(u, v, w)t′ , t � hi, j�1(dt′+1, t2 �U) + pi+1, j(dt′+1, t) +φ
i+1, j
t′+1, t:

A.2. Case 2: Double-Sourcing Node
See Case 2 of Section 4.2.3.

A.3. Case 3: Post–Double-Sourcing Nodes
In this case, the amount flow between nodes u and v is U� dt′+1, t2 as demonstrated in Case 3 of Section 4.3.3.
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A.3.1. Subcase 3.1. Let u � (i+ 1, j), v � (i, j), w � (i� 1, j). From the configuration of u, v, and w, node v, we might have a Zan
gwill tree containing node (i, j+ 1), satisfying demand dt′+1, t. Hence, the cost T̂ (v) is hi, j(dt′+1, t) +φ

i, j+1
t′+1, t. Considering the cost 

pi+1, j(U� dt′+1, t2 ) of the flow between u and v, we see that

gN(u, v, w)t′, t � pi+1, j(U� dt′+1, t2 ) + hi, j(dt′+1, t) +φ
i, j+1
t′+1, t:

A.3.2. Subcase 3.2. Let u � (i, j+ 1), v � (i, j), w � (i� 1, j). See Case 3 of Section 4.3.3.

A.3.3. Subcase 3.3. Let u � (i, j+ 1), v � (i, j), w � (i, j� 1). Similar to Subcase 3.2, T̂ (v) contains only v and thus t′ � t. It suffices 
to consider the cost on the flow between u and v. Hence,

gN(u, v, w)t′ , t � hi, j(U� dt+1, t2 ):

A.3.4. Subcase 3.4. Let u � (i+ 1, j), v � (i, j), w � (i, j� 1). By configuration, we can see that the transition cost is the same as 
that of Subcase 3.1, that is,

gN(u, v, w)t′, t � pi+1, j(U� dt′+1, t2 ) + hi, j(dt′+1, t) +φ
i, j+1
t′+1, t:
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