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ABSTRACT

Microscopy is a technique to image samples, such as biological cells that cannot be seen unaided
by the eye. Signal-to-noise ratio (SNR) and precision are important aspects for such imaging
technique. The current methods for microscopy imaging rely on high intensity light that may
degrade irreversibly the sample through photo-damage and photo-bleaching. In addition, the laws
of quantum mechanics limit the performances of these imaging techniques due to the inherent
noise of the electromagnetic field in the quadrature space.

In this thesis, I introduce two novel imaging techniques with quantum states of light acting
as probes. First, I report the implementation of super-resolution microscopy with a two-photon
interference: the Hong-Ou-Mandel effect. By measuring the time delay between a reference
photon and a probe photon transmitting through the sample, the variation in thickness of a
semi-transparent sample is evaluated in combination with two-dimensional raster scanning.
The wavelength separation between the signal and the idler of a two-colour entangled state
controls the sensitivity of the microscope where sub-µm axial precision is reported using up
to 12.3 nm of detuning and ∼ 104 detected photons pairs. Within the loss of the experimental
setup, this corresponds to a sample illumination of f W level, corresponding from 8 to 12 order of
magnitude below classical microscopes achieving similar performances. Consequently, the HOM
microscope, reach higher Fisher information per photon, which can be an important consideration
for photo-sensitive samples and can otherwise be a limiting factor for measurement precision.

In the second part, noise reduction within a coherent state due to Kerr squeezing with a
photonic crystal fibre is used to enhance the precision for absorption microscopy. The classical
noise is reduced by taking fast measurements and modulating the probe in time to be in a
shot-noise limited bandwidth of the detector and the laser. Then, with the noise reduction of
the amplitude squeezed light and despite the inherent noise of the laser, I report shot-noise
precision on single-pixel measurements with squeezing of Φlog =−0.88 dB for ∼ 200 µW of light
detected. Furthermore, a quantum advantage of 1.13±0.1 with Φlog =−0.62 dB is demonstrated
for confocal microscopy imaging, where I show that sub-shot noise precision can be possible with
a higher squeezing value above Φlog ≤−1.6 dB.

Applications for bio-imaging can be found for these two microscopes, where high sensitivity
or enhancement in the precision can be done without photo-damaging or photo-bleaching the
sample either by having a probe at the photon level or by taking fast measurements and limiting
the sample illumination.
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INTRODUCTION

Metrology is the study of measurements. The term derives from ancient Greek "metron" and

"logos" which can be literally understood as "study of measurements". In optics, light is used to

probe a sample to get information on a desired parameter such as absorption. Then, through

measurements, desired parameters are estimated with a certain degree of accuracy and precision.

Imperfections of the detectors or the source of the probe light and environmental fluctuations

leading to background noise can degrade the performance of measurements. The noise can be

decreased by approaching the shot-noise limit (SNL), also known as the quantum noise limit

(QNL), which corresponds to the minimum of uncertainty achievable by a classical state and

which derives from the laws of quantum mechanics [95].

To approach the QNL with a classical state, scientists have developed several techniques,

such as heterodyne detection by comparing a local oscillator to a sample beam allowing removing

of excess noise within measurement [3, 69], stabilisation of the laser source [90, 171], quantum

technologies like single-photon detectors in a quasi-photon number resolving scheme (used in

chapter 3 to resolve the number of photons) [60] or even machine learning to remove the noise

through algorithms [88, 166]. Despite all these efforts, measurements using classical resources

are limited by the QNL which defines a fundamental bound. The QNL scales as the inverse ofp
N , where N is the number of photons of the probe. The cause is the inherent noise within the

probe beam following
p

N for an average of N photons detected. It is driven by the generation

of the light following a Poisson distribution and for which the standard deviation is
p

N [147].

Subsequently, quantum metrology investigates the performance of measurements achievable from

quantum probe state of light [63]. Quantum mechanics allow measurements with performance

beyond the QNL, where the correlation within photons of a same quantum state can achieve

precision or sensitivity that a classical state cannot physically achieve [15]. The precision of a

measurement can be described as the standard deviation for N repeated measurements, whilst

1



CHAPTER 1. INTRODUCTION

the sensitivity can be seen as the smallest signal that an apparatus can distinguish amongst the

noise, corresponding to the signal-to-noise ratio (SNR) [83, 146].

Quantum metrology represents a promising tool where quantum states of light used as

probes have shown quantum enhancement [41, 44, 103, 113]. As this thesis focuses on quantum

probe states of light for microscopy imaging, only the progress of quantum imaging will be

discussed. For instance, the NOON state corresponds to the generation of an entangled state of

a superposition of N photons between two different modes [75, 140]. This state can be known

as the "all and nothing" state where it can be described by a superposition of N photons in

one mode and nothing in the second mode [5]. For such a quantum state, a sensitivity factor

scaling with N have been demonstrated for phase measurements. This quantum state has been

used for demonstrating an improvement of 1.35 in the SNR for measurements with N = 2. This

imaging technique has been used for microscopy depth imaging in the nanometre range with

∼ 103 photons pairs detected [108]. Additionally, NOON states have been used for polarisation

microscopy showing phase super sensitivity with N = 2 and N = 3 for ∼ 50 photons detected per

measurements (corresponding to 25 pairs for N = 2 and 17 triplets for N = 3) [77]. However even

if the scalability is promising, the generation of a NOON state with a high number of photons

remains difficult and experimentally challenging. Higher number of NOON state have been

achieved but not applied to imaging. The cause is mainly the low efficiency detection of NOON

state and the generation becomes harder when N > 2, where the rate of a coincidence detection

events for N = 5 have been reported to 10−2 Hz [5]. The low detection rate will make the imaging

slower and experimentally challenging to perform.

Another approach is to use the correlation from the photons of a same pairs (also known

as twin beams or biphoton state) [26, 81]. This state can be generated from spontaneous down

conversion (SPDC), a non linear process where one pump photon generates two correlated photons

from a same pair. Because the two photons of the same pair are correlated in time, this has

been used to improve the SNR in the presence of noise for spectroscopy [81], and later on the

time correlation of such a quantum state has been employed for single-pixel measurements

imaging [79]. My contribution to this work was the implementation of the photon pair source for

single-pixel imaging. The source was generating through SPDC a broad spectrum of correlated

photon pairs from 700 to 950 nm. The imaging was done through a technique known as single-

pixel imaging. One photon of the pair was sent toward a digital micro-mirror device (DMD) to

generate a spatial pattern of the light. A DMD is a device constituted of micro-mirrors where

each of the mirrors can be individually controlled, either in the mode "on" to reflect the light,

or in the mode "off" to do not reflect the light. Afterwards this photon was sent to illuminate

the sample. The detection was done with single photon detectors and a time-tagging electronic

device to monitor coincidence events between the photon transmitting through the sample and

the other photon of the same pair send to another detector. Generating different patterns with

the DMD corresponds to projecting the sample onto an imaging basis, called Hadamard basis [62].
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Measurements were made for both positive and negative patterns, where the difference within

the signal for both patterns were reconstituting the image. The quantum advantage of such

an imaging technique was by demonstrating a robustness to background noise compared to a

classical probe light. For each of the probe beams, either classical or quantum, background noise

with a LED was added to the measurements. After processing each of the images, the room mean

squared error (RMSE) was calculated. Because the two photons from a same pair are correlated

in time and the background noise corresponds to adding uncorrelated photons to the signal, the

quantum probe states of light have demonstrated a robustness to the noise compared to classical

probes [79]. Furthermore, the correlation of such a quantum state has previously been used to

demonstrate sub-shot noise microscopy for single-mode raster-scan imaging [124] and multi-mode

wide field imaging [126]. One photon of the pair was used as a probe transmitting through the

sample whilst the second photon of the same pair was sent toward another detector and used as

a reference photon to monitor simultaneously the fluctuation in intensity. Because the intensity

fluctuation between the two beams is correlated, one could subtract the noise monitored on the

reference beam to the probe beam and achieve sub-shot noise microscopy imaging [124, 126].

However, this scheme suffers from loss and it requires high transmission and detection and so

far has been demonstrated only for a probe beam with a brightness up to ∼ pW level.

Generation of photon pairs can be used to produce squeezed states of light. When the gen-

eration of photon pairs is co-linear and the signal and idler are not distinguishable, one can

generate a squeezed state of light exhibiting photon number reduction in a single mode [97]. To

enhance the brightness of such a quantum state, two techniques have shown their effectiveness.

The generation of squeezed states is done through optical parametric oscillator (OPO) or optical

parametric amplifier (OPA). Both techniques are similar but the OPA needs to be triggered by

implementing a coherent seed to the scheme, whereas the OPO only require squeezed vacuum

and usually exploit cavities [101]. Due to the high brightness of the probe beam, one can use it

for Raman spectroscopy where the noise floor is lowered due to the noise reduction granted by

the squeezed state, showing a quantum enhancement in the SNR [29]. Squeezed states from OPA

have demonstrated precision and SNR enhancements above the QNL for biological application

such as particle tracking [147]. Bright squeezed states can also be generated with Kerr squeezing,

showing quantum enhancement in the precision [13].

Non linear interferometry has been used in quantum imaging and have been demonstrated

other promising effects through non-linear interferences between the signal and the idler. For

this imaging technique, the measurements are done on the photon that does not interact with

the sample, whilst the other photon of the same pair interacts with the sample [93, 94]. The

performance of such a technique has been investigated and sub-diffraction resolution could be

possible [61, 127, 153]. This scheme is promising for gas sensing where the detection in the near

infrared region is challenging for single photon detectors, or could be use for bio-imaging, for

instance using terahertz wavelength to perform in-vivo imaging [165].
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In this thesis, quantum probes states of light are investigated for strategies of measurements

involving discrete and continuous variables for confocal microscopy. Chapter 2 constitutes the

background chapter of the thesis. A brief description of discrete and continuous variables frame-

works for quantum metrology is given. Then parameter estimation problem is described and

the Fisher information F (t) is defined as a tool to characterise the performance of the imaging

techniques. In particular, the standard deviation of the measurement achieved by an optimal

estimator is theoretically given by the Cramér-Rao bound, corresponding to 1/
p

NF (t) where N

corresponds to the number of photons. For the discrete and continuous variables states used in

this chapter, the generation and the detection of such quantum states is described. Furthermore,

the Hong-Ou-Mandel interference experimentally demonstrated in the chapter 3, is described in

a quantum formalism.

In chapter 3, Hong-Ou-Mandel interferometry is implemented with confocal microscopy to

evaluate the variation in thickness on a semi-transparent sample. It had been originally proposed

to measure subpicosecond time delay measurements between two photons of the same pair [72].

Here, the precision of the time delay measurement is enhanced with a wavelength-entangled

photon pair source. The source is used to control the axial sensitivity where sub-µm axial

precision is reported with 104 photon pairs detected and a wavelength separation of 12.3 nm

between the signal and the idler. The wavelength-entangled photon pair source is a single non-

linear crystal where the photon pairs are generated through spontaneous parametric down

conversion [40]. A dual Sagnac interferometer arrangement allows for the generation of the

wavelength-entangled state which is actively phase-stable with a PID controller feedback loop.

Then, a Fisher information analysis is used to characterise the performances of the microscope

where sub- f s precision is reported and constitutes to an improvement of 3 orders of magnitude to

the original HOM effect [72].

In chapter 4, I report the use of of bright amplitude squeezed light through the Kerr effect to

enhance the precision of confocal microscopy for static loss measurements. The state is generated

with a photonic crystal fibre (PCF) where a non-linear effect of the third order induces self-phase

modulation on a coherent state and displaces it to generate a bright squeezed state in amplitude

with an average power of ∼ 200 µW. The strategy of measurement relies on decreasing the

classical noise by taking a measurement in a shot-noise limited bandwidth of the laser and

detector by modulating the light in time [13]. An electro-optic modulator modulates the phase

of the probe between horizontal and vertical polarisation mode. Afterwards, the probe beam

is transmitted through a polarising beamsplitter (PBS), where the probe beam is now path-

modulated. Due to the PBS, a π-shift occurs between the horizontal and vertical components.

One of the polarisation modes interacts with the sample before being recombined with another

PBS with the second optical mode. The π-shift from the PBS induces a total cancellation of the

time-modulation from the probe beam in the absence of the sample. However, in the presence

of the sample the amplitude of one of the modes decreases from absorption of the sample. Thus,
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the output signal exhibits a time-modulation where its amplitude is proportional to the loss

induced by the sample. This strategy of measurement corresponds to encode static loss in a higher

shot-noise limited frequency bandwidth, where only the amplitude at the sideband frequency

is monitored. Then, due to the noise reduction granted by the squeezed state, an enhancement

in the precision of the measurements is experimentally demonstrated where shot-noise limited

measurements are reported on a single-pixel measurement despite the inherent noise within the

laser probe. Then, absorption microscopy is performed with the squeezed source to enhance the

precision in the imaging, showing a quantum advantage of 1.14±0.1 between the unsqueezed

and amplitude squeezed state.

These two probes for quantum microscopy exemplify the interest and potential around ex-

ploiting quantum effects for imaging. In the first case performance of super-resolution microscope

is approached with a sample illumination 8 to 12 order of magnitude below microscopes us-

ing classical light as a probe [114, 128]. For the Kerr-squeezing microscope, the results show

enhancement with bright squeezed light and I evidence the capacity for, and pathway to, yet

further improvements in the experiment. We show such improvements could lead to absolute

enhancement precision in estimation static loss absorption beyond the QNL, with bright optical

probes.
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2
BACKGROUND

This chapter reviews the concepts useful to understand the thesis. A brief overview of

discrete and continuous variables and their uses in quantum optics is described in the

section 2.2. Then, section 2.3 reviews the concept of measurements for metrology, how

a parameter is estimated and how an estimator can be optimised and quantified. Due to the

probabilistic nature of the measurements, two points of view are presented, the Bayesian and

frequentist point of view. Section 2.4 reviews the generation and the detection of photons pair

from chapter 3. The two-photon interference used to achieve sub-µm axial precision for depth

microscopy is explained with a single-mode and multi-mode interpretation. Finally, section 2.5

describes the generation and the detection of bright Kerr-squeezed light, corresponding to the

probe state used in chapter 4 to achieve enhancement precision for absorption microscopy.

2.1 Statement of the work

This chapter is a background chapter. There is no novel work presented in this chapter.
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CHAPTER 2. BACKGROUND

2.2 Discrete & continuous variables

In statistics, a variable can be either discrete (DV) or continuous (CV). DV can only be labelled

by a list of integers, where nDV ∈N, while CV can take the value of any real numbers nCV ∈R.

For instance, the number of inhabitants in Bristol is a DV, whilst the area of the city is a CV.

In quantum optic experiments, when measurements are done on the single-photon level, we

consider the variable to be discrete as the number of photons can be counted for example with

avalanche photodiode detectors (APD). When the probe beam reaches higher level of brightness,

the detection technique of photon counting experiment cannot be used and we consider the probe

of light to be a CV that we can monitor with p-i-n (PIN) detectors. PIN detectors are less sensitive

than APDs, but can perform measurements for brighter sources and with a faster output rate [84].

In quantum metrology, DV allows great performance for a low level of brightness (typically

around pW). The shot-noise limit corresponds to the best performance on a measurement that a

classical state can achieve and is typically given by ∼p
N when N corresponds to the number of

photons [168]. DV in quantum metrology has demonstrated sub-shot noise performance [26, 80,

124, 125, 145]. The limitation of the scalability in the brightness of photon counting experiment

is due to the technique of detection, often relying on coincidences counting. In the coincidence

measurement, the correlation between two photons of a same pair can be used to achieve sub-shot

noise measurements [80, 124, 140]. A coincidence event corresponds to monitoring the arrival

time of N ≥ 2 photons within the same coincidence window. Enhancement in the brightness

of the probe beam will increase the rate of detected photons and will require: 1) single photon

detectors with a higher level of saturation and 2) higher resolution for time tagging operation.

The limitation in the brightness of the probe beam for photon counting experiment is typically

∼ 400 MHz for single photon detectors [52] and time-tagging electronics [11], limiting photon

counting experiments to 102 pW .

For the reasons listed above, CV are used in quantum metrology to achieve higher level of

brightness with the detection in the continuous regime with PIN detectors [25]. Because the

probe beam is brighter, the detector can work at room temperature where the dark current (or

dark counts) corresponding to fake event due to the thermal vibration within the detector does

not need to be reduced by cooling down the temperature of the detector [25]. CV can be used

in measurements in regimes that photon counting experiments could not achieve due to the

requirement on the brightness of the probe beam, such as Raman spectroscopy. In fact, bright

squeezed-light has demonstrated quantum enhancement in the signal-to-noise ratio for Raman

spectroscopy in the CV regime [29]. Furthermore, other quantum precision enhancement schemes

has been demonstrated with such quantum states [13, 147]. These higher level of brightness can

achieve better precision than photon counting experiment due to the higher number of photon

detected, with noise reduction from the squeezed state demonstrating precision enhancement

within the measurements compared to a classical state. However, as discussed previously the

QNL scale with
p

N while the number of photon within the signal scale with N when the power
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2.3. THEORY OF MEASUREMENT

increases. It means that to maintain sub-QNL performance, only a smaller amount of noise can

be tolerated from the apparatus, and more difficult it becomes to achieve sub-QNL measurements

for quantum imaging.

Finally, it is important to say that quantum metrology can benefit from photon counting

experiment such as the ones using NOON state and Hong-Ou-Mandel interferometry, correspond-

ing to quantum effect occurring at the photon level [108, 140]. Such input states who requires

single photons detectors and/or coincidence counting measurement scheme can lead to quantum

enhancement or high resolution measurement with few thousand of photons [72, 99, 106, 120].

From the previous discussions, CV and DV propose different strategies of measurements

where one can achieve high precision with few thousand of photons by the first whilst the second

one can deal with higher level of brightness of the probe beam and where a quantum advantage

has been demonstrated. This thesis proposes two strategies of measurements, where in chapter 3

a photon counting experiment based on a Hong-Ou-Mandel interferometry can achieve sub-µm

axial precision for depth imaging with ∼ 104 photon pairs detected per measurement whilst

chapter 4 demonstrates precision enhancement for absorption imaging with a probe beam of

∼ 200 µW .

2.3 Theory of measurement

To gain access to knowledge about a parameter ϕ in physics, a state ρ interacts with the sample

where the parameter is encoded. Then, ρ̂(ϕ) is measured and ϕ can be calculated from an esti-

mator (Fig. 2.1). The measurements used to estimate the parameter are imperfect (noise, device

precision, etc) and lead to a set of data x= {x1, x2, ..., xn} following a probability distribution [17].

Therefore, we call ϕ̂ the estimation of the true value ϕ over a data set x.

FIGURE 2.1. Measurement scheme in metrology. To extract the value of a param-
eter ϕ from a sample, a source ρ is used to interact with the sample. Then, the
measurement is performed on the state ρ̂(ϕ). Finally, an estimation ϕ̂ can be in-
ferred from it.

In quantum optics, the probe can be discrete such as correlated photon pairs [124, 149],

continuous such as squeezed state of light for gravitational wave detection [2, 31, 148] or even

both [10]. A strategy of measurements is defined as having access to ϕ with the best accuracy and

precision achievable (Fig. 2.2). In a mathematical formalism, the likelihood function f (x|ϕ) defines
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the probability of observing the outcome x given the parameter ϕ. The bias can be calculated

which computes the deviation between the estimated value ϕ̂ and the true value ϕ, where:

bias(ϕ̂,ϕ)=E(ϕ̂)−ϕ. (2.1)

E(ϕ̂) is the expected value of ϕ̂ given by:

E(ϕ̂)=∑
ϕ̂(x) f (x|ϕ) (2.2)

E(ϕ̂)=
∫
ϕ̂(x) f (x|ϕ)dx, (2.3)

respectively, for discrete and continuous variables. Then we can characterise the performance of

a measurement from the standard deviation σ which can be calculated as:

σ(ϕ̂)=
√
E

[
ϕ̂2

]−E[
ϕ̂

]2 . (2.4)

Eq. (2.1) quantifies the error between the true value and the estimated value and is known as the

accuracy whilst Eq. (2.4) quantifies how the estimator deviates from the expected value, defining

the precision. The diagram from Fig. 2.2 shows two data sets of measurements for which in (a)

the measurements are accurate and (b) not accurate but more precise than (a). In metrology,

the goal is to decrease the bias, ideally to 0 and to have the highest precision (i.e. the smallest

variance) bounded by the laws of physics and statistics (Heisenberg uncertainty and Cramér-Rao

bound [42, 116, 133] defined in section 2.3.2).

FIGURE 2.2. Accuracy and precision. Schematic of (a) accuracy and (b) precision.
Two sets of measurements, in (a) accurate but not precise and in (b) not accurate
but more precise than (a).
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In practice, the central limit theorem is an important resource in statistics and especially for

measurements. For a large data set x following a random distribution, the sampling distribution

of the mean will always be normally distributed [27]. In this thesis the number of photons per

measurements are from thousands up to a billion of photons and satisfy the condition of large

data set. Hence, the density of probability f (x|ϕ) follows the behaviour of a normal distribution

with its mean µϕ̂ and standard deviation σϕ̂. It makes the calculation of the precision quite easy,

as the confidence level defines the probability to estimate ϕ̂ within an interval. For a normal

distribution, the confidence level of 68% is defined by the interval [µϕ̂−σϕ̂;µϕ̂+σϕ̂]. Thus, in this

thesis the precision is given by the standard deviation of the estimates.

Finally, to optimise the estimates ϕ̂, the mean squared error (MSE) defines the error due to

the accuracy and precision and can be expressed as [156]:

MSE(ϕ̂)= (σϕ̂)2 +bias(ϕ̂,ϕ)2. (2.5)

However because the true value of a parameter ϕ is unknown and is experimentally impossible to

know, the bias cannot be calculated experimentally. Usually the bias is set to 0 and an estimator

is found to minimise the standard deviation.

2.3.1 Bayesian & frequentist statistics

To estimate a parameter ϕ, two approaches in statistics are used, the Bayesian and frequentist

point of view. Both of these techniques use the likelihood estimator. The likelihood estimator

allows to estimate the parameter ϕ dependant of random observables xi.

To estimate a parameter ϕ, two primary approaches in statistics are employed: the Bayesian

and frequentist perspectives. Both methodologies utilise the likelihood estimator, a tool facilitat-

ing parameter estimation based on random observables xi. Consider a set of random observables

denoted as x = {x1, x2, . . . , xn}, dependant on the parameter ϕ. The probability of observing the

values xi given the parameter ϕ is represented as f (x|ϕ). For example, in chapter 3, the Hong-

Ou-Mandel (HOM) interference is conceptualised as the probability P11(N11|t), where P11 is

the probability density of observing N11 anti-bunching events, contingent upon the time delay

t between interfering photons. While the probability distribution f (x|ϕ) is usually known and

derived from the theory of the physical phenomenon (in chapter 3, denoted as P11 and given

by Eq. (3.15)), the goal is to estimate the parameter ϕ based on measurements xi. Similar to

chapter 3, where anti-bunching events are measured to estimate the time delay t, we employ a

likelihood estimator as a function to estimate ϕ from the measurements. The likelihood estimator

can be seen as a probability density function to observe the measurement xi given the parameter

ϕ, expressed as:

L(ϕ|x)= f (x|ϕ). (2.6)

Despite the equality from Eq. (2.6), L(ϕ|x) and f (x|ϕ) do not have the same interpretation.

f (x|ϕ) is the density of probability to observe a measurement xi for different values of ϕ, while
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L(ϕ|x) corresponds to the likelihood of the parameter ϕ for certain values after observing the

measurements xi. In other words, to find the parameter ϕ, it is essential to take measurements. In

an experiment, after measurements, we obtain experimental data in the form of y= {y1, y2, . . . , ym},

resulting from m measurements made to estimate the parameter ϕ. The probability of obtaining

these measurements given ϕ is described by:

L(ϕ|y)=∏
i

f (yi|ϕ). (2.7)

The Maximum Likelihood Estimator (MLE) is a function that maximises the likelihood estimator

and is given by.

MLE(ϕ)= argmaxϕL(ϕ|x) (2.8)

The MLE is asymptotically unbiased, and for a large number of measurements yi, it converges

toward the true value ϕ, saturating the Cramér-Rao bound [30, 91]. Therefore, to maximise the

likelihood, we solve:
∂L
∂ϕ

= 0. (2.9)

However, because Eq. (2.7) is a product, Eq. (2.9) can be challenging to solve. Therefore, we often

solve the same equation with the log-likelihood instead. The product becomes a sum, and the

log-likelihood l(ϕ|y) is given by:

l(ϕ|y)=∑
i

log( f (yi|ϕ)) (2.10)

Eq. (2.9) becomes more manageable to solve when the log-likelihood l(ϕ|y) is used. Finally, in

physics, when the sample size m is large enough, we can use the central limit theorem, which

specifies that for a normalised density of probability, the sampled probability distribution merges

to a normal distribution N(µ,σ). After estimating the parameters µ and σ, we usually have

ϕ̂=µ and ∆ϕ̂=σ, where ϕ̂ is the estimation of the parameter ϕ from the measurements yi, and

∆ϕ̂=σ represents the uncertainty on this estimation. The interval [µ−σ,µ+σ] corresponds to a

confidence interval of 67%, and intervals with 2σ or 3σ can be used to increase the confidence

level1.

In statistics, for a frequentist point of view, no hypothesis is made and the probability of

estimating ϕ is calculated from the probability to observe or not the outcome x. It is easy to

implement when a large data set is accessible in an experiment and it assumes that the parameter

to be estimated is fixed. The inconvenience of such estimation is its dependence on the number of

measurements. Because the number of measured outcomes x is not infinite, there is a discrepancy

between the true value and estimated value ϕ. This can lead to a non-physical estimator for

quantum tomography where the estimation of a quantum state can be found outside of the Bloch

sphere [39, 143].

1In Bayes statistics, the credible interval can be used instead of the confidence interval.
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For the Bayes point of view, statistics are inferred from the Bayes’ theorem given by [155]:

P(ϕ|x)= P(ϕ)P(x|ϕ)
P(x)

, (2.11)

where P(ϕ|x) is the posterior probability distribution, P(ϕ) is the prior probability distribution

corresponding to the probability assigned to ϕ before the experiment, P(x|ϕ) is the likelihood

function and P(x) is the evidence from the probability of the data. It keeps updating the probability

from a belief (which defines the prior, probability of distribution of the parameter ϕ over the

observable x) whilst new data is taken. The advantage of this method is the fact that the

probability is always updated with new data and the estimator can realistically fit the model

where measurements errors are occurring within the data set [32]. However the prior is subjective

or arbitrary and requires advanced statistics on the model [92].

2.3.2 Measurement optimisation: Fisher information & Cramér-Rao bound

The Fisher information F (ϕ) is a mathematical tool widely used in quantum metrology [13,

36, 96, 99]. For a likelihood function f (x|ϕ), F (ϕ) quantifies the information gain from the

measurements of x over ϕ [57, 98]. For discrete variables it is defined as:

F (ϕ)=∑(
d

dϕ
log

(
f (x|ϕ)

))2
f (x|ϕ) (2.12)

whilst for continuous variables we write:

F (ϕ)=
∫ (

d
dϕ

log
(
f (x|ϕ)

))2
f (x|ϕ) dx. (2.13)

d
dϕ log[ f (x|ϕ)] is known as the score function and corresponds to the sensitivity of the model to a

small variation of the parameter at the different values of ϕ.

In experimental physics, F (ϕ) is particularly useful when it is combined with the Cramér-Rao

bound (CRB). The CRB is the ultimate bound on the variance which can be achieved from a

strategy of measurements [42, 116]. It gives a bound on the variance σ2
ϕ̂

for an estimator ϕ̂ and

can be written as:

σ2
ϕ̂ ≥ 1

NF (ϕ)
, (2.14)

where N relates to the number of trials the experimental strategy is repeated (e.g. the number of

photons probing the sample). An optimal strategy of measurements saturates Eq. (2.14). There-

fore, F (ϕ) is a great tool to reach the best precision σϕ̂ for an estimator by saturating the CRB.

However, it does not take into account experimental imperfections such as drift within the mea-

surements due to environmental perturbations and focus on one strategy of measurements only.

However, it allows to know a theoretical bound on the precision of the strategy of measurement.
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2.3.3 Quantum Fisher information

In quantum mechanics, when the source in a state ρ interacts with the sample to extract

the parameter ϕ, the measurements are done via positive operator-valued measures (POVMs)

described by a set of operators {Êx}. {Êx} are non-negative Hermitian operators where
∫

Êxdx =1
and x corresponds to the observable outcomes from the POVM. Then, the probability to observe x

dependant of the parameter ϕ is given by [22]:

f (x|ϕ)= Tr[Êxρϕ]. (2.15)

Here, ρϕ is a density matrix containing the parameter to estimate ϕ encoded in the state |Ψ(ϕ)〉,
(for a pure state) and in this case ρϕ = |Ψ(ϕ)〉〈Ψ(ϕ)|. Hence, a new quantity known as the quantum

Fisher information (QFI) FQ(ϕ) is defined as [19]:

FQ(ϕ)= Tr(ρϕL 2
ϕ), (2.16)

where Lϕ is an hermitian operator called the symmetric logarithmic derivative and is implicitly

defined by:
1
2

(Lϕρϕ+ρϕLϕ)= ∂ρϕ

∂ϕ
=−i[Kϕ,ρϕ]. (2.17)

Lϕ is related to Kϕ, known as the Hermitian generator of displacement and is given by:

Kϕ(t)= i
∂Uϕ(t)
∂ϕ

U†
ϕ(t), (2.18)

for Uϕ(t) the unitary operator describing the time evolution of the quantum state, dependant of

the parameter ϕ. Then, for pure state only, the QFI can be reduced as [19, 53]:

FQ(ϕ)= 4(∆xϕ), (2.19)

where ∆xϕ is the uncertainty (or standard deviation) on the observable x. While the classical FI

quantifies the information over an unique strategy of measurement, the QFI quantifies how well

a parameter ϕ can be estimated based on the given quantum state by calculating the information

gain over all possible POVMs. Therefore from the QFI we can deduce an ultimate bound, called

the quantum Cramér-Rao bound (QCRB) given by [23, 24]:

σ2
ϕ̂ ≥ 1

NF (ϕ)
≥ 1

NFQ(ϕ)
. (2.20)

It works for some specific classes of state and non-unitary processes [46, 49, 102] but for

mixed state this is not trivial and sometimes FQ(ϕ) cannot be calculated. Finally, it is important

to note that despite the fact that FQ(ϕ) quantifies the information over all POVMs, this does not

give any information about what these measurements are.
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2.4 Quantum optical theory for discrete variable states

This section covers the theory behind the generations of photon pairs source via spontaneous

parametric down conversion (SPDC), the interference of a two-photon state used to describe

the Hong-Ou-Mandel microscope in chapter 3 and the detection of the photons with avalanche

photodiode detectors and time-tagging electronic.

2.4.1 State generation: the spontaneous parametric down conversion

Spontaneous parametric down conversion (SPDC) is widely used in quantum optics to generate

photon pairs in quantum metrology [99, 103], quantum communication [64, 144] and quantum

computation [16, 170]. It is a second order non-linear response of a medium to an electromagnetic

(EM) field. It occurs for non-centrosymmetric crystals, meaning that the medium does not display

inversion symmetry2 [21]. When the medium interacts with an EM field, the dipole moment per

unit volume (also called polarisation P) of the material can be written as:

P= ε0χE. (2.21)

E is the electric field from an optical source, ε0 is the permittivity of the vacuum and χ is the

electric susceptibility defined as:

χ=
n∑

i=1
χ(i)E i−1. (2.22)

Hence, by combining Eq. (2.21) and (2.22), P can be written as a sum of power series of E as:

P= ε0

(
χ(1)E+χ(2)EE+χ(3)EEE+ ...

)
. (2.23)

χ(1) is the linear response of the medium, where the real part ℜ[χ(1)] is known to be the refractive

index of the medium dependant of the EM’s optical frequency and the imaginary part ℑ[χ(1)]

is the absorption profile of the medium. χ(2) and χ(3) are the non-linear susceptibilities of the

medium of the second and third order and contribute to the non-linear response of the medium.

SPDC is a non-linear process of order 2 triggered by a laser propagating within a non-linear

crystal. In chapter 3, the pump laser is a continuous laser and is not bright enough to trigger the

higher non linear effects such as such χ(3) (see section 3.5).

Fig. 2.3 shows a diagram of the SPDC process. A pump photon oscillating at a angular

frequency ωp propagates in a non-linear crystal (e.g. potassium titanyl phosphate, KTP) along

a direction given by its momentum
−→
kp. Due to the non-linear interaction with the crystal, it

generates two correlated photons commonly called signal (s) and idler (i) oscillating at angular

frequencies ωs and ωi with their respective direction of propagation
−→
ks and

−→
ki. Hence, the

2For centrosymmetric medium such as silicon fibre used in chapter 4, χ(2) = 0 and even-number non-linear
interactions cannot occur.
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FIGURE 2.3. Spontaneous parametric down-conversion diagram. Pump photon
with an angular frequency ωp generates two daughter photons (s for signal and i
for idler) via spontaneous parametric down conversion (χ2), where the conservation
of energy and momentum are fulfilled. One pump photon gives two correlated
photons. Note that this non-linear effect is spontaneous and therefore has a very low
efficiency, where most of the pump photons are transmitted through the medium.

conservation of energy and momentum can be written as follows:

ωp =ωi +ωs (2.24)
−→
kp =−→

ki +
−→
ks. (2.25)

Where |−→k | = ωn(ω)
c , n(ω) the refractive index dependant on ω and c the speed of the light, and

where Eq. (2.25) corresponds to a perfect phase-matching. However because n(ωp) ̸= n(ωs)+n(ωi),

perfect phase-matching along the crystal is not possible for SPDC due to the wavelength difference

between the downconverted photons and the pump photon. Hence in Eq. (2.25), we can consider

the quantity ∆k corresponding to the phase mismatch between the pump and the downconverted

photons, with ∆k defined by:

∆k = kp −ki −ks − 2π
Λ

≈ 0. (2.26)

Where kp, ki and ks are respectively the wavenumbers of the pump, idler and signal photons,

and where Λ corresponds to the period of the polling done on the crystal to correct the phase

mismatching.

In a quantum mechanical formalism of this phenomenon, we can describe the generation of

the downconverted photons by the following two-photon state |Ψ〉 [71, 110, 123]:

|Ψ〉 = |0s,0i〉+ξ
∫

dωsdωiαp(ωs +ωi)h(ωs,ωi)â†
s(ωs)â

†
i (ωi)|0〉 (2.27)

with ξ characterising the nonlinear interaction strength, αp(ωs +ωi) the spectral amplitude of

the pump field centred at the frequency ωp fulfilling Eq. (2.24) and â†
s(ωs) and â†

i (ωi) are the

creation operators for the signal and the idler photons with â†
s(ωs)â

†
s(ωs)|0〉 = |ωs,ωi〉. h(ωs,ωi) is
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the consequence of the phase mismatch and is defined by:

h(ωs,ωi)= h(L∆k)= e−i L∆k
2 sinc

(
L∆k

2

)
, (2.28)

where L corresponds to the length of the crystal and ∆k is defined by Eq. (2.26). The phase

mismatch induces an oscillation in the light generated through the SPDC process whilst the

pump laser propagates within the crystal (see Fig. 2.4, black curve). To generate downconverted

photons through the crystal, quasi phase matching (QPM) is done on the crystal by using periodic

poling 3,4. This technique partially corrects the phase mismatch and avoids the generated light

to oscillate around 0. In Eq. (2.26), QPM is done by adding the correction factor 2π/Λ to the phase

mismatch ∆k.

FIGURE 2.4. Quasi phase-matching scheme. Conversion intensity (arb. units) of
the non-linear process versus the length of the crystal with no phase matching
(black trace) and quasi phase matching using periodically poling (red trace). Figure
from [34].

The most common technique is known as ferroelectric domain engineering and consists of

periodically varying the sign of the nonlinear susceptibility by applying a strong electric field

to a ferroelectric crystal such as potassium titanyl phosphate (KTP) or lithium niobate (LN)

crystals [1, 74, 163]. For non ferroelectric crystal such as barium titanate (BTO), the phase-

matching is done whilst the crystal is grown in laboratory [20, 37]. Semi-conductors can also

3QPM is used for other non linear process such as second harmonic generation (SHG) for the generation of bright
pulses. The pulse is stretched, amplified and then recompressed. Therefore the period of the polling is nonuniform and
is called chirped QPM [59]. Note that this technique of high-intensity ultrashort optical pulses led to a Nobel prize in
2018 to Gerard Mourou and Donna Strickland [104, 142].

4For non-collinear such as barium borate crystal, exact phase-matching is possible without QPM [110].

17



CHAPTER 2. BACKGROUND

be used where the QPM is engineered by micro-structuring it with a method called orientation-

patterned growth [74]. Because the QPM is dependant on the refractive index, the temperature of

the crystal and the incident angle of the pump need to be controlled. Fig. 2.4 shows the conversion

efficiency without QPM (black) where an oscillation with a period of Λ= 2Lc = 2π/∆k is apparent.

Lc =π/∆k is known as the coherence length and it corresponds to the distance for which the pump

and downconverted waves accumulate a phase difference of π [74]. The red trace corresponds

to QPM with periodically poling in the crystal inducing a variation in the sign of the non linear

susceptibility with a period of Λ= 2Lc. The period of the polling Λ is chosen to fulfil [56]:

Thus, the period of the poling needs to be wisely chosen to generate downconverted photons

with the desired wavelength for the right laser pump. Usually, the crystal is in an oven where its

temperature can be controlled with a PID temperature controller. In chapter 3, the wavelength

separation of the downconverted photons for the two-colour entangled state is done by changing

the temperature of the crystal with an oven. Λ and λp are fixed, whilst np, ni and ns are

temperature dependant. These changes in the refractive index modify the length of the wave

vectors |−→k |, causing a change in the wavelength of the downconverted photons [35].

Finally, the temporal shape of the photons can be inferred from the type of the crystal. For

a type-II crystal (used in chapter 3) the signal has the same polarisation as the pump but the

idler’s polarisation is orthogonal to them inducing n(ωi) ̸= n(ωs). With the absence of narrowband

spectral filtering, the downconverted photons ideally match the temporal shape of a top-hat

function [123, 134] with τ= DL, where D is the difference between the inverse group velocities of

the two downconverted photons. The bandwidth of a downconverted photon at the wavelength λ

from a type-II SPDC is given by [55, 123]:

∆λ= λ2

∆nL
, (2.29)

where ∆n is the refractive index difference seen by the signal and the idler and L the length of

the crystal.

2.4.2 Two-photon interference: Hong-Ou-Mandel effect

Originally discovered in 1987 to measure subpicosecond time delay between two photons, Hong-

Ou-Mandel (HOM) interference is a two-photon interference observed when two photons in

separate temporal modes, but otherwise indistinguishable, are made to overlap at a beamsplitter

(BS) [72]. As the relative arrival time t shown in Fig. 2.5 between the two photons is reduced to

zero (a → c), the detection rate of the photons exiting the BS on separate paths (anti-bunching)

ideally drops to zero, while the proportion of detection events with photons output on the same

path (bunching) increases.
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FIGURE 2.5. Hong-Ou-Mandel inteferometer: (a-c) Photon pairs incident on a beam-
splitter with zero (a), partial (b) and complete (c) temporal overlap. Anti-bunching
state (blue, N11) destructively interfere while the photons get indistinguishable,
bunching state (green dashed, N02, N20) constructively interfere while the photons
get indistinguishable.

2.4.2.1 Single-mode photons interpretation

For a single-mode photon interpretation, we consider photons emitted at a unique frequency ωk.

In a Dirac notation, we can write:

|Ψ〉 = â†
j(ωk) |0〉 = |ωk〉 j = |1〉 j,k , (2.30)

where â†
j(ωk) is the creator operator, generating a photon in the mode j oscillating at the angular

frequency ωk. The state propagating toward the BS is given by:

|Ψ〉 = â†
1(ωk) â†

2(ωk) |0〉, (2.31)

where the indices 1 and 2 are the input modes of the HOM interferometer shown on Fig. 2.5(a).

BS is a unitary operator transforming the input state as follow:

â1
†(ωk)= 1p

2

(
â†

3(ωk)+ â†
4(ωk)

)
,

â2
†(ωk)= 1p

2

(
â†

4(ωk)− â†
3(ωk)

)
,

(2.32)

the indices 3 and 4 are, respectively, the bottom and top modes after the beamsplitter. Hence,

after transformation from the BS on |Ψ〉, we obtain:

|Ψ〉out = 1
2

[(
−â3

†(ωk)
)2 +

(
â4

†(ωk)
)2 + â3

†(ωk) â4
†(ωk)− â4

†(ωk) â3
†(ωk)

]
|0〉. (2.33)
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Two photons are indistinguishable when they have the same spatial modes, frequency, polar-

isation and time of arrival at the BS. If both photons are indistinguishable, the two operators

commute and we have: [
âi, â j

]= âi â j − â j âi = 0. (2.34)

Then, due to the indistinguishability of the photons, we can write:

|Ψ〉out = 1
2

[(
−â3

†(ωk)
)2 +

(
â4

†(ωk)
)2

]
|0〉, (2.35)

where the anti-bunching terms cancel each other. The photons bunch either in the top or bottom

mode of the interferometer which is known as a NOON state [75, 77]. The probability to detect

the output state |11〉 tends to 0 if the two photons are completely indistinguishable5, whilst the

probability of detecting two photons from the same detectors is 1/2. However, this single mode

interpretation does not explain the pattern of the interference which is caused by the temporal

shape of the photons.

2.4.2.2 Multi-mode photons interpretation

In a multi-mode photon interpretation, we consider a photon emitted over a spectrum of frequen-

cies on a defined bandwidth. When a photon is generated at the frequency ωk with a linewidth of

∆ω in mode j, the representation is expressed as follow:

|1〉 j,k =
∫ ∆ω

β j(ω) â†
k(ω) dω |0〉 = Â†

j,k(ω) |0〉, (2.36)

with
∫ ∆ω = ∫ ωk+∆ω/2

ωk−∆ω/2 , β j(ω) is the amplitude of the photons in the frequency domain with∫ ∆ω |β j(ω)|2dω = 1. We can write its representation in the time domain, where both of the

domains are connected via the Fourier transformation. Hence,

|1〉 j,k =
∫ ∆τ

β j(t) â†
k(t) dt|0〉 = Â†

j,k(t) |0〉, (2.37)

with
∫ ∆τ = ∫ tk+∆τ/2

tk+∆τ/2 , where ∆τ is the temporal width of the photon. Thus Eq. (2.34) becomes:[
âi(t), â j(t)

]= δ(ti − t j), (2.38)

giving: [
Â i,k(t), Â j,k(t)

]= ∫ ∆τ

β∗
i (t)β j(t) dt = |Iov|2 (2.39)

where |Iov|2 computes the overlap of the temporal wave packets of both photons in the time

domain.

Instead of doing the evolution of the wave function after transformation from the unitary

operator, we can instead do an evolution of the operator (both are equivalent, and are respectively
5Which is not the case in Fig. 2.5 as the anti-bunching coincidence counts are not equal to 0. These are experimental

data.
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known as the Schrödinger and Heisenberg picture). We measure coincidence through the following

operator:

N̂2(t)=
∫ ∫ +∞

−∞
Â†

3(t1)Â†
4(t2)Â4(t2)Â3(t1) dt1dt2, (2.40)

and after transformation given by Eq. (2.32), we have:

〈Ψ|N̂2(t)|Ψ〉 = 1− 1
2
|Iov|2. (2.41)

with |Ψ〉 the input state from Eq. (2.31) in a multi-mode interpretation. Hence, if we use filters

(usually of Gaussian shape) the wave packets of the two photons in the input modes labelled 1

and 2 are given by:

β1(t)=
√

δ

2π
e−δ

2 t2
2

β2(t)=
√

δ

2π
e−δ

2 (t−τ)2
2 .

(2.42)

Here, 1/δ is related to the temporal width of the wave packet and τ is the time delay between

the two photons. Finally, the probability to detect an anti-bunching state from the output of a

HOM interferometer with the input state |Ψ〉 from Eq. (2.31) by varying the relative time delay τ

between the two photons is given by:

〈Ψ|N̂2(t)|Ψ〉 = 1
2

[
1−αe−δ

2 τ2
2

]
, (2.43)

where α is the visibility of the interference and expresses the indistinguishability between the

two photons. The visibility depends on the indistinguishability between the two photons and is

proportional to |Iov|2 from Eq. (2.39). The panel (a) from Fig. 2.6 shows HOM interference from

Eq. (2.43) where the photon pair exhibits a temporal wave packet with a Gaussian shape and a

full half width maximum (FHWM) of ≈ 2.4/δ.

The HOM interference in this thesis exhibits a triangular shape similar to the interference

showed in Fig. 2.6(b). The crystal to generate the photon pairs is type-II and the photons are

unfiltered. Hence from section 2.4.1, the phase matching condition for such a nonlinear crystal

induces photons with a temporal wave packet in the shape of a top-hat function with a width

τ = DL, where L is the length of the crystal and D is the inverse group velocity of the two

downconverted photons. The HOM interference can be seen as an overlap in time of the temporal

wave packet, this mathematically results to a convolution between the two temporal wave packets,

ending up in a triangular shape. For such photon pairs, the probability to detect the anti-bunching

state is given by [110]:

P11(t)=
{

1/2
[
1−α(

1− ∣∣ t
τ

∣∣)] , for |t/τ| ≤ 1

1/2, for |t/τ| > 1
(2.44)
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FIGURE 2.6. Hong-Ou-Mandel interference: HOM interference with photon pairs
exhibiting a temporal wave packet with a Gaussian shape (σ2 = 1/δ2) (a) and a
top-hat shape (width τ= DL = δ) (b).

The HOM interference is a probabilistic event, the two photons interfering either bunch or

anti-bunch. Hence, we have:

1= P11(t)+P20(t)+P02(t), (2.45)

where P02(t) and P20(t) are the probability of detecting two photons either in the bottom or top

mode after interference for a given time delay t.

During the experiment, the indistinguishability of the downconverted photons can be con-

trolled with a crystal engineered to generate downconverted photons with the desired wavelength

and at the right temperature. The crystal is placed in an oven, where the temperature is controlled

with a PID controller to stabilise it. Furthermore, to match the polarisation of the downconverted

photons, half and quarter-waveplates can be used before the interference occurs, whilst the

spatial mode can be filtered out with single-mode fibre, however, multi-mode HOM interference

has been demonstrated and can be done by matching the spatial overlap of the two photons at

BS [106, 157]. The time delay is often the parameter to vary to show HOM interference. It can be

controlled with a translation stage either translating the BS or one of the input modes for bulk

optics experiments [106, 117] or by controlling the temperature of a waveguide for integrated

photonic chips [112, 138].
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2.4.2.3 Two-colour entangled photon pair source

Let us consider HOM interference obtained with a two-colour entangled photon pair source as an

input state given by:

|Ψ〉 = 1p
2

(
Â†

1(ω1)Â†
2(ω2)+ eiφ Â†

1(ω2)Â†
2(ω1)

)
|0〉

= 1p
2

(
|ω1,ω2〉+ eiφ|ω2,ω1〉

)
.

(2.46)

The spectrum of the input state can be seen as a superposition of two photons with a wave packet

β(ω) centred at two distinct frequencies ωs and ωi and gives [35]:

f (ω)= [δ(ω−ωs)+δ(ω−ωi)]∗β(ω). (2.47)

As discussed previously, the HOM interference is an overlap of the temporal wave packet of

the photon state. Temporal and frequency wave packets are connected via the Fourier trans-

form [141]. The Fourier transform of the convolution of two functions FT[ f ∗ g] corresponds to

the multiplication of the Fourier transform of these two functions FT[ f ] ·FT[g] [141]. Therefore,

from the spectrum of the input state on Eq. (2.47), by applying the previous relationship, we can

observe that a cosine function with a frequency of ∆ν= |ωs−ωi| will feature in the temporal wave

packet of the input state. The temporal wave packet of this entangled two-colour state can be seen

as a cosine function multiplied by the temporal wave packet of the downconverted photons. From

this, the temporal overlap of the new wave packets will lead to the same probability as detecting

the anti-bunching state given by Eq. (2.43) and (2.44) with a cosine function in it exhibiting a

spatial beat note relative to the time delay between the two photons interfering [110]. Thus for a

photon pair source generated by a type-II crystal we have:

P11(t)=
{

1/2
[
1−α(

1− ∣∣ t
τ

∣∣) cos(2π∆νt)
]
, for |t/τ| ≤ 1

1/2, for |t/τ| > 1
(2.48)

The HOM interference for such an input state exhibits a spatial beat note with a frequency

∆ν dependant on the frequency separation between the signal and the idler [35, 109, 118]. The

indistinguishability between the two photons is kept due to the entanglement of the input

state and the visibility of the HOM interference becomes dependant of the entanglement fringe

visibility of the quantum state. Finally, the probability of detecting the bunching terms can be

found using Eq (2.45).

2.4.3 Detection of the photons pairs

An avalanche photodiode detector (APDs) is a semiconductor-based photodetector with a similar

structure to a p-i-n (PIN) detector with a built-in stage for amplification through avalanche

multiplication. Fig. 2.7 shows a diagram of the functioning of such a device. A photon with

an energy hν is absorbed in the intrinsic region (I) where an electron-hole pair is generated
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FIGURE 2.7. Avalanche photodiode detectors diagram: (a) semi-conductor where a
high reverse voltage is applied. N+ and P+ are electron and hole doped regions. I
and P are slightly doped regions. (b) Electromagnetic field in function of the region.
The avalanche occurs in the P −N+ regions and is where the multiplication of the
photocurrent happens.

via the photoelectric effect. Due to the high reverse voltage applied on the semi-conductor, the

holes and the electrons are, respectively, accelerated toward the P+ and N+ doped regions.

In this case, the avalanche occurs only for the electron which is multiplied via electron impact

ionisation, but depending on the semiconductor material this can vary. Finally, a voltage above the

threshold (manually chosen) is measured, indicating the presence of a photon. After measuring

the photocurrent, the device needs to come back to its initial state and cannot detect any photon

during this lapse of time. This is known as the dead time and is typically around hundreds of ns.

This limits the detection rates to ∼ 107 Hz. The rate of the generation of the photon pairs is below

this threshold and was not a limiting factor in this thesis. Furthermore, APDs cannot resolve the

number of photons by themselves (except under specific conditions [82]), therefore a quasi-photon

number resolving detector scheme (PNRDS) has been used in this thesis [4]. To resolve multi-

photon terms, PNRDS split the state into different spatial modes either with a beamsplitter,

or a 1× n fused fibre couplers where each photon has a probability 1/n to be transmitted to

one channel. Afterwards, coincidences between n detectors connected to the output of the fused

single mode couplers are monitored and constitute to the detection of the multi-photon term

with n photons. It can be easily implemented in an experiment for n = 2. However due to the

scheme of detection, there is a probability that more than one photon is transmitted through the

same channel, consequently the multi-photon term cannot be completely resolved. To decrease

the intrinsic loss with such a detection scheme, the output channel needs to be split into more
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other channels, thus increasing the number of detectors and the order of coincidence counting. It

requires a lot of detectors and output channels for large n, making it less practical to use in a

real experiment.

In this thesis, the detectors used are SPCM-AQRH from Excelitas with a detection efficiency

of ∼ 45 % at 830 nm. Detectors working at low temperatures (∼ K) can reduce the number of

dark counts such as superconducting nanowire single-photon detector (SNSPD) with an efficiency

of detection above 90 % [65, 132]. The detectors used in the chapter 3 work at room temperature,

where fake detections can occur due to the thermal fluctuations within the semi-conductor. These

fake counts are known as dark current or dark counts and are typically around hundreds of

single counts per second for the detectors used for HOM microscopy. These can be decreased by

cooling the temperature of the detector to a few K [160]. This was not necessary as the HOM

microscope uses coincidence counts to estimate the thickness of the sample. Because dark counts

are uncorrelated in time, the rate to measure coincidences between two dark counts within a

coincidence windows is very low and can be considered as negligible. To realise it, a time-tagger

FIGURE 2.8. Arrival time histogram of photon pairs. The blue trace is a timing
histogram of between two detectors from the output A and B in Fig. 3.12. The
grey rectangle is the coincidence window of 3 ns used to monitor coincidences in
chapter 3. The bottom right inset is a zoom on the Y axis showing afterpulsing
effect centred at the time bin of ±30 ns.

electronics (or time-to-digital converter) is capable of timing each detection event with a given

time bin width. The time-tagger electronic used in chapter 3 has a time bin width of 78 ps.

Then, a custom control software post-process of the time tag events and calculates the number of

coincidences for a given coincidence window.
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Fig. 2.8 shows an example of a time histogram of the coincidences between two detectors

with a PNRDS monitored for ∼ 5 mins. The blue histogram corresponds to coincidence counts

between two detectors of two different outputs from the photon pair source shown from Fig. 3.12.

We can observe that all coincidence counts happen in a time window of 3 ns. Therefore, for

this whole thesis, the coincidence window has been set to 3 ns (grey zone). The full width half

maximum of the coincidence peak is the jitter of the detector and it sets the timing resolution.

The inset at the bottom right of the figure corresponds to a zoom on the Y axis to highlight the

two coincidence peaks centred at the time bins ±30 ns. These coincidence peaks result from an

error in the measurement and is known as afterpulsing effect [51, 172]. This effect occurs when

one of the carrier is trapped and is released at a random time, generating an avanlache process

in the absence of a photon. Afterpulsing can be avoided in the measured signal by setting the

coincidence window centred around the coincidence peak.

2.5 Quantum optical theory for continuous variable states

Squeezed states of light attract a huge interest in quantum technologies due to their noise

properties. One can generate a squeezed state, where the noise in one quadrature of the electric

field is decreased at the expense of increasing the noise of the other quadrature. Vacuum squeezed

light can be generated via four-wave mixing or SPDC [162, 169]. When the two photons are

indistinguishable, we consider the state as single-mode vacuum squeezed state with only even

photon number terms, whilst when they are distinguishable the state resulting is known as

two-mode squeezed vacuum state [9, 97]. Whilst the brightness of squeezed vacuum state for

spontaneous emission is of a thousand to up millions of photons per pulse [6, 76, 111], this scheme

can be amplified further by adding a cavity such as in optical parametric oscillation (OPO) [50]

or in a single pass scheme known as an optical parametric amplifier [29]. The last one requires

ultrashort pulses where such a state has been used for stimulated Raman spectroscopy [29] and

has experimentally demonstrated the highest squeezing value achieved up to date [151].

Another technique to generate squeezed light is through Kerr squeezing [159]. It is a non-

linear process from the third order χ(3). Kerr squeezing is inherently phase-matched and is

more flexible concerning the wavelength of the signal compared to vacuum squeezing. In this

section, we discuss Kerr squeezing to generate bright amplitude squeezed light. It allows the

displacement of a coherent state to a squeezed state via self-phase modulation with an output

power of ∼ 200µW to be experimentally achieved [9, 13, 130].

2.5.1 Kerr squeezing with photonic crystal fibre

Kerr squeezing is a non-linear process from the third order. A bright coherent beam interacts

with a non-linear medium, here a photonic crystal fibre (PCF), to generate a bright amplitude

squeezed state. PCF makes an excellent candidate for Kerr squeezing as it provides tight
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confinement in a small core with a higher χ(3), low loss and long interaction lengths compensating

the weak interaction. This non-linear effect needs more power than SPDC described in the

section 2.4.1 to achieve non-linearity. Therefore ultra-short pulses were used as an input beam

for the generation of Kerr-squeezed light and have demonstrated higher levels of squeezing than

cw probe beam [159].

PCF is a centrosymmetric medium and χ(2) vanishes, therefore the polarisation defined in

Eq. (2.22) for such a medium can be written as:

P= ε0

(
χ(1) +χ(3)EE

)
E. (2.49)

If the frequency of the input beam oscillates at a frequency ω0 far away from the absorption

band, then χ(3) can be considered to be real and the effect of the non-linear susceptibility is to

only modify the refractive index n. From the Kerr-effect we can write the refractive index of the

medium depending of the intensity I whilst the pulse propagates. This is defined as [8]:

n = n0 +n2I, (2.50)

where n0 =
√

1+χ(1) is the linear refractive index of the medium and n2 = 3χ(3)/4n2
0ε0c is

known as the non-linear refractive index. The pulses propagating within the fibre experience an

additional nonlinear phase shift from n2 which is given by [8]:

ΦNL = γL〈P〉, (2.51)

with the nonlinear coefficient γ=ω0n2/cA , 〈P〉 the average peak power over an area A and L the

length of the nonlinear medium. Hence, the PCF can be engineered to generate optical soliton

squeezed light from Kerr squeezing. This was demonstrated for the first time in 1996, achieving

up to 4.3 dB of amplitude noise reduction and an output power of 0.15 mW [130]. The dispersion

within the fibre can decrease the efficiency of the generation of the squeezed state, thus the fibre

can be engineered to generate a squeezed soliton where temporal and spatial dispersion can be

overcome by the non-linearity [28, 122]. Fig. 2.9(a) shows a diagram of the Kerr effect with the

PCF as a non-linear medium. The Sagnac interferometer allows the input beam to propagate

within the same non-linear medium with an anti-clockwise (AC) and clockwise propagation (C)

and was first proposed by Shirasaki & Haus in 1990 [137]. However, it has been demonstrated

that unbalancing the splitting ratio of the beamsplitter improves the noise reduction from the

squeezed state. The first to demonstrate Kerr squeezed light with an unbalanced non-linear

interferometer with a Sagnac configuration was Schmitt et al. in 1998 [129]. In their work,

they demonstrated that the highest noise reduction achievable can be done with a splitting

ratio 92.5 : 7.5, where we approach it in Fig. 2.9(a) with a splitting ratio of 90 : 10. A bright

coherent beam (AC) interacts with a medium triggering the χ(3) non-linearity. Through self-phase

modulation (SPM), the coherent input state is rotated by an angle depending on its amplitude

in the quadrature space as shown on Fig. 2.9(b). To generate an amplitude squeezed state of
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light, SPM is not sufficient and the state needs to be displaced to allow a noise reduction in the

direction of the amplitude quadrature [86, 95, 139]. Thus, another coherent beam (C) not bright

enough to trigger the non-linearity of the medium propagates clockwise within the interferometer

and interfere with the AC pump beam at BS. The interference between the two directions of

propagation results in a displacement of the AC beam in the quadrature space, ending up with

an amplitude-squeezed state at the output of the Sagnac interferometer as shown in Fig. 2.9(c).

Finally, the PCF used in chapter 4 to demonstrate precision enhancement for absorption

microscopy with bright amplitude squeezed light can generate up to −4 dB of noise reduction

(simulation from [14] for this specific fibre), but with the loss and the third order chromatic dis-

persion, a maximum of ∼−1.6 dB amplitude squeezed light can be experimentally achieved [14].

A difference between the theoretical noise reduction and the experimental achievements was

reported and it was caused by the third-order dispersion of the ultra-short pulses [14]. The third-

order dispersion broadens the optical pulses and decreases the power of the light propagating

within the PCF. Therefore the non-linear interaction is weakened and the generation of amplitude

squeezed light depending on this non-linear process is degraded.

FIGURE 2.9. Kerr squeezing for photonic crystal fibre. (a) A bright coherent beam
propagates anticlockwise (AC) within the Sagnac interferometer within a medium
to trigger the χ(3) non linear effect. Via self-phase modulation, the coherent beam
experiences noise reduction as shown in (b). A second beam propagates within the
Sagnac in the clockwise direction and is not bright enough to trigger χ(3) effect.
At the beamsplitter, the C and AC interfere, resulting in a displacement in the
quadrature space of the AC beam to be amplitude-squeezed as shown in (c).
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2.5.2 Detection of the squeezed light

In chapter 4 direct detection is used to detect squeezed light. In most of the experiments using

squeezed light, homodyne detection with balance detectors is preferred over direct detection. It

allows comparison of the signal beam (squeezed light) to a reference beam (local oscillator, LO) by

interfering them on a beamsplitter and measuring the subtraction from balanced detectors [131].

By adjusting the relative phase between the beams, it is possible to select the quadrature that

we wish to measure. However, this requires a local oscillator brighter than the signal beam. This

is because the subtracted photocurrent is proportional to the intensity of the LO, increasing

the signal-to-noise ratio for bright LO [68]. Therefore, due to the brightness of the signal beam

∼ 200µW (corresponding to a peak power of 25 W), direct detection has been chosen instead of

homodyne detection.

The direct detection uses PIN detectors (Thorlabs, PDB440A-AC) with a quantum efficiency

(QE) of ηq = 0.85. The QE corresponds to the ratio between the number of photon propagating

to the detector and the number of electron converted via the photoelectric effect. Not detecting

a photon is the same than losing the photon from absorption within the experiment. Therefore,

a detector with a QE of η can be seen as a perfect detector with a beamsplitter exhibiting a

transmission p
η [95]. Because squeezed light does not perform well with loss as discussed in

section 4.5.1, a high QE is necessary and it was the reason why these detector has been chosen.

Compared to the APDs from Fig. 2.7, PIN detector is a semiconductor composed of two heavily

n-type and p-type doped regions with an undoped intrinsic region in between. The reverse voltage

does not need to be as high as in the case of the APD as there is no avalanche multiplication in

the detection of the photons. Because of the absence of the avalanche process, PIN detectors are

less sensitive than APDs but can deal with higher level of brightness [84].
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3
SUB-MICROMETRE AXIAL PRECISION DEPTH IMAGING WITH

ENTANGLED TWO-COLOUR HONG-OU-MANDEL MICROSCOPY

The Hong-Ou-Mandel (HOM) effect is a widely known and used quantum interference that has

proved its usefulness in quantum photonics. When two indistinguishable photons are transmitted

toward two different inputs of beamsplitter, the photons exit through the same output (they

bunch) as the relative arrival time of the photon is reduced to zero. Therefore, it has been

originally discovered to measure subpicosecond time interval (t) between two photons (and by

consequence the length of the photon wave packet) produced by spontaneous parameter down

conversion. Hence, HOM interference is of interest to generate NOON states, showing a quantum

advantage in the sensitivity for phase estimation [5, 75] or for quantum imaging [77, 108].

Quantum computing has taken advantage of HOM interference for photonic two-qubit quantum

logic gates [70, 107, 115] and it is the underpinning physical phenomena of optical quantum

computational advantage experiments [170].

For applications of the HOM effect to imaging and sensing, more recent demonstrations have

extracted higher sensitivities to measure t with attosecond precision [99], and have utilised the

effect for polarisation measurements [67], spectroscopy [36], multi-mode depth imaging [106]

and refractive index measurement [120]. In these works, the Cramér Rao bound (CRB) relates

the Fisher information (F (t)) to the variance (σ2
t ) of a measurement through the inequality

σ2
t ≥ 1/F (t). The limit of this bound quantifies the maximum achievable precision σt for an

unbiased estimator measuring t. F (t) can be modelled from analytic probability functions Pi(t),

with {i = 11, 02, 20} corresponding for the bunching and anti-bunching events describing the

HOM interference:

F (t)=∑
i

1
Pi(t)

(
∂Pi(t)
∂t

)2
, (3.1)

which highlights the dependence on the maximum precision bound on the shape of the interference
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features given by Pi(t). For degenerate photons, F (t) can be increased by broadening the photon

spectrum to yield steeper HOM interference features [99]. However, increasing the bandwidth

of photons leads to a tradeoff between measurement precision and dynamic range, while highly

broadband photons can also exacerbate complications arising from dispersion in the apparatus

optics. While sensitivity to dispersion is addressed by some terahertz pulsed imaging techniques

which are widely use in bio-imaging, these can suffer from other issues such as comparatively poor

lateral and axial resolution [33, 73, 161]. More broadly, for many high-precision classical imaging

techniques, such as super-resolution microscopy, the intensity of illumination required to achieve

sub-micron level precision is between 8 and 12 orders of magnitude greater than the microscope

proposed in this chapter [114, 128]. Consequently, the HOM microscope can reach a higher Fisher

information per photon, which can be an important consideration for photo-sensitive samples

and can otherwise be a limiting factor for measurement precision. In this chapter, the alternative

to increase the HOM interferometer sensitivity is to use an entangled two-colour state [35, 118]

where a beat note within the interference appears for which its frequency is given by the spectral

separation of the downconverted photons. The frequency separation is controlled by changing

the temperature of a single non-linear crystal, changing the phase-matching condition of the

spontaneous parametric down conversion process. It allows a detuning from 0 to 30 THz (60 nm)

without tuning the wavelength of the pump laser.

The chapter is written as follows: first, depth imaging with Hong-Ou-Mandel interferometry

is described in section 3.2. It shows how HOM interferometry can achieve depth imaging by

monitoring the relative time delay induced by the thickness of a sample, where 2D imaging

is performed with confocal microscopy. Section 3.3 is dedicated to parameter estimation. It

investigates an estimator based on Bayesian inference, and then a maximum likelihood approach

is used to infer the relative thickness of the sample from the output of the HOM interferometer.

The Fisher information is defined and shows through the Cramér-Rao bound that the estimator

used is optimal by saturating the bound. Sections 3.4 and 3.5 describe the two photon pair source

used for HOM interferometry. It shows that by using a two-colour entangled photon pair source,

one can achieve a beat note within the HOM interference, increasing the Fisher information

and therefore the precision of the microscope. Section 3.6 demonstrates depth imaging with a

two-colour entangled state where sub-µm axial precision is experimentally demonstrated with

104 photon pairs detected. The performances of the microscope are experimentally characterised

with the use of the Fisher information. Finally, section 3.7 proposes future work to improve the

performance of the microscope based on the experimental results from the previous sections.

It describes HOM microscopy with high dynamic range for single-shot measurement whilst

fringe ambiguity can be avoided, delivering a robust quantum microscope with ∼ f W probe of

illumination on a sample with high resolution. This could enable depth imaging for live biological

samples that are highly sensitive to light exposure.
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3.1. STATEMENT OF THE WORK

3.1 Statement of the work

Alex McMillan was my day to day supervisor. Jonathan Matthews was the coordinator of the

experiment. The single-mode filtering and the wavelength-entangled photon pair source to

achieve a beat note within the HOM interferometer were his ideas. The degenerate photon pair

source and HOM interferometer was originally built by Mateusz Piekarek, where I applied some

modification, changed components and the architecture of the HOM to make it more compact

and brighter. I designed and built the wavelength-entangled photon pair source. I did the active

phase-locking, where Giacomo Ferranti kindly lend me the PID controller from his experiment.

I did the data acquisition/analysis. I designed the KET sample and Jorge Monroy-Ruiz made

it. The fish scale was given by Martin Genner from the University of Bristol. Section 3.6.5 and

3.6.6 relate to the published manuscript with the doi:10.1103/PhysRevA.108.023726, and this

manuscript is from my work made during my PhD.
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3.2 Quantum imaging with Hong-Ou-Mandel microscopy

As discussed in section 2.4.2, the Hong-Ou-Mandel (HOM) effect is a two-photon quantum interfer-

ence characterised by an increase in the measured bunching coincidence rates (n20 and n02) and

a decrease of the anti-bunching coincidence rate (n11) at the output of the interferometer when

the two photons become indistinguishable. It was originally used to measure a subpicosecond

time delay between two photons of the same pair [72]. The two photons become indistinguishable

when they exhibit the same polarisation, the same spatial mode, the same wavelength (if the

input state is wavelength-entangled, the indistinguishability is still maintained despite different

wavelengths between the two photons, see section 2.4.2.3) and the same time of arrival at the

beamsplitter (BS). Depth imaging with such quantum interference is possible due to the variation

in thickness on a semi-transparent sample. Fig. 3.1(a) shows a HOM interferometer where each

FIGURE 3.1. Hong-Ou-Mandel microscope. (a) HOM interferometer with the ref-
erence photon (input C with a translation stage to control the coarse delay dt),
and the probe photon (input D with the sample between two lenses in a confocal
configuration). The anti-bunching coincidence counts (N11) are monitored while
the sample is raster scanned in a 2D-plane with motorised stages. (b) Time of prop-
agation τ for both photons. The probe photon (from input D) propagates through a
medium with a refractive index n2 ̸= n1 and a thickness ∆L.

photon of a pair is transmitted through the input path C and D. A semi-transparent sample

with a thickness ∆L and with a refractive index n2 is added on the input path D. The sample is

between two lenses in a confocal configuration and allow raster-scan imaging by translating the

sample on a 2D plane orthogonal to the direction of propagation of the probe photon. Fig. 3.1(b)
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illustrates the travel time τ for both photons before they reach the BS and which are given by:

t1 = d1n1

c
, (3.2)

t2 = (d2 −∆L)n1

c
+ ∆Ln2

c
, (3.3)

where c is the speed of the light, n1 is the refractive index of air, d1 and d2 are, respectively, the

length of the inputs C and D paths before the BS. Hence, the time difference between the two

photons ∆t is given by:

∆t = n1∆d
c

+ ∆L
c
∆n, (3.4)

where ∆d = d2 −d1 and ∆n = n2 −n1. The change in the temperature can cause a variation in

the optical length of the fibres used in the HOM microscope affecting ∆d, however because the

temperature of the environment is controlled ∆d <<∆L. We can assume that only the variation

in thickness ∆L of the semi transparent sample causes variation in the relative time delay ∆t,

which can be inferred by monitoring the anti-bunching coincidence counts N11 at the output of

the interferometer.

FIGURE 3.2. Depth imaging with Hong-Ou-Mandel interference. (a) Sample with
variation in its thickness ∆L between two steps (blue and yellow). (b) N11 are
monitored whilst the coarse delay from Fig. 3.1(a) on input C moves toward the
beamsplitter when the probe photon transmit through the yellow step (red plot)
and blue step (magenta plot). Then, the coarse delay is set to a position (blue
dashed line) and the N11 for each step are monitored (red dashed line for yellow
step and magenta dashed line for blue step). (c) N11 for both steps is reported to a
reference interferogram (half fringe in black). The time delay τ for each step can
be inferred from it.

Fig. 3.2 shows how the variation in the thickness ∆L is measured with HOM microscopy on a

semi-transparent sample. In (a) the sample exhibits a variation in thickness on two steps in the

shape of a "KET". The probe photon from Fig. 3.1(a) on the input D is transmitted through two
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different steps, either the yellow step (red arrow) or the blue step (magenta arrow). This can be

done by moving the translation stages holding the sample in the confocal microscope. Panel (b)

reports their corresponding interferogram by monitoring N11 in both cases whilst the translation

stage on C moves toward the BS. The horizontal shift is caused by the relative time delay between

these two steps caused by the thickness ∆L of the sample. It is equivalent to removing the sample

and adding a fine translation stage for which between the two measurements the translation

stage has been moved by ∆L = c∆t/∆n from Eq. (3.4). Taking HOM interferences for every single-

pixel of the sample to compare the time shift between every interferogram would be too long

and unnecessary as the amount of Fisher information would not be optimised. Subsequently,

the coarse delay (blue dashed line) is set to a position within the dip to avoid fringe ambiguity.

Fringe ambiguity occurs when the measurements between each pixel are not within the same

half fringe of the interference 1. Fig. 3.2(c) displays the measurements of the N11 from both steps

(red and magenta dashed lines) on a reference HOM interferogram and we assume no fringe

ambiguity. Fringe ambiguity can be avoided from two pieces of knowledge: 1) the half-period of

the HOM interference, and 2) the order of magnitude in the variation thickness which can be

approximated from the shift of the two interferograms in (b). Afterwards, depth imaging with

HOM interferometry can be done by monitoring the anti-bunching coincidence counts for every

pixel by raster-scanning the sample in the confocal microscope.

Furthermore, the HOM microscope presented in this thesis has one single-mode fibre between

the sample and the BS to filter the spatial mode after transmission of the probe photon. Otherwise,

due to the roughness of the sample, the photon transmitting through the sample has its path

slightly deviated. This path deviation will cause a miss overlapping of the spatial mode at

the BS between the two photons interfering, and therefore it will decrease the visibility of the

interference. Because this strategy of measurement relies on counting coincidences whilst the

sample is raster-scanned, there is no way to distinguish a drop of coincidence counts either due to

the thickness of the sample or due to a drop of visibility. Therefore the miss-overlapping of the two

photons will cause artefacts to the measurements (see section 3.6.2). For such an entangled input

state, the HOM interference exhibits a beat note with a frequency of oscillation proportional

to the frequency separation between the signal and the idler (discussed in section 2.4.2.3).

Thus, the Fisher information can be tuned by controlling the wavelength separation of the two

photons, increasing the precision and the dynamic range of the microscope whilst fringe ambiguity

can be avoided. This imaging technique can provide depth imaging with confocal microscopy

experimentally demonstrated in the section 3.6.5 and where sub-µm axial precision has been

demonstrated with ∼ 104 photon pairs detected in the section 3.6.6.

1Note: In the absence of the beat note, the term "half-fringe" corresponds to one half of the HOM interference.
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3.3 Parameter estimation

As discussed previously, the variation in the sample’s thickness ∆L is inferred from the change

in the anti-bunching coincidence counts N11 at the output of the interferometer. As the HOM

effect depends on the detection of coincident photons, all results in this section (and chapter)

estimating the relative time delay measured with the interferometer consider only photons which

are post-selected on successful detection. Hence, P(N11|t) is the probability to detect N11 photons

function of the relative time delay t, where:

P(N11|t)+P(N02|t)+P(N20|t)= 1. (3.5)

N02 and N20 are the bunching coincidence counts, and for N photon pairs detected, we have:

N11 +N20 +N02 = N. (3.6)

In this section, the Bayesian approach has been investigated to estimate the parameter t

over the distribution of the photon pairs between the anti-bunching and bunching states. Then a

frequentist approach with a maximum-likelihood estimation is introduced, explaining how the

thickness of the sample can be inferred from the output of HOM interferometry. Furthermore,

the Fisher information is used to quantify the performances of such estimator, for a degenerate

and two-colour entangled state where the estimator is considered as optimum by saturating the

Cramér-Rao bound. Finally, a method using the Klyshko efficiency is described and has been

used in this chapter to avoid any artefacts within the estimations due to unbalance detections

caused by misalignment between the two outputs of the HOM interferometer.

3.3.1 Bayesian inference approach

The Bayesian inference is a method of statistical inference, derived from Bayes’ theorem (see

section 2.3.1) [155]. It consists of assuming a probability distribution for the parameter t over

the observable N11 that we measure from Hong-Ou-Mandel (HOM) interferometry. Then, for

each measurement, the density probability to estimate t dependent on N11 is updated after each

measurement and correspond to one Bayesian loop. A Bayesian loop can be repeated several

times to decrease the standard deviation (i.e. the error) of the measurements until the desirable

resolution is reached. The numerical simulation for the Bayesian inference is modelled by two

main functions.

The sampling function shown in Fig. 3.3 models the measured probability of the anti-bunching

coincidence counts Pm11 from HOM interference. First, a number of downconverted photon pairs

Ntot is generated. Spontaneous parametric down conversion (SPDC) is the non-linear effect

considered in this chapter to generate the photons pairs. SPDC is a low efficient process, and

therefore the generation of Ntot follows a Poissonian distribution with λ= N, corresponding to

the average of photon pairs generated for each trial. Then, the anti-bunching coincidence counts
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N11 and the bunching coincidence counts N02 and N20 are sampled from the HOM interference

modelled by a binomial distribution B(Ntot,P11), where P11 is the probability of the HOM

interferometer to output N11, for an input Ntot of photon pairs in the interferometer. Afterwards,

to model the detection of the bunching and anti-bunching terms, quasi photon number resolving

detectors scheme (PNRDS) is modelled through binomial distributions. Each state is detected

with a probability D i, where i refers either for N11, N20 or N02. The detection of probability

depends on the loss and the detection efficiency of each single photon detector. Not detecting

a photon because the photon is lost during its travel time is equivalent to not detecting the

photon because of the detector inefficiency. For the bunching state, due to the PNRDS there is

an intrinsic loss of 1/n for a scheme splitting each output of the interferometer into n different

channels with a single photon detector at the end of each of the channels. This intrinsic loss is

due to the probability of both photons from the bunching state to be transmitted to the same

channel, subsequently the state cannot be resolved from a single photon detector. Finally, the

FIGURE 3.3. Sampling functions diagram. Numerical simulation of the sampling
method. The downconverted photon pairs are generated through SPDC process
following a Poissonian distribution. Then, following a binomial distribution, anti-
bunching (N11) and bunching coincidence (N02 and N20) counts are sampled. HOM
interference is given by Eq. (2.48) (left axis, blue trace) with its corresponding
Fisher information (right axis, orange trace) whilst the red dots correspond to
coordinates where the Fisher information is not defined due to the discontinuity
of the HOM function. The detection is done with quasi-photon number resolving
scheme following a binomial distribution with their probability D to be detected.
Then, the coincidence counts are normalised where the probability of detection for
each coincidence counts can be estimated through Klyshko coefficients K (defined
in section 3.3.5).
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bunching and anti-bunching detected coincidence counts are normalised with the use of Klyshko

efficiency as described in section 3.3.5. The probability Pm11 is given by:

Pm11 = Nm11

Nm11 +Nm02 +Nm20
, (3.7)

where Nmi corresponds to the coincidence counts of the anti-bunching or bunching state after

correction from Klyshko coefficient, whilst the bunching state are corrected from the intrinsic

loss caused by the PNRDS.

To sample from a binomial distribution MATLAB uses the n-choose-k function given by:

Cn
k = n!

k!(n−k)!
. (3.8)

For a large number of photons Ntot (n), this can take very long to compute. Therefore, to decrease

the time of computation, the Stirling’s approximation is used and given by [121]:

ln(n!)≈ n ln(n)−n, (3.9)

hence we can write

Cn
k ≈ nn

kk(n−k)(n−k) . (3.10)

FIGURE 3.4. Bayesian function diagram. First the Prior is defined by a uniform
distribution U

(
0, 1

2
)
. Then, the probability of anti-bunching coincidence counts

Pm11 is estimated using the sampling function from Fig. 3.3. The Likelihood
distribution L is computed. Finally the new Prior for the next Bayesian loop is
given by the Posterior = Prior×L

Secondly, Fig. 3.4 describes the script modelling the Bayesian update. The probability of the

anti-bunching coincidence counts P11 is between 0 and 1/2 for HOM interference with degenerate

photon pairs. Thus the Prior can be defined by an uniform distribution U(0,1/2) where P11 can

take any value within this interval. Then Pm11 is sampled from the sampling function described
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on Fig. 3.3. Afterwards, a likelihood estimation from the measured outcome Pm11 is inferred.

The likelihood function L is a binomial distribution and is given by:

L (p|n,k)=
(
n

k

)
pk(1− p)(n−k), (3.11)

where p is the probability of measuring the anti-bunching coincidence counts given by Pm11,

n is the total number of photon detected given by Nm = Nm11 +Nm02 +Nm20 and k the total

number anti-bunching coincidence counts detected Nm11. Because the number of photons is

large (Nm >> 1), we can use the central limit theorem where the likelihood function can be

approximated to a normal distribution N (µ,σ2) with [27]:

µ= Pm11 (3.12)

σ2 = Pm11 × 1−Pm11

Nm
(3.13)

N (µ,σ2)= 1

σ
p

2π
e−

(x−µ)2

2σ2 . (3.14)

Finally, the Posterior is updated by multiplying the Prior to the likelihood L and it gives the

Prior for the next Bayesian update, also called Bayesian loop.

FIGURE 3.5. Numerical simulation for Bayesian inference. (a) Each trace is the
anti-bunching probability P11 estimated using the sampling and Bayesian function
described in Fig. 3.3 and Fig. 3.4 for each step of the Bayesian loop. (b) Calculated
standard deviation from (a) between the traces for each step of the Bayesian loop
and the true value P11. The function is fit following a power function f = axb

according to Eq. (3.13), with a = (4.68±0.03)×10−3 and b = (−5.02±0.02)×10−1

and a R-square of 99.92 %.

With these two functions described above, the probability P11 is estimated for HOM inter-

ferometry. The parameter N from the sampling function corresponds to the number of photon
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pairs generated by the non-linear crystal for each trial and it follows a Poissonian distribution.

This parameter takes in account the loss from the heralding efficiency and the coupling efficiency

between fibres before the detection. Increasing the heralding and/or the coupling efficiencies

results of having more photons pairs per second and will help to achieve a better precision for

a smaller acquisition time. This imaging technique requires monitoring P11 for each pixel of

the sample, therefore assuming a long acquisition time is not realistic. The measurements in

this chapter were ∼ 104 photon pairs detected for an acquisition time of 0.5 s. Hence, for this

simulation, N = 5000 is chosen and corresponds to a data acquisition of 0.25 s per pixel for a

source with the same brightness than the one reported in this chapter. The second parameter

is P11 which has been set to P11 = 0.04. It corresponds to a probability of distribution where

the Fisher information is high, and therefore the precision on the estimate can be maximised.

The probability distribution of the HOM interference is given by Eq. (2.44) in this simulation

and is characterised from a V-shape function due to the nature of the quasi phase-matching

(see section 2.4). The visibility of the interference is set to 95% and corresponds to the best

visibility achieved with the HOM interferometer presented in the experimental section of this

chapter. Changing the shape or the visibility of the HOM interference will change the Fisher

information and the probability for which the Fisher information is high. However, in an ex-

periment this knowledge is accessible by scanning a HOM interference before processing the

raster-scan imaging on the sample. The third parameter is the efficiency of the detector η. The

single photons detectors used in this chapter are avalanche photodiode detectors, operating at

wavelength λ∼ 800 nm. At this wavelength, the efficiency of the detector is ∼ 60 %. Then, a total

of 8 detectors is used for the PNRDS (4 for each output). From this scheme, we know that 25 %

of the bunching state will not be resolved and this number is used to correct the intrinsic loss.

The detection scheme for this simulation uses the same characteristics of the experimental setup

from this chapter, where the efficiency ηi of the ith detector is randomly chosen by following an

uniform distribution U(0.55,0.65).

Fig. 3.5(a) shows an estimate of P11 with the two functions described above. The eqstimates

are plotted for each step of the Bayesian inference with a total number of 200 Bayesian loops. This

has been repeated 1000 times to model the behaviour of the Bayesian inference. We can see that

the estimates converge to the true value P11 = 0.04 when the number of Bayesian loops increases.

Then, using these 1000 traces, the standard deviation around the true value is calculated for

each number of the Bayesian loops and the results are reported in Fig. 3.5(b). The data points are

fit to a power function f (x)= axb, with a = (4.68±0.03)×10−3 and b = (−5.02±0.02)×10−1 for a

confidence interval of 95% and a R-square of 99.92 %. We can see that the standard deviation

σ is dependant of the square root of the number of Bayesian loop. The number of detected

photons pairs for each step of the Bayesian inference is ∼ 1400 (according to the efficiency of

the detectors and the intrinsic loss from the PNRDS). Hence, we can see that the dependence

of the standard deviation is ∼ 1/
p

Nm as we would expect it from Eq. (3.13). This corresponds
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to the shot-noise limit for which the standard deviation for N measurements is proportional to

the inverse square root of the number of photons (σ∼ 1/
p

N ). Therefore, the Bayesian inference

is shot-noise limited and a Bayesian inference of N loops in this simulation is equivalent to the

frequentist interpretation with one measurement and the same number of detected photon pairs.

Subsequently, the estimates in the following sections are not using the Bayesian inference for the

reasons cited previously.

3.3.2 Maximum-likelihood estimation

HOM interference leads to a probability distribution P11 of the anti-bunching coincidence counts

N11 for a relative time delay t between the two photons interfering at beamsplitter. As discussed

in the section 2.4.2, for a type-II non-linear crystal P11 is defined by:

P11 =
{

1/2× [
1−α(

1− ∣∣ t
τ

∣∣)] , for |t/τ| ≤ 1

1/2, for |t/τ| > 1
(3.15)

Where α is the visibility of the HOM interference and τ the temporal width of the photons. After

the interference, three outcomes are possible; 1) each of the photon anti-bunch (N11), 2) photons

bunch in one output of the interferometer (N02) and 3) photons bunch in the other output of the

interferometer (N20). Hence, we have: ∑
i

Pi = 1, (3.16)

with i = {11,02,20}. P02 and P20 are equiprobables, therefore from Eq. (3.16) we can find:

P02 = P20 = 1−P11

2
. (3.17)

As the HOM effect depends on the detection of coincident photons, all results in this chapter

for estimating the thickness of the sample consider only photons which are post-selected on

successful detection. N02 and N20 are measured by counting coincidences between two detectors

from the same output with quasi-photon number resolving detectors scheme (PNRDS) (see

section 3.6.3), whilst N11 corresponds to coincidences between two detectors of different outputs

of the HOM interferometer. Experimentally, we can extract the probability P11 by measuring the

coincidence counts:

P11 = N11

N11 +N02 +N20
. (3.18)

where N02 and N20 are corrected from the intrinsic loss given by the detection technique of the

bunching events with PNRDS. Furthermore, an uneven coupling efficiency of each output channel

can lead to errors in the estimation of the measured P11 and is corrected by normalising the data

with the use of Klyshko efficiency (see section 3.3.5) [87].

In this chapter, HOM interferences are realised with a two-colour entangled photon pair

source to increase the precision of the measurements. For such an input state, Eq. (3.15) is

42



3.3. PARAMETER ESTIMATION

rewritten to:

P11 =
{

1/2× [
1−α(

1− ∣∣ t
τ

∣∣) cos(2π∆νt+φ)
]
, for |t/τ| ≤ 1

1/2, for |t/τ| > 1
(3.19)

Where ∆ν is the frequency separation of the downconverted photons and φ the phase between

the two sub-states (see section 2.4.2 for more details). P11 is estimated from experimental data,

then with a fit using Eq. (3.19) of the HOM interference initially measured before depth imaging,

the time delay t is found numerically. The fit of the interference is done via a script calculating

the L2-norm cost function C2(α,∆ν,τ,φ) for each list of parameters (α,∆ν,τ,φ). We write:

C2(α,∆ν,τ,φ)= 1
N

N∑
i=1

(
HOM(i)

F −HOM(i)
M

)2
. (3.20)

The unique solution is given by an unique list of parameters minimising Eq. (3.20). HOM(i)
F is

the estimated fit of the P11 function of the list of parameters and HOM(i)
M is the experimental

P11 from N measured data points that the script is initially trying to fit. The L2-norm cost

function calculates an unique solution via Euclidean distance and is more robust compared

to the L1-norm cost function, justifying why it was been chosen over L1. To make the script

faster, the parameters can be initially estimated. First, the visibility α can be calculated from

the maximum and minimum of N11 within the interference. The frequency separation ∆ν is

calculated from a Fourier transform of the interference. This does not work very well for low

frequency (≤ 0.10 THz) where the frequency is too low and not enough periods are within the

HOM interference to give a good approximation. The parameter τ is inferred from the temporal

width of the photon and is known to be τ= 5.5 ps. Finally, φ can be initially guessed by looking

at the number of anti-bunching coincidence counts for t = 0. The interference fringe on which

the measurements are done is known from the fit and the coarse delay which is chosen before

depth imaging. Then, within this half-fringe period, the relative time t can be associated with

each measured P11. Finally, using Eq. (3.4) and assuming ∆d = 0, the relative thickness of the

sample for a difference in the refractive index ∆n = n2 −n1 is given by:

∆L = c
∆t
∆n

. (3.21)

3.3.3 Fisher information

As discussed previously, the variation in thickness within the sample ∆L is inferred from the

relative time delay ∆t after fitting the HOM interference. The Fisher information F (t) quantifies

the information over the parameter t for the observed random variable N11 (see section 2.3.2).

Furthermore, it has been discussed that F (t) gives a bound on the variance σ2
t and is known as

the Cramér-Rao bound (CRB). Thus, F (t) can be used to quantifies the precision on the HOM

microscope, where it is important to maximise it to achieve the best precision for the estimation

of the parameter.
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Using the definition of F (t) from Eq. (2.12), we have:

F (t)= 1
P11

(∂tP11)2, (3.22)

with P11 the probability to detect anti-bunching coincidence event for a given relative time delay

t and ∂t the first derivative over the variable t. However, in this chapter the bunching coincidence

counts N20 and N02 are monitored to normalise the measurements. Hence, the corresponding

Fisher information is given by:

F (t)=
n∑
i

(∂tPi)2

Pi
(3.23)

with i = {11,02,20} corresponding to the anti-bunching and bunching events. As mentioned

previously, in this chapter we only consider successful event. From the relationship between the

bunching and anti-bunching coincidence counts given by Eq. (3.17), we can write:

F (t)= (∂tP11)2
(

1
P11

+ 1
1−P11

)
(3.24)

where 1−P11 = P02 +P20 corresponding to the contribution of the bunching events on the Fisher

information. For a degenerate HOM interference, 0≤ P11 ≤ 1/2. Therefore, the contribution of the

bunching event on the Fisher information is negligible as (1−P11)→ 1 when t → 0, corresponding

to the maximum of F (t) for the anti-bunching event. However, for a two-colour entangled state,

the beat note within the interference makes the bunching and anti-bunching events oscillate

between 0 and 1 with a phase shift of Λ/2, where Λ is the period of the beat note. The contribution

of the bunching state on F (t) for the degenerate and non-degenerate with entangled two-colour

state for HOM interference can be observed on Fig. 3.6. For both graphs (a) for the two-colour

entangled state and (b) for the degenerate state, F (t)TOT corresponds to the total amount of

Fisher information by summing the contribution of the anti-bunching and bunching state (blue),

whilst F (t)bunch is the Fisher information from the bunching state only. For the two-colour

entangled state, the temporal width of the photon τ is set to 5.5 ps to correspond to the HOM

interference scanned in this chapter with a detuning ∆ν= 5 THz. For (b), τ has been chosen to

have the same maximum of F (t)TOT than (a). Note that due to the discontinuity of the HOM

interference (V-shape), F (t) is not defined for t = 0 and at the edge of the interference. The

visibility for the HOM interferences used to calculate F (t) is the same for both cases. First, we

can observe that the contribution on F (t) for the bunching state is much higher for the two-colour

entangled state than for the degenerate state. As discussed previously, where P11 oscillates

between 0 and 1 for an entangled two-colour state and with P22 = 1−P11, the HOM bunching

interference will oscillate too but with a phase shift of π. Because the contribution of the bunching

state for HOM interference with an entangled two-colour state are significant on F (t)TOT , in this

chapter quasi photon number resolving scheme (PNRDS) is used to measure the bunching terms

(see section 3.6.3). Therefore, F (t) can be maximised and the precision of the estimation can be

increased. Secondly, from this figure we observe that to achieve the same amount of F (t)TOT , the
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temporal width of the two-photon state needs to be way shorter than for the two-colour entangled

state. This reduces the width of the HOM interference from 3 mm for the two-colour entangled

state to ∼ 60 µm for the degenerate state. Hence, decreasing the temporal width to increase F (t)

has the consequence to decrease the dynamical range of the HOM microscope and is discussed

further in section 3.7.

FIGURE 3.6. Contribution of the bunching state on the Fisher information.
Fisher information per photon F (t) (blue trace) calculated from Eq. (3.24) for (a)
two-colour entangled state (detuning ∆ν = 5 THz, visibility α = 0.95, temporal
width τ = 5.5 ps) and (b) for a degenerate two photons state (visibility α = 0.95,
temporal width τ= 0.103 ps) for HOM interferometry. The contribution on F (t)
for the bunching state is shown by the orange trace. The temporal width τ for the
degenerate HOM interference on (b) is set to have the same FTOT between (a) and
(b).

In this chapter, the axial precision of the microscope is characterised with a Fisher information

analysis. If the number of photon pairs detected is increased, either due by a brighter source or

by reducing the loss within the experiment, the precision of the estimate will improve. Therefore,

to compare measurements with different number of photon pairs detected, F (t) is multiplied

by the number of photons detected N to calculate the total amount of Fisher information per

measurements. Therefore we define:

N ·F (t)= (∂tP11)2
(

N11

P11
+ 2N02 +2N20

1−P11

)
. (3.25)

The contribution from the bunching events is limited by its detection scheme used to detect them

(see section 3.6.3), where there is an intrinsic loss of 25% in the detection of the bunching events.

Improving the method of detection with photon resolution number or by increasing the number
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of single photon detectors for PNRDS could improve the precision of the measurements. Finally,

the Fisher information defined by Eq. (3.25) is used in this chapter to characterise a theoretical

limit on the precision from the measurements via the Cramér-Rao bound defined in section 2.3.2.

Finally, Fig. 3.7 shows the maximum F per photon whilst the frequency separation between

the signal and the idler increases. F has been calculated numerically for the parameter τ and

α reported in the experimental section. Increasing the frequency of the beat note improves

the precision of the measurements from the CRB (see section 3.3.4) by increasing the Fisher

information per photon. The two-colour entangled photon pair source for HOM microscopy can

provide tuneability of the precision on the measurements.

FIGURE 3.7. Maximum F per photon function of the detuning. Maximum of
the Fisher information per photon F calculated from Eq. (3.24) for a two-colour
entangled state whilst the frequency separation increases (x axis).

3.3.4 Saturation of the Cramér-Rao bound

An estimator becomes optimal when it saturates the Cramér-Rao bound (CRB) (see section 2.3.2).

To saturate the CRB, the following equality must be satisfied:

σ2(t)= 1
NF (t)

, (3.26)

where σ2(t) is the variance of the estimated parameter t and F (t) its corresponding Fisher

information calculated from Eq. (3.23) for N repetitions. The relative time t is inferred from the

probability outcomes P11 from Eq. (3.15) for a degenerate two-photon state. Hence, we have [91]:

σ2(t)=
(

2τ
α

)2
σ2(P11), (3.27)
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where α is the visibility of the interference and τ the temporal width of the downconverted

photons. The variance of P11 can be calculated by propagating the error and it gives [91]:

σ2(P11)= (∂N11 P11)2σ2(N11)+ (∂N22 P11)2σ2(N22) (3.28)

with ∂i the partial derivative over the parameter i, N11 the monitored anti-bunching coincidence

counts and N22 = N02 + N20 the bunching coincidence count. On the other hand by using the

definition of the Fisher information from Eq. (3.23) and P11 given by Eq. (3.15) we have:

F (t)=
( α
2τ

)2 1
P11(1−P11)

, (3.29)

with P11 experimentally extracted by Eq. (3.18), we have::

F (t)=
( α
2τ

)2 N2

N11N22
, (3.30)

with N = N11+N22 the total of photon pairs detected. From the definition of the variance P11 given

by Eq. (3.28), we assume the random variables N11 and N22 following a Poissonian distribution.

This is due to the low efficiency of the generation of the photon pairs from spontaneous parametric

down conversion. Hence we have σ2(N11)= N11 and σ2(N22)= N22. Therefore, from Eq. (3.28) we

can write:

σ2(P11)= 1
N

N22N11

N2 . (3.31)

Finally, by combining Eq. (3.27) with Eq. (3.28), we find:

σ2(t)= 1
N

× 1
F (t)

. (3.32)

The Eq. (3.26) is saturated, where the variance of the parameter extracted experimentally

is equal to the Cramér-Rao bound. Furthermore, the outcome of HOM interference follows a

binomial distribution, with the probability P11 corresponding to the probability to measure an

anti-bunching event N11. The estimator given by Eq. (3.15) is then unbiased, as the estimator of

a binomial distribution is unbiased [91]. We can conclude that the estimator used in this chapter

for a degenerate HOM interference is optimum over the parameter t. Finally, for a two-colour

entangled state, P11 is given by Eq. (3.19). Because the Fisher information is maximised for t → 0,

therefore we have cos(2π∆νt)→ 1 when t → 0. Hence, the calculation for such an input state are

similar, consequently the CRB is saturated too for a two-colour entangled photon pairs source for

HOM interferometry.

3.3.5 Correction with the use of Klyshko efficiency

Fig. 3.8(a) shows a 1×4 fused fibres coupler (splitter) after each output of the HOM interferometer

with single photon avalanche photodiode detectors (APD) at the end of them. Detection of a

coincidence event between two detectors of the same output results the detection of a bunching
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event (N20 for the top and N02 for the bottom), whilst the detection of a coincidence event between

two detectors of two different outputs results in the detection of an anti-bunching event (N11).

The detection of the bunching event is possible due to the splitter where a photon has a 25%

chance to be transmitted to one of the four channels2. We can understand from it that for this

detection scheme there is a 25% chance (4× (25%)2) for both of the photons (signal in blue and

idler in red) to be transmitted to the same channel and not being resolved by an APD. Hence,

before normalisation of N11 with Eq. (3.18), the bunching coincidence counts are corrected to this

intrinsic loss of the PNRDS used in this chapter.

FIGURE 3.8. Quasi photon number resolving scheme & normalisation through
Klyshko coefficient. (a) Each of the HOM output is followed by a 1×4 fused
fibre coupler (splitter) to resolve bunching coincidence counts. Coincidence between
detectors of the same output results to a detection of the bunching event whilst
detection of coincidence between two detectors of two different outputs result to
the detection of a anti-bunching event. (b) Example of an experimental charac-
terisation of the transmission η1 from the Klyshko coefficients calculated from
anti-bunching coincidences on the HOM interferometer for a time delay |t| >> τ.
These measurements are repeated for all other channels with their corresponding
coincidence events.

Miss-alignment and unbalanced loss between the two outputs of the HOM interferometer

might lead to errors within the parameter estimation. Therefore, to estimate the loss in the mi-

croscope, the Klyshko efficiency [87] is implemented to calibrate N11, N02 and N20 by measuring

the transmission η for each of the output channels. To characterise the transmission η of each

channel, the coarse delay of the HOM interferometer tHOM is set to be large enough where no

interference occurs giving P11 = 1/2. Fig. 3.8(b) shows an example of how η1 is experimentally

2also called PNRDS for pseudo (or quasi) photon number resolving detectors scheme
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characterised. The signal and idler (respectively represented by a blue and red dots) will be

transmitted through one of the channels when the coincidence between the detector 1 and any

detector from the output 2 is monitored. We have:

C1 = η1
∑

j
η jC1 j, (3.33)

where C1 j are the coincidence counts with no loss between the channel 1 and j with j = 5, 6, 7, 8

and C1 all coincidence events measured between the channel 1 and the channel j. Then, for the

single counts we can write:

S j = η jS j, (3.34)

where again, S j corresponds to the single counts with no loss of the channel j. Assuming that the

photons we are detecting are only from the spontaneous parametric down conversion process,

then every single counts is associated with another photon, either detected (giving a coincidence)

or lost (giving a single count). Then, for any channel j we can write:

S j = C1 j. (3.35)

Because the measurements are done at the output of the HOM interferometer with P11 = 1/2, 1/3

of the single counts will be from the contribution of the anti-bunching coincidence C1 and 2/3

from the bunching coincidence counts that we are ignoring. Therefore, by combining Eqs. (3.33),

(3.34) and (3.35) we finally have:

η1 = 1
4

8∑
j=5

C1 j

2/3 ·S j
. (3.36)

We can generalise this to every channels from the output of the interferometer to

ηi = 1
4

8∑
j=5

Ci j

2/3 ·S j
, (3.37)

with (i = 1, 2, 3, 4) and where Ci j are the raw coincidence counts between the detectors i and j.

S j corresponds to the single counts detected by detector j ( j = 5, 6, 7, 8). When tHOM >> |t/τ|, we

have P11 = 1/2 = 2×P02 = 2×P20. Hence only 2/3 of the single counts from the detectors j will

correspond to the state N11 while 1/3 of these single counts belong to the anti-bunching state

N20. Likewise, similar expressions can be derived for the other detector channels, where the roles

of i and j are reversed. Finally, each coincidence count total Ci j can be normalised using the

corresponding heralding efficiency coefficients to account for unbalanced losses.

3.4 Degenerate photon pair source

The target state for HOM interferometry with degenerate photon pairs is generated with the

source shown in Fig. 3.9, which have been mounted and aligned following the protocol from

appendix A.1. A CW pump laser centred around 404 nm with a linewidth ∆λp = 5 MHz (Topmode
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405, Toptica) is coupled to a single-mode fibre to clean the spatial mode with a coupling efficiency

of ∼ 55% (L-404). Then, a bandpass filter (BP) centred at 405 nm and linewidth of 10 nm removes

the undesirable fluorescence photons after the laser is transmitted through the fibre. The laser

pumps a 3 cm long type-II periodically poled potassium titanyl phosphate (ppKTP) crystal

through the spontaneous parametric down conversion (SPDC) process. Via this process, a pump

photon at 404 nm is converted into a correlated pair of photons at 808 nm by fulfilling the

conversation of energy (see section 2.4.1). The polarisation of the pump beam is cleaned to a

FIGURE 3.9. Type-II photon pairs source: CW 404 nm laser (L-404) is pumping
the ppKTP crystal. Pump laser is filtered with longpass filter (LP), while the
downconverted photons are collected with single-mode fibres (SF). Half (HWP),
quarter waveplates (QWP) and Glan-Taylor (GT) are used to control the input
polarisation to the crystal. The polarising beamsplitter (PBS) transmit the signal
to A and reflects the idler to B. Bandpass filter (BP) is centred around 404 nm
with a linewidth of 10 nm to filter out the fluorescence photons after the laser
pump has its spatial mode cleaned by a single-mode fibre.

linear polarisation with a quarter (Q) and half (H) waveplates (WP) followed by a Glan-Taylor

(GT) prism. Afterwards, a second HWP ensures the pump to be horizontally polarised to fulfil

the phase-matching condition of the birefringent crystal. SPDC is a very low efficient process,

therefore a 750 nm longpass filter (LP) removes the excess pump from the downconverted photons

centred at 808 nm. To produce degenerate photons, the temperature of the crystal is stabilised by

an oven and a PID temperature controller (TC 200, Thorlabs) set at ∼ 32 ◦C. Every now and then,

the central wavelength of the pump laser was varying by a few hundred of nanometres between

each switch on/off. Thus, the temperature of the oven needed to be reset between each day and was

set to optimise the visibility of the HOM interference. Due to the type-II of the crystal, the signal

and the idler have their polarisation orthogonal to each other, hence a polarising beamsplitter

(PBS) is transmitting the signal to A and reflecting the idler to B. The downconverted photons

are coupled to spatial single-mode fibre (SF) with lenses of focal length f = 11.0 mm, generating

the following input state:

|Ψ〉 = |νs,H 〉A
|νi,V 〉B

. (3.38)

The indices s and i stand for signal and idler with their respective horizontal (H) and vertical (V )

polarisation, for two different paths labelled A and B.

The waist of the pump, signal and idler have been optimised to improve the brightness and

the efficiency of the source by using SPDCalc (see appendix A.3) and it has been set to ∼ 75 µm.
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To ensure to focus the pump at the centre of the crystal and to overlap the collection waist of

the signal and idler, the lengths between the fibres and the crystal and the focal length from the

lenses have been chosen with the help of the software GaussianBeam (see appendix A.4).

3.4.1 HOM interference with degenerate photon pair source

The state from Eq. (3.38) is used as an input state for the HOM interferometer shown in Fig. 3.1.

The single mode fibres from A and B are connected to the input ports of the interferometer C and

D. Then, the HOM interferometer is mounted and aligned following the protocol explained in the

appendix A.5. The number of anti-bunching coincidence counts N11 is monitored for each position

of the translation stage on C , whilst it is moving toward the beamsplitter. Due to the length of

the crystal and by using Eq. (2.29) we find the spectral bandwidth of the downconverted photon

to be ∆λ = 0.25 nm, for ∆n = 0.0881 at the wavelength 808 nm and temperature 32.0◦C [48].

Therefore the downconverted photons are narrow enough and no bandpass filter is used to filter

them.

FIGURE 3.10. Hong-Ou-Mandel interference with type-II degenerate photon
pairs source. (a) HOM interference by measuring the anti-bunching coincidence
counts N11 while the translation stage is moving forward to the beamsplitter. (b)
Bunching coincidence counts N02 between two detectors of a single-mode 1×4
fused fibre coupler at one output of the interferometer.

Fig. 3.10 shows two HOM interferences where the anti-bunching coincidence counts (N11)

(a) and bunching coincidence counts (N02 in (b)) have been monitored for each position of the

translation stage. The relative delay d is expressed in mm, where d = ct, c is the speed of the

light and t the relative time delay between the two photons. The N02 are measured by adding

a single-mode 1×4 fused fibre coupler at one output of the interferometer and by counting

the coincidences between two outputs channel of the coupler with single-photon detectors. The
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V-shape of the interference is a characteristic for HOM interference with downconverted photons

generated from a type-II crystal, where the phase matching conditions are giving a top-hat shape

to the temporal function of the photons [123, 134]. The visibility of the HOM interference in (a) is

given by [110]:

V11 = C+∞−C0

C+∞
, (3.39)

where C+∞ and C0 are respectively the number of coincidences for a time delay t →+∞ (time

delay for which there is no destructive interference for the state) and for t = 0 (where the number

of coincidences is the lowest) and we find V11 = (95.4±0.2)%. For the bunching HOM interference,

the visibility is given by:

V2 = 1− 2C0 −C+∞
2C0

. (3.40)

We find V2 = (96.6±0.6)%. The error is higher for the bunching state due to a lower number of

photon pairs detected for the bunching state. For the HOM peak illustrated in panel (b), only

part of the bunching event was measured. Indeed, the measurements show bunching events

between only two detectors from the same output, rather than all different possible combinations

of PNRDS using a 1×4 fused coupler single-mode fibre. Hence, because not all N02 bunching

event has been measured for this interferogram, the number of coincidence counts in this panel

is lower than the number of coincidence counts shown in panel (a).

3.4.2 Influence of the waist on the Hong-Ou-Mandel interference

To increase the brightness and the efficiency of the SPDC process, the collection waists of the

downconverted photons and the waist of the pump within the non-linear crystal have been chosen

following SPDCalc (see appendix A.3). As discussed before, due to the length of the crystal the

downconverted photons were narrow enough and therefore they were not filtered with bandpass

filter. Fig. 3.11(a) shows a Hong-Ou-Mandel interference with a higher anti-bunching coincidence

rates compared to Fig. 3.10(a). We can see that the V-shape of the interference is lost and the

visibility dropped to ∼ 75%. Indeed, by decreasing the size of the waist the local density of energy

within the crystal increased and consequently improved the brightness of the photon pairs source.

However, the tight focus of the beam within the crystal increased the number of k-vectors and

made the overlapping of the pump and downconverted collection waists more challenging at the

centre of the crystal by reducing the Rayleigh range.

Fig. 3.11(b) shows three HOM interferences for different configurations of the pump waist

ωP and downconverted photons collection waists ωC. It seems that increasing the collection

waists slightly improve the visibility where the V-shape is apparent for ωC = 100 µm and

ωP = 75µm. In the literature, it has been shown that having a wide pumping for a type-II SPDC

for HOM microscopy decreased the visibility of the interference with a loss of the symmetry of the

interferogram [12, 66, 110]. In the same way that apertures can be used as bandwidth filtering

by removing the external k-vector of the light [118], having a tight focus increases the number of
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FIGURE 3.11. Influence of the beam waists for HOM interference. HOM interfer-
ences with different waists of the downconverted photons ωC and pump waist ωP .
(a) ωC = 60 µm and ωP = 65 µm. A higher number of anti-bunching coincidence
counts (N11) is reported than Fig. 3.10 but with a loss of visibility. (b) Normalised
anti-bunching coincidence counts (P11) for different pump and downconverted
collection waists.

k-vectors and broadens the spectrum of the pump. It induced a smaller Rayleigh range and a miss-

overlapping between the collection waist and the pump waist, affecting the spectral bandwidth of

the pump. Changing the shape and the visibility of the interference affects the Fisher information

per photon. Based on the measurements of Fig. 3.11, to avoid any complications within the

experiment for the two-colour entangled photon pairs source, we decided to not go further and

to set a pump waist and collection waists of the downconverted photons similar to the orange

dashed trace shown on the figure.

3.5 Two-colour entangled photon pair source

The source shown in Fig. 3.12 generates a two-colour entangled photon state with a single

type-II ppKTP crystal. It corresponds to a double Sagnac arrangement which has been aligned

following the steps enunciated on appendix A.2. First, a diagonally polarised 404 nm CW laser

is both transmitted and reflected by a polarising beamsplitter (PBS) propagating toward the

non-linear crystal set in an oven. A half-waveplate (HWP) rotates the reflected beam from vertical

to horizontal polarisation to fulfil the phase-matching condition. Shortpass dichroic mirrors

(DMS) are separating the excess pump from the downconverted photons by transmitting the

404 nm laser and reflecting the downconverted photons towards a second PBS with an efficiency

above 98.5%. The type-II of the crystal makes the generation of downconverted photons with an
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FIGURE 3.12. Two-colour entangled photon pair source. (a) Double Sagnac ar-
rangement with a single type-II ppKTP crystal to be pumped in the clockwise (b,
top) and anti-clockwise (b, bottom) direction. The CW laser (L-404) with a central
wavelength of 404 nm is split by a polarising beamsplitter (PBS). A half-waveplate
(HWP) flip the polarisation from vertical to horizontal on the clockwise direction
for the phase-matching condition. The dichroic mirrors (DMS) transmit the pump
toward the crystal set in an oven whilst the downconverted photons are reflected
to a second PBS distributing an entangled two-colour state to the output A and B,
collecting the photons with single-mode fibres (SF) and focal lenses f = 11.0 mm.
Longpass filters at 750 nm (LP) removes the excess pump and let pass the down-
converted photons. (b) Due to the type of the crystal, the signal (blue dot) and idler
(red dot) have respectively a horizontal and vertical polarisation, either sending
the signal to A and idler to B for a anti-clockwise pumping or the opposite for a
clockwise pumping. The crystal is in an oven, controlling the wavelength separation
of the downconverted photons by adjusting it. The entanglement relies on the fact
that it is impossible to distinguish between the two directions of pumping.

orthogonal polarisation to each other, consequently the PBS is always transmitting the signal and

reflecting the idler with an efficiency of ∼ 99%3. On Fig. 3.12(b) is shown the clockwise pumping

(top) where one pump photon (purple) generates a correlated photon pair (blue for signal and

red for idler) through the SPDC process. Due to the polarisation of the photons, the signal ends

3for a wavelength separation ∆λ= 0 nm and λ= 808 nm.
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up in the output B and the idler in the output A . Whilst for the anti-clockwise pumping, the

signal and the idler end up, respectively, on the output A and B corresponding to the opposite

of the clockwise pumping. Because it is impossible to distinguish if the diagonally polarised

pump photon will be either transmitted or reflected by the first PBS, the two cases becomes

indistinguishable making the source entangled in wavelength. To maximise the fidelity of the

entangled state, the second Sagnac interferometer has been aligned with the help of an alignment

laser to achieve classical interference with a visibility above 98.5%. Finally, 750 nm longpass

filters (LP) remove the remaining pump reflected by the DMS and the downconverted photons

are collected to single-mode fibre (SF) with confocal lenses of f = 11 mm.

The photon pair source generates ∼ 200 k coincidences per second for a pump brightness of

∼ 20 mW with a heralding efficiency up to 25% for the following state:

|Ψ〉 = |νs,H 〉A
|νi,V 〉B

+ eiφ(t)|νi,V 〉A
|νs,H 〉Bp

2
. (3.41)

A and B are the outputs showed in Fig. 3.12(a) whilst s and i stand for signal and idler with

their respective horizontal (H) and vertical (V) polarisation. eiφ(t) corresponds to the phase

between the two sub-states and is given by the path difference before the downconverted photons

interfere at the PBS. By using a double Sagnac arrangement to generate the entangled state

from Eq. (3.41), the phase eiφ(t) becomes unstable. Indeed, the clockwise and anti-clockwise paths

from the source do not share common mirrors like we can find for sources using single Sagnac

arrangement [85, 135]. Therefore, the mechanical vibrations of the mirrors (that are completely

random and uncorrelated between them) are causing instabilities within the phase leading to

extra noise within the HOM interference. To correct these instabilities, the source is actively

phase-locked as it is discussed in section 3.5.1.

Finally, the wavelength separation of the source is controlled by changing the temperature of

the crystal. The PID temperature controller can tune the temperature between 20 ◦C and 200 ◦C
and applies a mechanical strain to the crystal affecting the density of the medium, consequently

modifying the refractive index [158]. This induces a modification in the phase-matching condition

by affecting the optical length of the periodical polling Λ discussed in the section 2.4.1. The

limitation of this technique is found in the performance of the PBS. When the temperature of the

crystal is above ∼ 150 ◦C, the PBS of the downconverted Sagnac does not transmit and reflect only

horizontal or vertical polarised photons. Therefore the state sent to the HOM interferometer is not

a pure entangled state which can be described by Eq. (3.41) but more by a mixed state. This affects

the visibility of the HOM interference and significantly decreases the Fisher information (i.e.

degrades the precision) of the measurements. For this reason the measurements characterising

the performance of the microscope have been made for a temperature of the crystal below 150 ◦C.

Using a different technique to tune the separation wavelength of the downconverted photon such

as tuning the wavelength of the pump photon could prevent this experimental problem.
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3.5.1 Active phase-locking of the two-colour entangled photon pairs source

The photon pair source previously described in Fig. 3.12(a) generates a two-colour entangled state

with a double Sagnac arrangement. To fulfil the phase-matching condition, the reflected beam of

the pump needs to have a half-waveplate to rotate the polarisation from vertical to horizontal

direction. However to generate the two-colour entangled state, we need to be in the situation

exposed in Fig. 3.12(b) where between each direction of pumping (clockwise and anti-clockwise),

the signal and idler have a different outputs. This cannot be possible with a single Sagnac

arrangement where the pump and the downconverted photons share the same path forcing the

downconverted photons to be transmitted through the HWP. Consequently the downconverted

photons from the different direction of pumping do not share common mirrors and uncorrelated

mechanical vibrations cause phase instabilities within the phase φ(t) from the state in Eq. (3.41).

Fig. 3.13(a) shows a noisy HOM interference with the entangled two-colour photon pair source,

whilst Fig. 3.13(b) shows measurements of the normalised anti-bunching coincidence counts P11

for a fixed position of the translation stage in the HOM interferometer (red dashed line on (a)).

We can see that P11 oscillates between a minimum and a maximum despite the time delay being

fixed. This does not allow depth microscopy with HOM interference as for a fixed time delay, the

probability of anti-bunching are not stable across time.

FIGURE 3.13. Phase instabilities for HOM interference with two-colour en-
tangled state. (a) HOM interference with the entangled two-colour state. The
HOM interference is noisy due to instabilities in the phase φ(t) from Eq. 3.41. (b)
Monitored normalised anti-bunching coincidence counts for a fixed position of the
translation stage (red dashed line on (a)).

Therefore, to correct these instabilities within the phase, the photon pair source is actively
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phase-locked. The principle is simple, perturbations are probed with a back-propagating laser

FIGURE 3.14. Active phase-locking on the two-colour entangled photon pair
source. (a) A diagonally polarised CW laser (L-730) centred at the cut-off wave-
length of the shortpass dichroic mirrors (DMS) is back propagating within the
source (dashed red line for vertical polarisation and dashed green line for horizontal
polarisation), split by the first polarising beamsplitter (PBS) and partially reflected
and transmitted by the DMS. A second PBS recombine the beams where a half-
waveplate (HWP) and another PBS are projecting the state on the diagonal/anti-
diagonal basis. The light is collected by multimode fibres (MF) and measured with
fast-balanced amplified photodiode detectors (FD), sending the subtracted electric
signal to a PID controller actuating a piezo stack (PS) glued to the mirror (M) of
the clockwise pumping path. (b) Measured output from the FD (blue) by applying a
10 Hz ramp voltage to the piezo stack (orange).

within the source while the PID controller applies a correction in real time. Fig. 3.14(a) shows

the phase-locking scheme used to stabilise the source. A longpass dichroic mirror (DML) reflects

∼ 10% of a single-mode CW Ti:Sapphire laser (Solstis, MSQUARED), whilst the downconverted

photons from the same path are transmitted with ∼ 98% of efficiency to enable phase-locking

while the source is running. The wavelength of the laser is set at 730 nm which corresponds to the

cut-off wavelength of the dichroic mirrors (DMS) allowing the beam to be partially reflected and

transmitted by them. The probe beam is diagonally polarised and is transmitted and reflected by

the polarising beamsplitter (PBS). After the PBS, for both polarisation modes the transmitted

light from the DMS is blocked by beam dump (BP) whilst the reflected light propagates toward

the crystal to be transmitted by the following DMS and reflected by the purple mirrors (standard
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mirrors) toward a second PBS. Afterwards, the two polarised light recombine at the second PBS

and the measurements are projected onto a diagonal/anti-diagonal basis with a half-waveplate

(HWP) and another PBS. The light is collected with multi-mode fibres (MF) to be detected by

amplified balanced photodetectors with fast outputs (FD, PDB450A, Thorlabs). Finally, the

subtracted electric signal between the two photodetectors is sent to the PID controller (LaseLock,

TEM Messtechnik GmbH) actuating a 150 V piezo stack with 2.1 µm of maximum travel (PS,

PA4HEW, Thorlabs) glued to one of the mirror of the source. The phase-locking is monitored with

an electronic data logger (Moku:GO, Liquid Instruments) to ensure the stability of the photon

pair source during the data acquisition.

The PID controller is correcting the error e(t)= s− p(t) between a desired set point s and the

perturbation p(t) by sending an electric signal u(t) to the piezo stacks. The electric signal can be

expressed by [78]:

u(t)= KP e(t)+K I

∫ t

0
dτe(τ)+KD

de(t)
dt

. (3.42)

KP , K I and KD are the coefficients denoting the proportional, integral and derivative terms.

Fig. 3.14(b) is showing the subtracted output with the FD while applying a ramp voltage

to the piezo stack with the PID controller. The interference fringe can be seen, however the

visibility is dropping while the piezo stack reaches half of its full length. The PID controller

allows to chose a set point where the visibility of the interference is maximised. With its function

of re-locking and its capability to deal with low-frequency which was the order of magnitude of

the perturbations on the phase (∼ kHz), the PID controller was able to lock the source for few

hours enabling enough time to perform depth microscopy presented in the section 3.6.5.

Fig. 3.15(a) shows the same interference from Fig. 3.13(a) after phase-locking the source. The

anti-bunching coincidence counts (N11) are normalised by monitoring the bunching coincidence

counts with the use of quasi photon number resolving detectors scheme (PNRDS) and is plotted

in blue (P11) with the use of Eq. (3.18). We can see that after locking the phase of the source, the

noise initially apparent in the HOM interference has been removed4. Furthermore, the N11 HOM

interference in orange shows a slight tilt toward the right side of the figure due to a misalignment

whilst the translation stage moves toward the beamsplitter of the interferometer. Normalising

the N11 with the help of the bunching coincidence counts monitored with PNRDS corrects the

tilt reported on the interferogram. Indeed, if the beam is misaligned, the N11 detected decrease

but with the bunching counts too and therefore P11 is not affected by misalignment. It provides

measurements despite fluctuations in the brightness of the source.

Finally, despite the source needing active phase-locking, it is important to note that the HOM

interferometer demonstrates a higher robustness to phase perturbation within the interferometer

compare to a classical interferometer. A 50/50 fibre beamsplitter has been added to the inputs

C and D of the HOM interferometer to become a Mach-Zehnder interferometer and a CW laser

at 808 nm is used as an input beam of the new interferometer. Fig. 3.15(b) shows the output

4Note that the sampling rate is the same for both figures.
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FIGURE 3.15. HOM interference stabilisation and perturbations on classical
interferometry.(a) HOM interference from Fig. 3.13(a) when the source is phase-
locked without normalisation (orange dashed) and with normalisation using quasi
photon number resolving detectors scheme (blue trace). (b) A 50/50 fibre splitter
has been added to the input of the HOM interferometer. The two outputs (blue
and orange trace) are monitored with balanced amplified photodetectors with fast
output. The experimental conditions are the same as for the HOM microscope.

light monitored with the amplified balance detectors with fast output used previously for the

phase-locking. The experimental conditions are the same than for the HOM interference, the

temperature of the lab is controlled and the fibres are taped to the optic table. We can see the

output light (blue for one output and orange for the second output) of the new interferometer by

using classical light fluctuates due to the instabilities caused by the environmental background.

Whilst it has been impossible to scan few interference fringes in these conditions, the HOM

interferometer presented in this thesis demonstrates later sub-µm axial precision for depth

imaging. We can conclude that the HOM interference is more robust to the environmental

background than the classical interference presented here.

3.5.2 HOM interference with the entangled-two colour photon pair source

After generating the two-colour entangled state and actively phase-locking the photon pair source,

HOM interferences have been measured across the interferometer. Fig. 3.16(a) shows two HOM

interferences between two degenerates photons for the two directions of pumping shown in (b).

These two interferograms correspond to HOM interference of the two photons from the same pair.

The orange HOM interference have been scanned by monitoring the normalised anti-bunching

coincidence counts (P11) and by blocking the clockwise (C) pump photon whilst the anti-clockwise

(AC) pump photon have been blocked for the blue trace. The temperature of the crystal is set to
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FIGURE 3.16. HOM interferences for non-entangled source. HOM interferences
with the states from Eq. 3.41. HOM interferences with anti-clockwise pumping
(orange) whilst the clockwise pumping is blocked and with clockwise pumping (blue)
whilst the anti-clockwise pumping is blocked. The two HOM interferences do not
occur for the same position of the translation stage due to the birefringence of the
crystal and the orthogonal polarisation of the downconverted photons generated
from a type-II crystal.

have degenerate photon pairs, and the waveplates of the HOM interferometer have been set to

interfere the photons from the same pair. It is possible to scan these two interferences without

blocking any direction of pumping, however because the relative time of arrival is different for the

two direction of pumping, it would add noise to both interferences as the two pairs of photons are

uncorrelated in time. Hence, the pump have been alternatively blocked to optimise the visibility

of the interferences.

The time shift is due to the birefringence of the crystal inducing a different phase velocity

regarding the polarisation of the photons. For the blue interference, the translation stage of

the HOM interferometer needs to be closer to the beamsplitter than the orange trace. Hence, it

means that the photon for which the translation stage changes the time of arrival is a photon

with a smaller phase velocity and with a higher refractive index5. Rather than for the orange

trace, the translation stage needs to be further away from the BS, time delay needs to be added

to this photon to see a HOM interference. Therefore in the AC-pumping the translation stage is

changing the time of arrival of the faster photon, with the small refractive index.

However, despite the fact that the two pairs of photons are uncorrelated in time, when the

5the phase velocity is defined as vp = c/n

60



3.5. TWO-COLOUR ENTANGLED PHOTON PAIR SOURCE

FIGURE 3.17. Entangled two-colour photon pair source for HOM interference.
Experimental data of the normalised anti-bunching coincidence counts (P11, left
axis) using an entangled two-colour photon pair source with a frequency separation
of (a) ∆ν = 0.0944 THz, (b) ∆ν = 1.05 THz and (c) ∆ν = 8.69 THz with their
respective Fisher information F (t) (red trace, right axis) per photons calculated
with Eq. (3.23). Note that the scale for the Fisher information between (a), (b) and
(c) is not the same.
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waveplates of the HOM interferometer are set to have an interference between the two idlers

and the two signals of the two distinct photons pairs, a new HOM interference centred at the

relative delay 0 with a beat note appears. Initially, the two photons from each sub-states in

Eq. (3.41) have their polarisation orthogonal to each other. Therefore, there is a way to rotate the

HWP and QWP before the BS to have an interference between each photon of each sub-state as

discussed previously and illustrated in Fig. 3.16. However, when the waveplates are set to induce

interference between the two signals of each sub-state, labelled νS, and between the two idlers

labelled νI , the two previous interferences cannot occur. Indeed, the polarisation of the signals

and idlers are orthogonal to each other and are no longer indistinguishable. Therefore, the state

becomes wavelength-entangled as it is impossible to distinguish between the signals or the idlers

of the different direction of pumping. The state cannot be separated into two sub-states as before.

Fig. 3.17 shows experimental HOM interferences where the frequency separation ∆ν between

the signal and the idler has been tuned by changing the temperature of the ppKTP crystal. Their

respective Fisher information F (t) (red trace, right axis) has been calculated using Eq. (3.23)

from the fit of the experimental data P11 (blue trace, left axis). We can see that for higher ∆ν,

F (t) increases as it is predicted from the theory. Because the variance of the measurement is

∝ 1/(NF (t)), in the following sections the precision of the measurements for depth imaging is

controlled by tuning F (t) through ∆ν by tuning the temperature of the crystal.

3.5.3 Wavelength separation of the source

The detuning of the central frequencies of the downconverted photons is readily controlled through

phase-matching conditions, which in turn can be tuned by changing the crystal temperature

whilst leaving the pump laser frequency unchanged. The crystal is set in an oven where the

temperature can be tuned between 20 to 200 ◦C. The change in temperature applies a mechanical

strain to the crystal affecting the density of the material [158]. Therefore, the refractive index of

the material is changed, inducing a modification in the phase-matching conditions discussed in

the section 2.4.1.

Fig. 3.18(a) shows characterisation data for the wavelength of the signal and the idler of the

photon pair source (blue for signal and red for idler). The central wavelengths of the signal and

idler peaks were measured with a sensitive, high resolution spectrometer (SR-750-B2-R-SIL,

Andor) for a range of crystal temperatures. The pump laser wavelength was measured to be

λp = 404.093 nm with a linewidth of ∆λp = 5 MHz (Topmode 405, Toptica). The temperature of

the crystal is varying to generate downconverted photons with a wavelength separation ∆λ from

0 nm to ∼ 60 nm (∼ 30 THz). As shown in Fig. 3.18(b), the frequency separation ∆ν between the

downconverted photons values predicted using the HOM interference beat note (blue) show good

agreement with the calibrated detuning curve measured using the spectrometer (red).
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FIGURE 3.18. Wavelength separation of the photon pair source. (a) Signal (λs)
and idler (λi) central wavelengths for different temperature of the crystal. (b)
Frequency separation (THz) for different temperatures of the crystal with the
corresponding frequency of the beat note extracted from the HOM interference
(∆HOM) using the method from section 3.3.2. ∆SI ( f it) corresponds to the fit of the
frequency detuning between the central wavelength of the signal and the idler
from panel (a).

3.6 The Hong-Ou-Mandel microscope

The HOM microscope used to achieve sub-µm axial precision for depth microscopy is depicted in

Fig. 3.19. This microscope has several features allowing depth imaging with HOM interferometry.

First, the sample is in between two lenses in a confocal configuration for raster-scan imaging.

It decreases the width of the beam to improve the transverse resolution of the image and it

is discussed in the section 3.6.1. Then, a spatial single-mode fibre (SF) is placed between the

sample and the beamsplitter of the HOM interferometer. It allows to filter the spatial mode of the

probe after being transmitted through the sample, removing artefacts within the measurements

caused by the roughness of the sample and is discussed in the section 3.6.2. Next feature is

the quasi photon number resolving detectors scheme which is implemented with a 1×4 fused

fibre couplers (Splitter) to resolve the bunching coincidence counts N02 and N20 and is defined

in the section 3.6.3. Finally, section 3.6.4 introduces the semi-transparent sample used for the

microscopy, whilst section 3.6.5 demonstrates depth microscopy with the HOM interferometer.

Finally, single-pixel measurements is shown in section 3.6.6 to characterise the performances on

the axial precision of the microscopy with the help of the Fisher information.
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FIGURE 3.19. The Hong-Ou-Mandel microscope. The HOM microscope, comprising
lenses with focal length f = 11 mm in a confocal configuration (CL), beamsplitter
(BS), 1×4 fused fibre coupler (Splitter), time delay for one input beam controlled
by a translation stage (dt) and avalanche photodiode detectors (APD). C and D

denote the input port of the interferometer. Any coincidences between one detector
labelled amongst 1 to 4 with one detector labelled amongst 5 to 8 contribute to
N11, while any coincidences between pairs of detectors amongst 1 to 4 correspond
to N02 and coincidences between pairs of detectors amongst 5 to 8 give N20. This
quasi-photon number resolving detection scheme adds an intrinsic loss of 25% for
the bunching terms.

3.6.1 Confocal microscopy

The HOM interference is used to estimate the depth of the sample and defines the axial precision.

The lateral resolution is given by confocal microscopy where the sample is added between

two lenses in a confocal configuration. The imaging is done with single-mode raster scanning

technique. This technique of imaging lets the probe beam be spatially filtered out after passing

through the sample with a single-mode fibre to avoid path-deviation causing error within the

measurements (see section 3.6.2). Two stages (MTS25/M-Z8, Thorlabs) are translating the

sample on a 2D-plane perpendicular to the direction of propagation of the probe photon.

The minimum repeatable increment distance that the stages can achieve is 0.8 µm (given by

the supplier). The sample is positioned between two lenses with a focal length of f = 11.1 mm at

808 nm. The choice of the lenses was based on two criteria and carried out with GaussianBeam
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FIGURE 3.20. Raster-scan image of a resolution target. Negative resolution target
from Thorlabs (a) is raster-scanned while the single counts are measured (right).
Group 5 element 1 is resolved with a spacing of 10.4 µm, while the element 2 (line
on the top of the right figure) is not resolved (3 lines cannot be distinguished) with
a spacing of 9.3 µm between each line.

(see appendix A.4): 1) to decrease the width of the beam to few µm and 2) to allow for enough

space for sample placement in between the two lenses. Due to the diffraction limit given by:

w0 = λ

2N A
, (3.43)

where w0 is the beam waist, N A the numerical aperture of the lenses and λ the wavelength of

the beam, the minimum beam waist achievable is wmin = 1.6 µm (equivalent to a beam width of

3.2 µm).

Fig. 3.20(b) is a raster-scanned image of a negative resolution target (R3L3S1N, Thorlabs)

shown in (a). Because the resolution of the beam profiler was not sufficient, the imaging of the

target has been used to characterise experimentally the width of the beam. According to the

supplier, the spacing between the first group of the set number 5 (number apparent on the image)

is 10.4 µm. The three lines in the horizontal and vertical direction are distinguishable, which is

not the case for the group number 2 just above it with a spacing of 9.3 µm. We can conclude that

the width of the beam is in between these two values and therefore the waist is half of it leading to

(4.65< w < 5.2) µm. The beam width might have been reduced by improving the alignment of the

source, however the confocal lenses were on micro-metric translation stages and the sensitivity

was too high to be accurate in the placement of the lenses. Note that it is possible to increase the

spatial resolution with confocal microscopy by using better lenses such as microscope objectives

or superlensing objective where 100 nm of lateral resolution has been achieved for white light

(typically 400 nm to 700 nm) confocal imaging [164]. However the focus of the work for the HOM
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microscope was on the axial resolution rather than on the lateral resolution and is the reason

why no further improvements have been done for the confocal imaging.

3.6.2 Single-mode filtering

The first sample used for HOM microscopy is a fish scale from the species named Astatotilapia

calliptera – Eastern Happy6. It is a semi-transparent sample once the epithelium is removed and

is characterised by uneven depth attributed to the presence of age rings on the surface. The age

rings are elevated features in the scale of µm, corresponding to the sensitivity of the microscope.

The sample is held in place by two microscope glass cover slips where a small amount of glycerol

has been added to avoid the dehydration of the sample. After placing the sample in the confocal

microscope, the light collected at the output of the interferometer has been optimised on a single

point of the sample. The measurements are made with no spatial filtering with a single-mode

fibre and the results are shown in Fig. 3.21. Panel (a) shows HOM interferences by monitoring

the anti-bunching coincidence counts N11 when the probe photon is transmitted through the

glass and the fish scale (blue), only the glass (orange) and no sample (yellow).

FIGURE 3.21. HOM interferences through a fish scale without single-mode fibre
filtering. (a) Anti-bunching coincidence counts N11 whilst the probe photon is
transmitting through the fish scale and the glass holding the sample (blue), only the
glass (orange) and no sample (yellow). (b) Normalised anti-bunching coincidence
counts P11 with the three situations described in (a). Fish: Astatotilapia calliptera
– Eastern Happy. The HOM interferences are optimised for a single point of the
sample without spatial single-mode filtering.

6Fish scale given generously by Professor Martin Genner from the University of Bristol, Life science building.
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Due to the thickness of the fish scale, a shift of ∆d ∼ 8 µm is apparent between the blue

and orange traces. The number of coincidences slightly decreases due to the absorption and

misalignment caused by the sample, whilst for the interference with no sample the N11 drop

significantly. Indeed, the thickness and refractive index of the sample and the glass modify the

optical length between the two lenses degrading the performances of the confocal microscope.

However, for small thickness features in the range of µm, the performances of the confocal

microscope is maintained as the change on the optical length is in the order of the Rayleigh range.

By using the normalised anti-bunching coincidence counts P11 shown in Fig. 3.21(b), we can see

that the visibility for each interference is maintained despite the drop in the N11.

FIGURE 3.22. Error measurement caused by path deviation for 3D HOM imag-
ing. (a) Fish scale from a confocal microscope. (b) HOM microscopy on the fish
scale by monitoring the anti-bunching coincidence counts P11 for every pixels of
the sample through raster-scan imaging whilst the coarse delay of the HOM in-
terferometer is fixed. (c) HOM interferences scanned for the two crosses shown in
(b). Red and black interference exhibit respectively a visibility of 42.4% and 60.4%
with ∆ν= 2.84 THz.

With the same experimental setup, HOM microscopy for an area of 0.4×0.4 mm2 is raster-

scan by monitoring P11 for every pixel with a fixed coarse delay and the results are shown on

Fig. 3.22(b). The coarse delay has been set to avoid fringe ambiguity as discussed in the section 3.2.

Fig. 3.22(a) shows a picture of the fish scale from a confocal microscope. We can see the age rings

in a similar arrangement on the image from the HOM microscope.
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The figure at the bottom of panel (c) in Fig. 3.22 illustrates HOM interferences of N11 from

the two crosses in (b) (red and black). As expected, the features of the sample induce loss in the

monitored N11. The figure at the top of the panel (c) shows the same HOM interferences but for

the P11 instead. The interferences exhibit a visibility of 42.4% for the red trace and 60.4% for

the black trace. With no spatial single-mode filtering, we can observe a drop of visibility of the

HOM interferences across the sample due to the features causing path-deviation of the probe

photon before the beamsplitter. It is a problem for HOM microscopy when the changesin P11 are

assumed to be only dependent on the relative time delay t due to the thickness of the sample.

However here, the sample induces a path-deviation of the probe photon interfering at the BS with

the reference photon from the other input. Hence a mismatch in overlap is caused by the depth

feature of the sample, directly affecting the visibility of the interference and causing artefact

within the measurements. The features remain visible, but their relative thickness cannot be

inferred from these measurements.

To correct the mismatch in overlap between the probe and reference photons caused by

the roughness of the sample, a spatial single-mode fibre is added between the sample and the

BS as shown in Fig. 3.19. Path-deviation from the sample will keep happening, however the

FIGURE 3.23. HOM interferences between two different thickness after spatial
single-mode filtering. Comparison of the central region of HOM interferences
between two pixels with different thickness. In (a) normalised anti-bunching co-
incidence counts (P11) and (b) without normalisation (N11) for a data acquisition
t = 0.5 s. Trace is the fit from the theory and the cross markers are experimental
data points.
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overlap between the probe and reference photons will be maintained during the scan of the

sample and the features of the sample will only cause a drop in the number of photons pairs

detected. We noticed from Fig. 3.21 that this drop of N11 is not a problem due to the technique of

detection which consists to normalise the data by monitoring all events from the output of the

interferometer. The single-mode fibre maintains a constant overlap of the two photons at the BS

ensuring the same visibility of the interference across the raster-scan imaging and avoids the

artefacts reported in the HOM microscopy imaging on the Fig. 3.22(b).

Finally Fig. 3.23 shows two HOM interferences between two pixels of the sample imaged

with HOM microscopy shown in the section 3.6.5. The single-mode fibre to filter the spatial mode

has been added to ensure the constant overlap at the BS from the two input modes. In (b) we

can see a drop of photon pairs detected for the blue trace as discussed previously. However, this

time the normalisation of the data brings interferences with the same visibility and is shown

in (a). This measurement demonstrates the functioning of the single-mode fibre to avoid the

artefact caused by a drop in the visibility of the interference. HOM microscopy can be performed

as the variation in the P11 is only dependant of the variation in the optical length caused by the

sample’s thickness.

3.6.3 Quasi photon number resolving detectors scheme

The anti-bunching coincidence counts N11 are normalised through Eq. (3.5) by monitoring all

events of the HOM interference comprising the bunching coincidence counts N20 and N02. Due

to the functioning of the detector (see section 2.4.3), multi photon-terms such as the bunching

events cannot be resolved. It has been demonstrated by using a multiplexing technique and single

photon detectors — also known as quasi photon number resolving detectors scheme (PNRDS) –

multi photon terms can be resolved [4, 100].

For this microscope each of the 1×4 fused fibre coupler (splitter) shown in Fig. 3.19 distributes

the transmitting photons into 4 output channels. Then the coincidences between detectors from

the different splitter correspond to N11, whilst coincidences between two detectors of the same

splitter are either N02 or N20. Note that PNRDS can be done with only a 1×2 splitter, but fewer

bunching events will be detected. Indeed, for a splitter distributing photons across n output

channels, there is a probability p = 1/n for the two photons to be transmitted to the same output

channel and therefore not being resolved. Hence, by using 1×4 splitter, only 1/4 of the bunching

coincidence counts are not resolved and this intrinsic loss to the detection technique is corrected

from the normalisation step of the data.

Finally, the table (3.1) shows the transmission of each channel by monitoring singles detec-

tions. The splitter has an average of ∼ 25% for the transmission of each output channel. The

measurements are done over 1 trial with an acquisition time t = 1 s. The dark counts represent

less than 2 % in these measurements.
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Detectors 1 2 3 4 5 6 7 8
Raw singles 33 685 32 043 35 387 38 401 34 623 41 326 42 503 41 400
% detections 24.1 23.0 25.4 27.5 21.7 25.8 26.6 25.9

Table 3.1: Measured singles for each detectors. Average singles measured in the HOM
interferometer over 1 single measurement with an acquisition time of t = 1 s.

3.6.4 Polymer deposition sample

Sub-µm axial precision for depth imaging has been achieved on a sample fabricated by Dr. Jorge

Monroy-Ruz, while the design has been made by myself on the software KLayout (see appendix

A.6). The semi-transparent sample consists of a 1 mm thick fused silica substrate where a ∼ 10 µm

thick film of SU-8 polymer was deposited by spin-coating. SU-8 is a negative epoxy photoresist

with a high optical transparency making it ideal for this work. Using photolithography, an image

of a “KET” was transferred to the polymer by etching the sample, resulting in a semi-transparent

sample with two different steps. The difference in thickness is measured to be (10.62±0.02) µm

between the two steps and it has been characterised with a 3D profilometer where an image of a

small part of the sample is shown in Fig. 3.24.

FIGURE 3.24. Polymer deposition sample. Image from 3D profilometer (Profilm3D®,
Filmetrics).
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3.6.5 Depth imaging with Hong-Ou-Mandel microscope

The transverse resolution of the microscope is limited by the beam waist of the scanning probe

and is discussed in the section 3.6.1, whilst the axial resolution, which is the focus of this work,

is given by the frequency of the beat note ∆ν arising in the HOM interference. Depth imaging

with HOM microscopy is performed on the semi-transparent sample described previously and

shown in Fig. 3.26(b). As the HOM effect depends on the detection of coincident photons, all

results in this section estimating the thickness of the sample consider only photons which are

post-selected on successful detection. To maximise the Fisher information for the depth estimate

whilst keeping all of the measurements within the same interference fringe half-period (avoiding

FIGURE 3.25. Timing offset between interference fringes when comparing
measurements at two pixels with different sample thickness. Comparison
of the central regions of the HOM interference fringe patterns when applying
different frequencies of the beat note: (a) ∆ν = 3.4 THz, (b) ∆ν = 5.9 THz, (c)
∆ν= 7.6 THz. The blue markers and lines give the results for a selected pixel on
the polymer deposition region of the sample, and the red for a pixel in a region with
only the substrate and no additional deposited material. Markers correspond to the
measured data points, and the lines are a numerical fit to a parameterised model
of the interference. (d) Magnified view of a section of (c), with the associated Fisher
information per photon shown as dashed lines for both measured positions on the
sample. The coarse delay of the reference arm must remain within this range of
relative delay to avoid fringe ambiguity. The Fisher information accounts for the
intrinsic loss for the bunching terms given by the quasi-photon number resolution
scheme used in this experiment.
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fringe ambiguity), the signal and the idler photons were detuned by 7.4 THz (16 nm) giving a

spatial beat note with a half-period Λ/2 = 20.3 µm. For comparison to a classical linear optics

approach, performing classical interferometry with an equivalent frequency of oscillation would

require an electromagnetic radiation source with a central wavelength of ∼ 40 µm. Operating at

such a wavelength would constrain the transverse spatial resolution due to the diffraction limit.

On the other hand, classical interference measurements operating at a similar wavelength to the

downconverted photons (∼ 800 nm) will suffer from phase instability from the environmental

background due to their high sensitivity as shown in Fig. 3.15.

For initial calibration of the HOM microscopy system, the HOM interference features were

measured for two pixels positions on the sample (with and without deposited polymer) by

translating the coarse delay in the reference arm (Fig. 3.25).

Both measurements showed interference fringes with a visibility of ∼ 80%. The sample

induces a relative time delay between the reference and the probe photons, leading to an offset of

∼ 8 µm between the two interferograms. Assuming a sample refractive index of n = 1.58 for the

deposited structure, this corresponds to a measured thickness change of 14 µm. For acquiring a

full sample image this approach would be prohibitively slow, due to the requirement of repeating

the scan of a HOM interference fringe for every pixel. Instead, the coarse delay is set at a fixed

position within the range of 0.01 to 0.02 mm (see Fig. 3.25(d)) to avoid fringe ambiguity and the

normalised anti-bunching coincidence counts P11 are monitored for each pixel. The beat note

is chosen to optimise the width of the Fisher information peak such that fringe ambiguity is

avoided. Subsequently, the coarse delay is set at the crossing point for the Fisher information

curves for the maximum and the minimum required depth measurement values. This provides a

compromise by optimising Fisher information and precision at both extremes of the measurement

range. Finally, the relative time delay induced by the variation of the thickness within the sample

is estimated through the variation in the normalised anti-bunching coincidence counts P11.

The phase-locking was monitored with an electronic data logger (Liquid Instruments, Moku:GO)

to ensure stability of the photon pair source during the data acquisition. If failure in the phase-

locking is detected, the system automatically suspends data acquisition and reacquires locking

with a new set point for the PID controller. As this results in an unknown offset in the absolute

value of the measured sample thickness, it is also necessary in this case to repeat the measure-

ment of the previously acquired pixels. On Fig. 3.26(a) 27×78 pixel positions were measured by

monitoring the outcomes P11 of the HOM interferometer, with data acquisition time ∼ 20 min

(∼ 40 min total measurement time due to the limited speed of the translation stages) for an area

of 0.4 mm2. The maximum transverse resolution of the HOM microscope was determined to be

∼ 10×10 µm2 with a resolution test target (see section 3.6.1), but due to the size of this sample, a

reduced transverse resolution (∼ 15×15 µm2) was used to decrease the total acquisition time.

Fig. 3.26(c) shows a comparison of a 1D raster scan across a single row of pixels using the HOM

microscope with the results from a commercial 3D profilometer (Profilm3D®, Filmetrics).
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FIGURE 3.26. Depth sample imaging with HOM microscopy. (a) Depth HOM
imaging by monitoring the number of coincidences for each pixel. Raster scanning
of the sample through the single-mode illumination provides the spatial resolution
in the 2D transverse plane. The acquisition time is 0.5 s for each pixel (N ∼ 4000).
The frequency beat note is 7.4 THz, where the detuning is chosen such that the
characteristic depth features of this sample correspond to measurements across
the full range of half of a fringe period from the HOM interference. This attains the
maximum Fisher information while avoiding fringe ambiguity. (b) 2D conventional
optical microscope image of the sample with a depth profile of (10.62±0.02) µm. (c)
1D scan of depth profile following the path indicated by the red line on (b). Results
are shown for HOM microscopy (blue) and for a 3D profilometer (red).

As the raster-scan pattern consisted of a vertical sweep in the Y axis followed by stepwise

increment on the X axis, the 1D scan results correspond to data points monitored over a period

of ∼ 40 min. The results from the HOM microscope agree with the measurements from the

3D profiler (within the given error of 1.1 µm of the HOM microscope system) across the whole

time period of the measurement. The sharpness of the edge features observed in the sample
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profile were limited for the HOM microscope measurement by the reduced transverse resolution.

Assuming the known refractive index value for this polymer to be n = 1.58 for both the signal

and idler wavelengths, the measured relative thickness between the two steps in this sample is

determined to be 11±1 µm.

FIGURE 3.27. Axial precision for varying beat note frequency. (a) Histograms of
the axial depth estimate for the two step measurement for beat note frequencies of
3.4 (top) and 7.4 THz (bottom). (b) Precision of depth estimation calculated from
the raw histogram data using Eq. (3.44) after correction for the refractive index of
the sample.

Fig. 3.27 shows the results of repeated measurements of the sample for different beat note

frequencies, which was used to characterise the axial precision. For each detuning ∆ν, images

similar to Fig 3.26(a) were performed and depth estimates were made by acquiring and combining

data from groups of the same 40 pixels (a subset of a pixel column in the image). This was

performed on two distinct regions of the sample - with one corresponding to pixels lying on the

deposited polymer, which we denote as step 1 (S1), and the other on a region where no polymer

was deposited, which is denoted as step 2 (S2). As the depth estimates for the two regions are

statistically independent, the overall precision combining the two data sets is given by

σt =
√

var(S1)+var(S2) . (3.44)

Fig 3.27(a) shows examples of the underlying histogram results of the measured depth for two

of the data points in Fig 3.27(b). The effect of increasing ∆ν is evident from the reduced variance
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of the data set of S1 and S2 arising from the increase in the Fisher information. Consequently

the precision of the measurements is improved and smaller depth features can be more easily

distinguished. The best precision result of 0.8 µm for the relative sample thickness of each of the

two steps individually, leads to a combined precision of 1.14 µm for the estimate of the relative

depth offset between the two steps by using Eq. (3.44).

3.6.6 Single-pixel estimation: precision analysis

In order to decouple thickness variation in the sample from the performance of the microscope,

repeated measurements were performed on a single pixel. The normalised anti-bunching coin-

cidence counts P11 were measured 500 times for different frequencies of the beat note (from

0.09 THz to 18 THz). For each of the data points, the 500 measurements are split into 10 blocks

of 50 measurements. The standard deviation of these 10 blocks is calculated, giving a new data

set. The mean of each grouped data set gives the precision value of the corresponding data point

shown in Fig. 3.28 and the error bars are given by the standard deviation of the grouped data sets.

FIGURE 3.28. Dependence of measured axial precision on total of Fisher in-
formation for single pixel estimation. Total Fisher information is given by
the product of the number of detected photon pairs N and the theoretical Fisher
information per photon F (t) (Eq. (3.23)). F (t) is controlled by varying the wave-
length separation ∆λ of the downconverted photons (colour bar on right side). The
acquisition time is fixed to 0.5 s and the number of detected photon pairs to N ∼ 104

for every data point. Each point on the graph corresponds to 500 independent time
delay measurements split into blocks of 50, where the mean of the standard devia-
tion of these blocks corresponds to the precision. The standard deviation from these
10 blocks gives the error bars. The orange line corresponds to the theoretical bound
of the precision for N photons saturating the Cramér-Rao bound (CRB), and the
two black crosses correspond to the two step measurement from Fig. 3.26(a). The
horizontal dashed line is the threshold for achieving sub-µm axial depth precision
(σ≤ 1.4 f s), given by Eq. (3.44) for a sample with a refractive index n = 1.58.

75



CHAPTER 3. SUB-MICROMETRE AXIAL PRECISION DEPTH IMAGING WITH ENTANGLED
TWO-COLOUR HONG-OU-MANDEL MICROSCOPY

All data acquisition are done with N = 104 photon pairs detected where the Fisher information

F (t) is controlled only via the detuning of the downconverted photons. The total amount of Fisher

information N ·F (t) is calculated by multiplying the Fisher information per photons with the

number of photons detected for each event.

Using Eq. (3.44), it can be shown that sub-µm precision can be achieved for a measurement

with total Fisher information (N ·F ) above 0.5 f s−2 and is represented by the pink dashed line

for a refractive index n = 1.58. We see that it has been achieved for a wavelength separation of

12.3 nm and 104 photons pairs detected. Furthermore, the black crosses show the theoretical

Fisher information and the precision achieved for each of the step measurements from Fig. 3.26(a)

and are in agreement with the single-pixel measurements reported in this figure. Therefore,

sub-µm precision for depth imaging would be expected for a source with the same detuning and

twice the brightness in the photon pairs detected. The loss in the experiment were mainly caused

by the fibre connector FC to FC including 6 dB loss between the source and the output.

The standard deviation on the measurements seems to be sufficiently large. Indeed, we can

observe the median of the relative error ∆σ/σ from the data set reported to be 26 % and seems to

increase for the measurements with higher N ·F (t). As discussed in the section 3.6, the variation

in the time delay measurements for HOM interferometry can be caused by a change in the

thickness variation of the sample or from a relative change in the optical length ∆d between

the two inputs. Assuming the instability is primarily due to the changes in the path-length

between the two optical fibres before the interference occurs caused by temperature drift. The

path difference between the fibres of the two inputs of the HOM interferometer is about 2 cm.

The lab is in a controlled environment where the temperature is stable on the order of the
◦C. Therefore, the drift in the measurements from the temperature would be around 10−2 f s

which is one order of magnitude below the reported precision of the measurements and does not

explain the wide spreading of the precision. On the other hand, the Fisher information was tuned

by only increasing the wavelength separation between the downconverted photons whilst the

number of photon pairs detected N was fixed around ∼ 104 per measurements. As discussed in

the section 3.3, the precision of the estimate improves for a higher detuning. The wavelength

separation is tuned by controlling the temperature of the crystal. Therefore, we can imagine that

for high temperature (> 100 ◦C for ∆ν∼ 10 THz), the change in the refractive index affects the

laser back-propagating within the source used for the active phase-locking. The most likely cause

is that the change of refractive index within the crystal was causing a path-deviation of the laser

back-propagating within the source and might have decreased the visibility of the interference

shown in Fig. 3.14(b). The phase-locking relies on the interference fringe by actively moving a

piezo stack to set the output brightness from the interferometer on a set point.

The oven could also be the cause of these instabilities. The oven of the crystal could be less

stable for higher temperature, which can lead to more instabilities within the phase-locking as

the reference beam transmits through it. An already phase-locked source such as an integrated

76



3.6. THE HONG-OU-MANDEL MICROSCOPE

photonic chip [138] or bulk-optics source with two crystals in a cross-crystal configuration where

both of the downconverted photons share common paths and mirrors [35] could be used to confirm

or to refute the hypothesis.

FIGURE 3.29. Instability in the reference laser to phase-lock the source. Central
wavelength of the reference laser measured with a wavemeter with a wavelength
resolution of 200 MHz (WS6-200, HighFinesse). The mode hoping (red arrow) due
to the instabilities in the cavity of the laser makes it unstable to use it for as a
reference laser for phase-locking. The pink zone correspond where the laser is
stable for a period of time t ≥ 40 min.

Finally, in the lab the measurements were stable over a time period of ∼ 40 min and drift in

the phase occurred over longer periods of time, which resulted from mode-hopping instability of

the laser used to phase-lock the source. Changes in the output wavelength of the reference laser

lead to fluctuations in the phase-locking conditions in the interferometer and drifts in the depth

estimation. At the end of the experiment, this mode-hopping occurred more frequently and the

phase-locking became more unstable and harder to lock. Fig. 3.29 shows the measurements for a

period of time of 8 h from a wavemeter (WS6-200, HighFinesse) of the reference laser used to

phase-lock the source. The cavity of the reference laser is phase-locked with a PID controller and

a piezo mirror. Usually, when the PID controller diverges from the set point, it tries to re-lock

the cavity on another set point, inducing a mode-hoping within the cavity of the laser (e.g. see

red arrow). This mode hopping changes suddenly the phase of the laser, consequently degrading

locking on the photon pair source and it results to a sudden change in the monitored P11 from

the output of the HOM interferometer. The pink areas from the figure correspond to a period of

time longer than 40 min7 and for which no-mode hopping have been recorded. This correspond

to 20 % of the time for which the phase-locking has not been degraded from the instabilities of

the laser. Therefore to conduct HOM microscopy with a two-colour entangled state, a more robust
7Data measurements for HOM microscopy of Fig. 3.26 took ∼ 40 min.
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source to phase instability might provide an improvement in the saturation of the CRB for higher

frequency of the beat note, such as the source from [35], where the downconverted photons share

common mirror and are not affected by the mechanical fluctuations of the optics.

3.7 Future work

The HOM microscope presented in this chapter achieved sub-µm axial precision for depth imaging.

By controlling the wavelength separation between the signal and the idler on a wavelength-

entangled photon pairs, the sensitivity and the precision of the measurements increased. However,

due to fringe ambiguity, the detuning for depth imaging was limited to ∼ 7 THz for a single-shot

measurement.

One way to avoid fringe ambiguity is to take more measurements with different beat notes

of the HOM interference. For the source used in this thesis, it would require to take imaging

for each of the beat note. The time of the imaging can be reduced to target some areas of the

sample where an increase of the precision would be required. However this is a time consuming

technique as single pass measurement for each pixel would be no longer enough. Furthermore,

with consideration of the degradation of the phase-locking in the two-colour entangled photon

pairs source due to the perturbations within the reference laser, this strategy of measurement

will be harder to experimentally achieve (see section 3.6.6).

The second way to avoid fringe ambiguity is discussed in this section, where the idea relies

on generating HOM interferences with different beat note simultaneously. For the photons pair

source described in this chapter, this could be done by pumping the ppKTP crystal with different

wavelengths and using grating8 at the output of the HOM interferometer to post-select the right

wavelengths and operate coincidence counting for the post-selected wavelength. However, this

would need a big amount of detectors, especially if PNRDS would be implemented and therefore

not a practicable imaging technique. Instead of using grating, one could use a wavelength division

multiplexers (WDM), a technology widely developed in the C-band due to photonic communication

which transmits the photon into different channels depending on its wavelength. This has been

used on a photonic chip where the photon pairs exhibit a broader spectrum due to the four-

wave mixing and the phase-matching condition [138]. In this scientific publication, the HOM

interference is given by:

P11 = 1
2
− V

2
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(
2πt

δ

λ2
p

)
sinc

(
2πt

w
λ2

p

)
, (3.45)

where V is the visibility of the interference, t the relative time delay between the two input

modes of the HOM interferometer, δ the wavelength separation between the signal and idler, w

the width of the WDM channel and λp the wavelength of the pump.

Fig. 3.30(a) shows HOM interferences with different detuning reported in [138], where their

corresponding Fisher information is shown on Fig. 3.30(b). We can see that F (t) with a wavelength
8Apertures can be used to filter k-vectors (then the wavelength) for non-collinear crystal [118]
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FIGURE 3.30. HOM interferences from the photonic chip [138]. (a) HOM inter-
ference for δ= 3.2 nm (blue), δ= 6.4 nm (red) and δ= 9.6 nm (black) with their
corresponding Fisher information plotted in (b). (c) Comparison of the detuning
(THz) versus wavelength separation of the signal and idler between the photon
pairs source through four-wave mixing on the photonic chips (blue) and the sponta-
neous parametric down conversion from the bulk source of this chapter (orange).

separation of ∼ 10 nm is lower than F (t) from the source presented in this chapter with the same

wavelength separation. It is because F (t) is proportional to the frequency of the beat note. The

on-chip source is using four wave mixing where the signal and idler have a wavelength similar

to the pump (∼ 1550 nm). Fig. 3.30(c) shows the detuning in THz function of the wavelength

separation in nm for the SPDC and the FWM source. To obtain the same detuning with the FWM

source, the wavelength separation between the signal and the idler needs to be higher than the

SPDC source. Huge wavelength separation means more problems due to the dispersion and the

good functioning of the optics components working for specific wavelength (e.g. detectors). To

achieve similar Fisher information, either the wavelength of the generated photon pairs needs

to be smaller (which is hard for photonic chips) or more photons probes (brighter photons pair

source) would be required. Despite the lower amount of Fisher information due to the centred

wavelength of the downconverted photon pairs, this strategy of measurement could provide
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single-shot measurement with a phase-stable photon pairs source for depth imaging using HOM

interferometry without fringe ambiguity.

3.8 Conclusion

In this chapter, it has been shown that with the help of an estimator saturating the Cramér-Rao

bound, Hong-Ou-Mandel microscopy can achieve sub-µm axial precision for depth imaging with

∼ 104 photon pairs detected and 12.3 nm of wavelength separation between the signal and idler

of a two-colour entangled state. The Fisher information of the microscope has been tuned by

controlling the temperature of a non-linear crystal inferring on the wavelength separation of the

downconverted photons for narrowband source without tuning the wavelength of the pump.

In section 3.6.5 depth imaging is performed on a semi-transparent sample by monitoring the

normalised anti-bunching coincidence counts. Increasing the wavelength separation between the

downconverted photons increased the axial precision of depth imaging from 2.4 µm (∆ν= 3.4 THz)

to 1.1 µm (∆ν= 7.4 THz) and N ∼ 103 photon pairs detected. Then, the precision of the microscope

has been characterised for single-pixel imaging in section 3.6.6, demonstrating that depth

imaging with sub-µm could be performed with a wavelength separation of 12.3 nm and N ∼ 104

photon pairs detected. A sub- f s time delay measurement has been realised, corresponding to an

improvement in the precision of three order of magnitude over the original HOM paper [72] and

applied to depth imaging. This shows how HOM microscopy could be used for photon-sensitive

sample such as biological cells to characterise sub-cellular structures with a probe illumination

to the sample of ∼ f W. This signifies that the HOM microscope can achieve performances of

super-resolution microscopes with a probe light intensity of 10−8 W .cm−2 incident on the sample,

corresponding to 8 to 12 order of magnitude below conventional super-resolution microscopy [114,

128]. The work realised in this chapter focus on the axial precision by tuning the frequency

separation between the two photons of a wavelength-entangled state. However, another way to

improve the resolution would be to increase the brightness (or decreasing the loss) of the source

and therefore the number of photon pairs detected. The loss in this experiment were relatively

high and have been reported to be ∼ 98% for each photon. This was mainly caused by the FC

to FC fibre connectors included 6 dB loss between the source and the output. The second cause

explaining the high loss was the heralding efficiency, limited to be η= 30%. This is due to the

experiment being build with free space optics, where the efficiency of the detectors ( 60%), the

dispersion of the light and the loss within the optics were limiting factors. Reducing the loss and

increasing the brightness of the source is directly affecting the number of detected photons N

and the Fisher information achievable in the experiment. Therefore, optimising the parameter N

improves the precision of the estimates.

Finally, in section 3.7, an alternative is to have the photon pair source on a photonic chip. It

would allow the generation of downconverted photons with a broader spectrum. Using wavelength
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division multiplexer, simultaneous HOM interferences with different beat notes could allow an

improvement in the precision of the estimates without having fringe ambiguity. It would increase

the dynamic range initially limited by fringe ambiguity due to the variation in thickness of the

sample too big compared to the half-period of the beat note. Working with the photonic chip on

the source would first avoid the potential errors due to the phase-locking instabilities in the

measurement discussed in section 3.6.6, and would allow depth imaging with HOM interferences

without fringe ambiguity by simultaneously monitoring HOM interference with different beat

notes.

Further improvements could be done for HOM microscopy by engineering wavelength-

entangled photon pairs with higher detuning. For a photon pair source with ∆ν = 150 THz

(λi = 933 nm and λs = 700 nm), the Fisher information per photon could reach up to 106 ps−2

(equivalent to σ= 1 f s) for measurements saturating the CRB. Combined to a bright photon pair

source with periodically poled KTP in a waveguides similar to [56, 154], where pure photons

could be generated with a brightness up to 106 photons pairs per second could potentially achieve

a similar resolution than the work from Lyons et al. [99] for an acquisition time of ∼ 1 s. Indeed,

Lyons et al. achieved attosecond resolution with a high number of photon pairs detected due to a

long acquisition time (1.4 to 15.6 hours), which cannot be applied to raster-scan imaging as the

acquisition time of the image would be too long. Therefore, increasing the Fisher information per

photon coupled to a bright photon pair source would allow nanometre resolution applied to depth

imaging.

From a fourth-order quantum interference originally discovered to measure the time delay

between two photons of a same pair, the work from this chapter demonstrates that the same effect

can be used for depth imaging with high performances to sub-µm axial precision. Improvements

and further work could provide high depth imaging for the nm scale and maintaining a probe of

illumination to the sample ultra-low. The dynamic range offered by measurement techniques of

this type combined with high precision could be particularly relevant for characterising in situ,

sub-cellular structures for semi-transparent samples such as biological cells.
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In metrology, the performance of measurements for sensing and imaging is theoretically limited by

the shot-noise limit (SNL, also called QNL for quantum noise limit) due to the Poisson-distribution

of photon number in laser radiation. The QNL defines the best sensitivity achievable with classical

light for a given apparatus and photon number [147]. However additional noise from experimental

imperfections (i.e. non-ideal detectors or devices driving the experiment and manipulating the

probe state) can lead to a degradation of the measurements [3, 38, 43, 54, 136]. Several noise

reduction techniques for the detectors and the probe laser have been developed to approach the

QNL. For instance, the noise induced fluctuations to the signal can be averaged and removed from

the measurements [171]. However this is not sufficient to reach the QNL and an improvement

of this technique consists of simultaneously monitoring the noise with a sample beam and

subtracting it from the probe beam with homodyne detectors [69]. With QNL detectors, to limit

the perturbations from external noise; for example, QNL high-power laser system for gravitational

wave detections have been demonstrated [89, 90]. Furthermore, quantum technologies such as

quasi-photon number resolving detections schemes on classical states have shown improvements

in the noise reduction to a point where QNL has been reached [60]. Removing thermal noise by

cooling down the experiment to few K [47] can help to achieve QNL measurements, or it can

be approached at room temperature for interferometry measurements by engineering device

dimension and material [171]. Finally, it is possible to develop algorithms and machine learning to

remove excess noise within the measurements, approaching the QNL [88, 166]. Because the QNL

derives from the inherent fluctuations of the classical states, according to the laws of quantum

mechanics measurements below this fundamental limit for a classical probe are forbidden.

Quantum probes of light have shown to enhance in the measurements, achieving experi-
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mentally sub-shot noise performance [63, 103]. For instance photon counting experiments using

twin-beams [105] have demonstrated sub-shot noise measurements by using the intensity cor-

relation between the two photons of the same pair [124, 145]. Furthermore, the preparation of

multi-photon entangled states such as NOON states which correspond to a superposition of N

photons across two single optical modes have experimentally demonstrated a super-sensitivity

and precision enhancement within the measurements below the QNL [108, 140]. The generation

of these probe states exploits a low efficiency process, thus the brightness of such probe beams is

typically limited to around a picowatt [6, 111]. It allows improved performance at a low illumina-

tion level where photo-damage and photo-toxicity within the sample can be avoided. However,

where the performance of a measurement could benefit from a brighter probe, there is usually a

gap between the brightness of such quantum states and the limit where damages on the sample

can be visible [58].

Brighter quantum probe states such as bright squeezed light can operate in the ∼ mW regime

and have recently demonstrated improvement in the measurements. By decreasing the fluctuation

in one of the quadrature of the electromagnetic field, the optical noise floor can be lowered below

the QNL. Consequently, the signal-to-noise ratio, corresponding to the minimum signal observable

amongst the noise can be increased by such quantum states for higher probe of light. Therefore,

one can increase the sensitivity of the measurements by improving the SNR [18, 29]. Because

these measurements are done on higher frequency bandwidth to be shot-noise limited, increasing

the modulation depth of the probe beam to increase the power of the signal transfers the amount

of low frequency classical noise to the optical sidebands, subsequently sub-QNL sensitivity does

not necessary imply sub-QNL precision [13, 147].

Here, we propose a bright Kerr-squeezed light to enhance the precision for absorption mi-

croscopy with a signal power of ∼ 200 µW . With the noise reduction given by the squeezed-state,

the probe is modulated in time between two optical paths to move a static-loss measurements

to a higher shot-noise limited frequency bandwidth. Working with QNL detectors and laser at

this higher bandwidth, enhancement of precision within the measurements is experimentally

demonstrated for absorption microscopy. Section 4.2 describes the strategy of measurements

and the regime for which a precision enhancement is expected. Section 4.3 discusses about

parameter estimation and the calibration of the parameters necessary for such a strategy of

measurements. Sections 4.4 to 4.5 show experimental performance of the bright-squeezed source

demonstrating precision enhancement in the measurements for single pixel and raster-scanning

imaging. Finally, section 4.6 develops three proposals to remove the extra noise apparent in the

previous measurements, improving the performance of the microscope for absorption imaging

with Kerr-squeezing and section 4.7 concludes the chapter.

84



4.1. STATEMENT OF THE WORK

4.1 Statement of the work

The visible wavelength Kerr squeezing with photonic crystal fibre has been studied by George

Atkinson during his PhD at the University of Bristol [14]. The theory on the Fisher information

is based on his work. Furthermore, the laser and detector used in this chapter are the same that

George Atkinson characterised during is PhD, showing that the frequency bandwidth > 2 MHz

is shot-noise limited. Alex McMillan was my day to day supervisor. Jonathan Matthews was the

coordinator of the project. In the future work, the proposal 1 is from Alex McMillan whilst the

proposal 2 is from Jonathan Matthews. I built and designed the confocal microscope. Based on

the MATLAB script from George Atkinson, I wrote and adapted the script to the measurement I

wanted to realise (e.g. confocal microscopy, single-pixel measurements). I did the data acquisition

and data analysis presented in the chapter.
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4.2 Static loss microscopy with bright-squeezed light source

This imaging technique uses the noise reduction from an amplitude squeezed state to enhance the

precision of the measurements for absorption imaging. To achieve such performance, the strategy

of measurement needs to be well defined. First, to observe sub-shot noise from a photon number

squeezed state, it is important to be shot-noise limited on the laser pump. The stabilisation of

laser power can be done with a control-feedback loop where measurements at the quantum noise

limit (QNL) at 10 Hz and for an output signal of ∼ 102 mW have been achieved [90]. However, to

achieve this degree of stabilisation, 8 photodiodes (4 to monitor the noise and 4 to monitor the

output signal) and two feedback loops (one for the mode cleaner of the laser, and one to stabilise

the laser power) are required. Squeezed vacuum light has demonstrated an enhancement of

9.4 dB below the QNL for laser power stabilisation in the kHz regime [152]. But similarly to

previous work, the requirements are extensive with a control feedback loop and two cavities to

generate squeezed vacuum light. Whilst these applications relatively low frequency can be useful

in the gravitational wave detections, it is definitely easier to have a laser power at the QNL in the

MHz regime and for an output power of ∼ 102 µW . The Mai Tai from Spectra-Physics fulfils the

previous requirement where QNL measurements have been done at high frequency bandwidth

with the use of one detector [14]. Furthermore, this laser generates ultrashort pulses achieving

high peak power and for this reason, it makes a perfect candidate for the generation of bright

squeezed light via Kerr effect as discussed in section 2.5.1. As shown in Fig. 4.1, to encode static

FIGURE 4.1. Low absorption microscopy with Kerr squeezing. An amplitude
squeezed beam of light is modulated in phase between horizontal (blue) and vertical
(red) polarisation modes with an electro-optic modulator (EOM). The two modes are
split via polarising beamsplitter (PBS1), one of the modes interacts with the sample.
After recombination with PBS2, the output signal (purple) has a modulation depth
δSNR proportional to the loss induced by the sample. A spectral analyser (SA) at
the frequency of the modulation is measuring δSNR for each pixel of the sample by
raster-scanning and confocal imaging. The squeezed state lowers the noise floor
below the quantum noise limits (QNL).
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loss in the MHz bandwidth the probe beam is modulated in time by an electro-optic modulator

(EOM) with a modulation depth δm between the horizontal (H) and vertical (V) polarisation

modes. Then, with a polarising beamsplitter (PBS1) the two polarisation modes are, respectively,

transmitted and reflected to two different optical modes, making the probe beam path-modulated

in time. Since the PBS causes a π-shift between the two amplitude modulated beams, without

the presence of the sample the combined signal exhibits no modulation at the sideband. In the

presence of a sample with a transmission η < 1, one of the modes interacts with the sample

and consequently its amplitude decreases due to absorption. After recombination with a second

PBS2, the output signal exhibits a modulation depth δSNR at the sideband frequency due to the

interaction of one of the modes with the sample. Finally, the transmission η can be inferred by

measuring the signal at the sideband frequency. The detection of the light is performed with a

PIN detector which exhibits a saturation level higher than the avalanche photodiode detectors

used in chapter 3. The detector needs to have fast response and to be shot-noise limited at the

frequency bandwidth of the signal. These requirements are fulfilled by the detector PDB440A-

AC from Thorlabs [14]. Due to the high brightness of the squeezed state, homodyne detection

cannot be performed to measure the noise reduction granted by the squeezed-state. Indeed, such

a detection technique requires a local-oscillator (LO) much brighter than the signal (several

orders of magnitude above [68]). Therefore, the squeezed light is measured on a direct detection

technique commonly used for bright squeezed states [13, 29, 167]. To perform such measurements,

it is necessary to be shot-noise limited, which is the case for the laser and detector used in this

experiment [14].

Fig. 4.2 shows a 100 MHz span of the output signal (orange) and the electronic noise (blue)

measured from the detector used in this chapter. The peak at 10 MHz, indicated by the orange

arrow, corresponds to the signal, whilst the green arrows indicate the higher harmonics and the

blue arrow shows the repetition rate of the laser at 80 MHz. The frequency bandwidth of this

detector allows a detection of the signal with a noise clearance (NC) of ∼ 3 dB from 3 MHz to

15 MHz (shown on the top right inset). Afterwards, a spectral analyser (SA) measures the output

current from the photodiode in the zerospan mode. Based on the description of the SA from [119],

to measure the 100 MHz span the SA scans the signal by changing the frequency of the LO in a

continuous mode. During the scan the LO is mixed with the signal and sent to an intermediate

frequency filter (IF) selecting a frequency component of the signal. The 3 dB bandwidth of the IF

corresponds to the resolution bandwidth (RBW) and determines the frequency resolution of the

measurements. Then, the signal is logarithmically amplified and an envelope detector output a

voltage corresponding to the amplitude of the selected frequency component. Finally, a low-pass

video filter (VBW) reduces the fluctuations of the measurement by smoothing out the output

signal when V BW < RBW. The zerospan mode corresponds when the LO has a fixed frequency

selected by the user, and no swipe over a range of frequency is done. Here, the central frequency

of the zerospan mode is done either at 10 MHz to measure the signal or at 5 MHz (light blue
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rectangle in the inset) to measure the relative noise power when the squeezer is on and off,

characterising the noise reduction from the amplitude squeezed state [14]. The characterisation

of the noise reduction of the squeezed state is done at the frequency bandwidth of 5 MHz because

the noise clearance is sufficient for the amplitude squeezed state used in this chapter, and the

frequency bandwidth is far away from the signal (at 10 MHz) to be certain that only the noise

floor is monitored at this specific bandwidth. Furthermore, Kerr-squeezing is power-dependent,

therefore the noise floor needs to be compared for a similar output optical power when the

squeezer is on and off, this corresponds to the calibration of the experiment and is discussed in

section 4.3.1.

FIGURE 4.2. 100 MHz span from output signal. The orange trace is the output
signal modulated in time at 10 MHz over a 100 MHz span, where the blue trace
corresponds to the electric noise from the detector. The noise clearance (NC) is
shown on the top right inset from 0 to 15 MHz, where ∼ 3 dB of noise clearance
is observed. The light blue rectangle corresponds to the frequency bandwidth of
5 MHz where the noise measurements are made to characterise the noise reduction
from the squeezed state. The orange arrow corresponds to the signal at 10 MHz,
whilst the green arrows correspond to the higher harmonics. Finally, the blue arrow
corresponds to the repetition rate of the laser at 80 MHz.

Because the signal is logarithmically amplified by the SA, the noise power of the optical signal

when the squeezer was on and off was corrected by adding 2.27 dB to the output signal. First

there is an under response of 2.51 dB due to the noise which follows a Rayleigh distribution

and the SA calculates the output signal from the square of the average voltage, previously
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amplified logarithmically. Because the log of the average is not equal to the average of the log, a

correction of 2.51 dB must be added to the output signal [7, 14]. Because the voltage of the signal

is typically Gaussian distributed, this correction factors only applies on the measurement of the

noise power. Secondly, the actual filter in a SA is not a perfect rectangle and there is an error

in the measurements when it is used for noise measurement. The equivalent noise bandwidth

(ENB) corresponds to the bandwidth of a brickwall filter which output the same integrated noise

power as the actual RBW filter. By calculating the ratio between the ENB and the RBW, this

error can be correct and gives a correction factor of −0.24 dB (given by the supplier). This means

that 0.24 dB needs to be subtracted from the output signals [7, 14]. Therefore, the relative noise

power is corrected by adding a correction factor of 2.27 dB = 2.51 dB−0.24 dB.

4.3 Parameter estimation

The modulation δSNR infers the loss from the sample in a shot-noise limited bandwidth. From

the electronic output of the detector, a maximum likelihood estimator is derived saturating the

Cramér-Rao bound which makes it an optimal estimator for such a strategy of measurements.

4.3.1 Maximum-likelihood estimation and parameter calibration

The maximum likelihood estimator relies on the measurement at the zerospan mode. The spectral

analyser mixes the electric current from the fast output photodiodes to a local oscillator with

a fixed frequency centred at the frequency of the optical sideband. The resolution bandwidth

(RBW) determines the frequency resolution of the measurements. The higher the RBW is and

the faster the measurements are, therefore the less classical noise will be present within the

measurements.

As discussed in section 4.2, the loss within the sample induces imbalance in the amplitude

between the horizontal and vertical polarisation modes before the recombination at the second

polarising beamsplitter, thus inducing photons at the sideband Ω with a modulation depth

proportional to the loss from the sample. Therefore, we define δSNR the signal-to-noise ratio

(SNR) at the frequency of modulation. Hence, the SNR can be calculated following:

δSNR = 〈pΩ〉−〈pN〉
〈pN〉−〈pE〉

, (4.1)

where 〈pΩ〉 corresponds to the average power of the sideband at the frequency Ω in the ±B/2

frequency interval, 〈pN〉 is the average power of optical noise floor and 〈pE〉 is the average power

of the electronic noise floor. In an approximation considering low loss, that classical noise from
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the laser within this bandwidth is negligible and for low absorption from the sample, we have:

〈pΩ〉 = R

(
1
8

i2
0δ

2
m(1−η)2 +2qioΦB+2q2

〈∣∣∣∣∫ Ω

ne(ν)dν
∣∣∣∣2

〉)
, (4.2)

〈pN〉 = R

(
2qi0ΦB+2q2

〈∣∣∣∣∫ Ω

ne(ν)dν
∣∣∣∣2

〉)
, (4.3)

〈pE〉 = R2q2

〈∣∣∣∣∫ Ω

ne(ν)dν
∣∣∣∣2

〉
, (4.4)

where
∫ Ω = ∫ Ω+B/2

Ω−B/2 , R is the input resistance, q the electric charge of the electron, i0 = NqB is the

electric photocurrent after measuring N photons within the resolution bandwidth B, δm is the

modulation depth of the beam after passing through the electro-optic modulator (EOM), 1−η is

the loss from the sample, Φ is the squeezing value, and ne(ν) the dark noise, corresponding to the

electrons generated independently of the optical field1 [14]. From Eq. (4.1) and using Eqs. (4.2),

(4.3) and (4.4), we have:

δSNR = i0δ
2
m(1−η)2

16qΦB
, (4.5)

Hence, the transmission of the sample η can be written to:

η= 1−
√

16ΦδSNR

Nδ2
m

. (4.6)

Because the SA does not measure the number of photons N, the output power after the whole

experimental setup is calibrated to a powermeter (PW) placed before the generation of the state

(see Fig. 4.3). The ’Experiment’ refers to the strategy of measurement described in the previous

section. To calibrate PW, a second powermeter (PW2) is temporally added to measure the output

signal. Then, the motorised half-waveplate (mHWP) rotates to increase the input power into the

experimental setup and the power is measured from both powermeters. The power calibration

between PW2 and PW is shown in Fig. 4.3(b) and used to estimate N. Afterwards, the number of

photons can be estimated from:

N = ηqγλ

hcB
. (4.7)

λ is the wavelength of the probe beam and is equal to 740 nm, h is the Planck constant, c the

speed of the light in the vacuum, ηq the efficiency of the detectors measured to be 0.85 and γ the

power calibration inferred from Fig. 4.3(b).

Fig. 4.4(a) shows how the modulation depth from the electro-optic modulator (EOM) is

measured. After the generation of the squeezed state, PBS1 splits the probe beam into two

polarisation modes (discussed in the previous section). One of the polarisation mode is blocked

with a beam dump to avoid the recombination. Then the modulation of the other mode is measured

1The calculations of 〈pN 〉 and 〈pE〉 are detailed in [14], appendix A.1, while the calculation of 〈pΩ〉 can be found
in the appendix B.1.
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FIGURE 4.3. Output power calibration. (a) Input of the laser toward the experiment
is controlled with a motorised half-waveplate (mHWP) and a polarising beamsplit-
ter (PBS). Before the light is sent to the experimental setup, a waveplate reflects
up to 4% of the light measured with a powermeter (PW) whilst the experiment
is running. A second powermeter (PW2) is temporally added at the output of the
interference to calibrate the output signal with respect to the output of the first
one, PW . (b) Output power calibration with the powermeter PW .

FIGURE 4.4. Calibration of the depth modulation. (a) After generation of the
squeezed state, an electro-optic modulator (EOM) modulates the optical beam
between two polarisation modes in time at a frequency f = 10 MHz. One of the
polarisation mode is blocked with a beam dump to measure the modulation depth
induced by the EOM with photodiode with fast output (FP, PDB450A, Thorlabs)
and an oscilloscope (OC). (b) Modulated signal measured when the laser is on (blue)
and when the laser is off (orange). The modulation depth can be calculated from
the visibility of the signal.

with DC photodiode with fast output (FP, PDB450A, Thorlabs) and the results are shown by

the blue trace in Fig. 4.4(b). By calculating the visibility of the output signal and correcting the

absolute 0 of the measurements when there is no light (orange trace), the modulation depth δm

can be calculated. The maximum depth modulation achieved by the EOM is δm = 0.98±0.04.

The calibration of these parameters is subject to the noise within the devices used to measure

them. From Eq. (4.6), we can observe that if these parameters fluctuate during the experiment, the

variance of η will be affected and no enhancement can be done. However, the power stabilisation of
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the laser used in this chapter has been measured at the QNL [14] and the EOM used to modulate

the light has been designed for this experiment by QUBIG. Finally, to decrease the effect of the

classical noise within the experiment on the variance of the estimate η, the measurements of

δSNR are taken with a RBW = 1 MHz corresponding to a data acquisition of t = 1 µs. We will see

in section 4.5.3 that if we consider a longer time scale, the precision of the microscope is degraded

by classical noise. Finally, in section 4.6 experimental protocols are proposed to correct the effect

of classical noise on the performance of the microscope.

4.3.2 Fisher information

The Fisher information F (η) can be computed using [91]:

F (η)=
(
∂δSNR

∂η

)2
F (δSNR), (4.8)

here F (δSNR) is determined by the expression:

F (δSNR)=
(
∂pΩ
∂δSNR

)2
F (pΩ). (4.9)

Since pΩ serves as an unbiased estimator, F (pΩ) is given by [V ar(pΩ]−1. The variance of the

power at the sideband V ar(pΩ) for M spectral average is expressed as follow [14]2:

V ar(pΩ)= R2

M

(
1
2

qδ2
m(1−η)2 i3

0ΦB+ 1
4
δ4

m(1−η)4 i4
0V ar(ℜ[H ])+ q2δ2

m(1−η)2 i2
0V ar(ℜ[N ])

)
,

where H and N represent the stochastic noise of the laser at low frequency and the electronic

noise integrated over the sideband Ω within the RBW ±B. Due to the noise clearance of 3 dB

mentioned in the section 4.2, terms in conjunction with V ar(ℜ[N ]) are neglected.

Therefore, the Fisher information F (η) from the estimator in Eq. (4.6) is given by [14]:

F (η)= M
(

8Φ
Nδ2

m
+4(1−η)2V ar (ℜ[H ])

)−1
, (4.10)

where V ar (ℜ[H ]) corresponds to the noise of the DC component of the classical relative ampli-

tude noise from the laser and modulator, and M is the number of spectral average. Because only

the amplitude at the sideband of the frequency f = 10 MHz is monitored, for this strategy of

measurements we have M = 1. Furthermore, Eq. (4.10) assumes (1−η)<< 1 where loss is negligi-

ble and the noise reduction from the squeezed state is not affected by it. Since the measurements

are carried out at the frequency of the sideband, F (η) increases with the modulation depth δm.

Indeed, the number of probe photons at the sideband increases with δm because only the light

oscillating at this frequency is monitored.

2The calculation are given in details at the appendix B.2 from [14].
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Finally, if the classical noise V ar (ℜ[H ]) from Eq. (4.10) is negligible, we can define the

Cramér-Rao bound (CRB) as:

CRB =
(

Nδ2
m

8Φ

)
. (4.11)

Because the estimator from Eq. (4.10) saturates the CRB [14], Eq. (4.11) corresponds to the bound

for which the smallest variance V ar(η) can be experimentally achieved with V ar(η) = 1/CRB

(see section 2.3.2).

4.4 Bright amplitude-squeezed source

Fig. 4.5(a) shows the experimental setup to generate Kerr squeezing. It consists of propagating

two coherent beams into a non-linear medium in an interferometer. The brighter beam (or strong

beam) triggers the non-linear effect to induce self-phase modulation. Because the power of the

weak beam is not strong enough, it transmits through the non-linear medium without triggering

the Kerr-effect. Afterwards, both beams interfere and the weak beam displaces the strong beam in

the quadrature space resulting in an amplitude-squeezed state at the output of the interferometer

(see section 2.5.1). Here, the pulse laser (Ti:sapphire, Mai Tai) generates 100 f s pulses with a

repetition rate of 80 MHz at a central wavelength λ= 740 nm. The source comprises a Sagnac

interferometer with a 90 : 10 beamsplitter and a 14 m long photonic crystal fibre (PCF) as a

non-linear medium in the centre of the interferometer. The wavelength of the laser has been

chosen to decrease the effect of dispersion within the fibre by compensating it through the effect of

non-linearity, ideally generating an optical soliton [28, 122]. The small core of the PCF (2.09 µm)

provides a tight mode confinement within the fibre to enhance the non-linearity. Because Kerr

squeezing is power dependent, a motorised half-waveplate (mHWP) and a polarising beamsplitter

(PBS) control the power of the light propagating toward the PCF, where the unused beam (the

reflected beam from the PBS) is blocked with a beam dump (BD). The PCF is a birefringent

medium, therefore HWP1 rotates the anti-clockwise input polarisation to be matched with the

polarisation axis of the fibre. Then, HWP2 corrects the undesirable polarisation rotation induced

by the PCF after the light is transmitted through it. It ensures the clockwise and anti-clockwise

propagation beam after transmission through the medium to interfere at the BS, generating an

amplitude-squeezed state. Therefore, to generate a coherent state with the experimental setup,

HWP2 is rotated to have both directions of propagation with polarisation orthogonal to each other,

cancelling the interference and the generation of the amplitude squeezed-state. Finally, after

passing through the Sagnac interferometer, the light is coupled to a multimode fibre (MF) with

∼ 92% coupling efficiency and is detected with balanced amplified photodiode detectors with fast

output (FP) (PDB440A-AC, Thorlabs), reporting an efficiency of ηe f f = 0.85. The powermeter PW

corresponds to the power calibration discussed in the section 4.3.1 and is calibrated before each

measurement.
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FIGURE 4.5. Bright amplitude squeezed source. (a) Ti:sapphire Mai Tai pulse laser
(100 f s pulse, 80 MHz repetition rate at λ= 740 nm) propagates toward a Sagnac
interferometer with a 90 : 10 beamsplitter (BS) and a 14 m long photonic crystal
fibre (PCF). HWP1 matches the input polarisation with the main polarisation
axis of the fibre, whilst HWP2 corrects the polarisation rotation of the beam after
propagating through the PCF. The output light is coupled to a multimode fibre (MF)
and measured with AC fast output photodiode detector (PDB440A-AC, Thorlabs),
whilst the photocurrent is sent to an electronic spectral analyser (FPC1000, Rohde
& Schwarz). A Faraday optical isolator (FI) avoid any back-propagation within
the laser. The input power is controlled with a motorised HWP (mHWP) and a
polarising beamsplitter (PBS), whilst the unused reflected light is blocked by a
beam dump (BD). (b) Noise power at the 5 MHz bandwidth when the squeezer
is on (blue) and off (orange) for different value of the pump power. (c) Calculated
squeezing from (b) using Eq. (4.13).

Fig. 4.5(b) shows the relative noise (in dB) measured by a spectral analyser (SA, FPC1000,

Rohde & Schwarz) while the input power is slowly increased by using mHWP. The non-linear

phase-shift ΦNL from Eq. (2.51) discussed in section 2.5.1 varies with the input power 〈P〉,
periodically switching the source from an amplitude squeezed (dip) output to anti-squeezed

output (peak) configuration as shown in Fig. 4.5(b). The x axis corresponds to the power inferred

from the calibration of PW. As discussed in section 4.2, the noise is measured at the central

frequency of 5 MHz in the zerospan mode and with a resolution bandwidth (RBW) of 1 MHz.

The blue trace (SQ ON) corresponds to an angle of HWP2 when the clockwise and anti-clockwise

propagation beams within the Sagnac interfere to generate the amplitude squeezed state, whilst

the orange trace (SQ OFF) is a measurement of the shot-noise level from the coherent state where

HWP2 is mis-matching the polarisation of the two propagation modes, cancelling the generation
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of the squeezed-state.

The noise reduction from the squeezed state can be calculated using:

Φ= 10SQ/10 −10DK /10

10SN/10 −10DK /10 . (4.12)

SQ and SN are respectively the measured noise when the squeezer is on (SQ) and off (SN),

whilst DK corresponds to the dark current, as known as the electronic noise of the detectors. We

define Φlog, the noise reduction in a logarithmic scale to be:

Φlog = 10× log10Φ. (4.13)

Fig. 4.5(c) shows the noise reduction Φlog calculated from Fig. 4.5(b) with Eq. (4.13). As

expected from Kerr squeezing, changing the input power within the non-linear medium varies

the phase ΦNL. The best amplitude squeezed light generated by the source is reported to be

Φlog =−1.60 dB for an average power of 152.4 µW . By taking in account the loss in the experiment

(measured to be ∼ 12 %) and the efficiency of the detector, the source could theoretically generate

up to ∼−2.4 dB of amplitude squeezed light.

4.5 The amplitude-squeezed microscope

Fig. 4.6 shows the amplitude-squeezed microscope, where the probe beam is generated with the

source through Kerr-squeezing presented in the magenta square and has been described in the

previous section. After the Sagnac interferometer, the beam experiences in the blue square a

phase-modulation at 10 MHz with an electro-optic modulator (EOM, AM7-NIR, QUBIG) between

the vertical and horizontal polarisation modes. To maximise the efficiency of the EOM, the

polarisation is initially cleaned with quarter, half-waveplates (QWP, HWP) and Glan-Taylor

polariser (GT). Then, a second QWP after the GT rotates the polarisation of the state from

linear to circular. An arbitrary waveform generator sends a sine wave to the EOM with a

frequency of 9.87 MHz and an amplitude of 10.0 V . These values were chosen to optimise the

modulation depth of the signal. To encode static loss in a higher frequency bandwidth, a polarising

beamsplitter (PBS) transmits the horizontal and reflects the vertical polarisation modes, inducing

a π-shit between the two modes. The signal is now path-modulated in time. As discussed in the

section 4.2, without the presence of a sample, after recombination of the two polarisation modes

with a second PBS the output signal exhibits no modulation. However, with the presence of a

sample inducing loss on the horizontal polarisation mode, the output signal is modulated in

time with a modulation depth δSNR proportional to the loss induced by the sample. Afterwards,

the sample is raster-scanned on a 2D plane orthogonal to the direction of the probe beam’s

propagation. Confocal microscopy is performed with two confocal lenses (CL) with focal length

of f = 9.66 mm. The focal length were choosen according to GaussianBeam (see appendix A.4).

The lateral resolution of the microscope is estimated with a resolution target technique described
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FIGURE 4.6. Bright-squeezed light microscope. An amplitude squeezed beam of
light is generated from the Sagnac source shown from Fig. 4.7(a). At the output of
the Sagnac interferometer, the polarisation is cleaned with quarter, half-waveplates
(QWP, HWP) and a Glan-Taylor (GT) to be phase-modulated between vertical (V,
magenta) and horizontal (H, blue) polarisation modes at 10 MHz via an electro-
optic modulator (EOM, AM7-NIR, QUBIG). The EOM is controlled by an arbitrary
waveform generator sending a sine wave at a frequency of 9.87 MHz and an
amplitude pic to pic of 10.0 V . (c) The polarising beamsplitter (PBS) transmits H
and reflects V polarisation modes. A π-shift occurs between the two polarisation
modes after the first PBS (shown on the plot). The sample (AR coated glass with
features made with an ion beam) is between two lenses (CL, focal length f =
9.66 mm) in a confocal configuration. Two piezo translation stages moves the
sample on a 2D plane. The loss induces by the sample on the H mode infers a
modulation depth δm after recombination of the two beams at the second PBS. The
output is detected by fast output photodiodes detectors (FP) whereas the resulting
electric signal is sent to a spectral analyser (SA). BD = beam dump. Note that the
two different colours of the beam between the two PBS are just here to distinguish
the horizontal to the vertical polarisation modes.

in section 3.6.1, where a lateral resolution of ∼ 10×10 µm2 was measured. Finally, the output

signal is coupled to a multimode fibre (MF) achieving a coupling efficiency of ∼ 92 % for both

polarisation modes. Fast output photodiode detector (FP) and an electronic spectral analyser (SA)

measures the signal in the zerospan mode with a resolution bandwidth (RBW) of 1 MHz centred

at the frequency of the sideband. The transmission η̂ is estimated with Eq. (4.6).
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4.5.1 Low static loss estimation

The advantage of this microscope relies on the noise reduction given by the amplitude squeezed

light generated by the source described above to enhance the precision of the estimates. However,

it is well known that loss on a squeezed state is mathematically equivalent to interfering the state

with a vacuum state (which is a coherent state) and therefore decreasing the noise reduction.

FIGURE 4.7. Affect on the noise reduction from a squeezed state for different
sample transmission. (a) Theoretical plot of the noise reduction (y axis in %)
granted by a squeezed state Φlog in dB (x axis) for different transmission η. The
dashed black line represent the noise reduction for different value of squeezing
with no sample (no loss). (b) Raster-scanning imaging of the sample by measuring
the transmitted light with a powermeter whilst the sample is moved on a 2D-plane
between two lenses in a confocal configuration. The top image exhibits a contrast
imaging of ∼ 2% and the bottom image ∼ 10%. The code colour from (a) matches
the code colour from (b).

For a given Φ, the new squeezing value Φη after loss (1−η) is given by [15]:

Φη = η(Φ−1)+1. (4.14)

Because the sample is imaged by measuring η for each pixel, the loss induced by the sample can

affect the squeezing value of the input state, hence losing the advantage of the scheme. Fig. 4.7(a)

shows the theoretical noise reduction granted for different squeezing value Φlog. The black

dashed trace is the noise reduction in the measurement outcomes by varying the squeezing value

of the input state when there is no loss (η= 1). When the loss increases (η decreases), the noise

reduction for a given squeezing value is affected. It is evident that for a transmission sample of
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η= 0.2 (dark blue trace), the noise reduction from the squeezed state are drastically affected. For

instance, with Φlog =−3 dB, and η= 0.2, the noise reduction are equivalent to a squeezing value

Φlog =−0.44 dB with no loss. However, in this chapter, the sample (Fig. 4.7(b)) has been chosen

due to its high transmission characteristic (∆η∼ 2 % of contrast with a maximum transmission

of η∼ 98 % for the top image), hence the noise reduction are not highly degraded (light yellow for

η= 0.98 and dark yellow trace for η= 0.95) and the advantage of the scheme can be maintained.

4.5.2 Single pixel absorption

Using Eq. 4.6, the transmission η of a single pixel from the sample (AR coated NKB-7) is

estimated through the measurements of δSNR for different values of Φ. The quantum advantage

(QA) is defined to be the ratio of the experimentally measured variance of the estimator for an

unsqueezed state (Φ= 1) and a squeezed state (Φ ̸= 1) with the same output power. Then, the QA

is given by:

QA = V ar
(
η (Φ= 1)

)
V ar

(
η (Φ)

) = 1
Φ

. (4.15)

As discussed in the section 4.2, the zerospan mode centred at 5 MHz measures the relative

noise power when the squeezer is on and off with the same detected power to estimate Φ. Then,

the zerospan mode centred at the frequency of the sideband (10 MHz) is measured by the SA

on a single sweep of 2 ms with a RBW of 1 MHz. The single sweep outputs 1183 independent

measurements and each of them are taken with an acquisition time t = 1 µs (RBW−1). A single-

pixel measurement corresponds to 20 sweeps. For each single sweep, every 50 measurements, the

variance is calculated. A single sweep corresponds to 1183 measurements, therefore 23 variances

are calculated for each sweep. Subsequently, the variance of the ith sweep σ2
i is calculated from

the mean of these 23 variances. By applying this procedure to the 20 sweeps, a new data set

of 20 variances {σ2
1,σ2

2, ...,σ2
20} is generated. In the new data set, every variance represents the

average variance of a single sweep for a measurement with an acquisition time t = 1 µs. Finally,

V ar(η) is calculated from the mean of the new data set whilst the error bar is calculated from the

standard deviation of the new data set. This process is repeated for different values of Φ and the

results are shown in Fig. 4.8(a). The experimental data (blue dots) follows the predicted behaviour

of the QA toward Φ (orange line) given by Eq. (4.15). The best QA of 1.2±0.2 is achieved for

a noise reduction Φ = 0.82. This result demonstrates an improvement in the variance of the

measurements achieved by the noise reduction granted by the squeezed state when comparing to

an unsqueezed state with a similar output power.

Afterwards, a second analysis compares the variances V ar(η(Φ)) calculated previously for

each value of Φ to the Cramér-Rao bound (CRB), and the results are shown in Fig. 4.8(b). We can

observe that the experimental data points (blue dots) are in agreement with the theory (orange

line) corresponding to a fit of the Fisher information F (η) from Eq. (4.10) with a R-squared of

99.2%. The fit gives a value of V ar(ℜ[H ])= (6.8±0.9)×10−7, preventing the measurements to
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saturate the CRB. Encoding static loss to higher frequency bandwidth by modulating the light

in time allows to take measurement in a shot-noise limited bandwidth. However, the laser is

not shot-noise limited at low frequency. Due to the high modulation depth δm which has been

increased to improve F (η), the noise at the carrier frequency is transferred to the sideband. This

extra classical noise degrades the performance of the microscope by increasing the uncertainty

on the measurements, resulting to a higher calculated variance for the unsqueezed state than an

expected variance from a coherent state saturating the CRB. This excess noise causes a deviation

of the measurement from the CRB whilst the squeezing increases.

Furthermore, we observe that for Φlog =−0.88 dB, the variance of the measurements is simi-

lar to a coherent state saturating the CRB (indicated by the horizontal dashed line QNL). This

result demonstrates that the noise reduction from the squeezed state decreases the uncertainty

within the measurements. For the unsqueezed state which does not saturate the CRB, manipulat-

ing the state to generate an amplitude squeezed-state allows measurements with a performance

similar to a coherent state saturating the CRB. Following the trend of the experimental fitting,

we can expect sub-shot noise measurements for the same experimental setup presented here

and with a noise reduction Φlog <−1.2 dB. Therefore, repeating the experiment with the noise

reduction Φlog =−1.6 dB achieved in the section 4.4 could achieve sub-shot noise measurements,

FIGURE 4.8. Quantum advantage for single pixel estimation. (a) Quantum ad-
vantage for different value of Φ. The orange line is the theory from Eq. (4.15). (b)
Calculated variance of the estimates η for different value of Φ in a logarithmic
scale. The blue data points and the error bars are experimentally calculated (the
data points use the same measurement than (a)), the orange line is a theoretical fit
from Eq. (4.10) with a R-squared of 99.2 %, the black line is the Cramér-Rao bound
defined in Eq. (4.11) and the dashed black line corresponds to the quantum-noise
limit defining the smallest variance achievable for a shot-noise limited classical
state with a similar output power.
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resulting to the performance that a coherent state saturating the CRB cannot achieve for a

similar output power.

4.5.3 2D raster-scanning imaging

After performing single-pixel estimation and experimentally demonstrating improvement in the

variance of measurements for an amplitude squeezed state, raster-scan imaging is performed on

the sample. The sample consists of an AR coated NKB-7, where the shape of a ’KET’ was etched

by partially removing the coating with an ion beam. It results into a sample with a transmission

from 95 % to 98 %. The relative noise power characterising Φ and the amplitude of the signal

at the sideband frequency δSNR were measured as described in section 4.5.2 but for a single

sweep only. Then, after measuring the relative noise power and δSNR , two translation stages

(PDX1/M, ORIC) moved the sample in a 2D plane orthogonal to the direction of propagation

of the probe beam. Because the SA and the translations stages were not synchronised, a pause

of 0.2 s between the measurements of each pixel avoided positioning errors. The raster-scan

imaging over a surface area of 1.7×10−2 mm2 was performed in a total acquisition time of

∼ 8 min corresponding to ∼ 3 s per pixel. The total acquisition time per pixel is twice as fast

as the motorised translation stages from the HOM microscope in section 3.6, however the gap

between the total acquisition time and the data acquisition time is bigger for the piezo translation

stages. The translation stages were fast (up to 2 mm/s) and the limiting factor was the positioning

error. A synchronisation between a single sweep of the SA and the position of the translation

stage could enhance the speed of the imaging.

Fig. 4.9(a) shows the raster-scan imaging for Φ= 0.87, whilst Fig. 4.9(b) demonstrates the

QA defined by Eq. (4.15) by comparing the measurements of the amplitude squeezed state with

the measurements of an unsqueezed state. The QA is measured to be 1.14±0.1, demonstrating

precision enhancement for absorption imaging with an amplitude squeezed state compared to

an unsqueezed state. We can observe that the measured QA is in agreement with the theory

defined by QA = 1/Φ. The measured noise reduction Φ is monitored for each pixel of the sample

and reported on Fig. 4.9(c). For the whole image, we measure Φ= 0.87±0.04 ((−0.62±0.2) dB).

Within the error of the measurements, the noise reduction granted by the squeezed state is not

significantly degraded due to the high transmission of the sample as discussed in section 4.5.1.

The noise reduction Φ achieved during the imaging does not correspond to the best squeezing

value achieved by the source (measured to be −1.6 dB in section 4.4 and −0.88 dB in section 4.5.2).

This low noise reduction achieved in this section might be due to dust on the photonic crystal

fibre. The most likely reason behind the difference in the measurements of the noise reduction

between the single pixel and imaging measurements is dust accumulation at the edge of the

photonic crystal fibre. In fact the two measurements were taken a few days apart and for this

reason the fibre needed to be cleaved again.

Fig. 4.9(d) compares the calculated variance V ar(η) of each pixel of the imaging for the
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FIGURE 4.9. Low-static loss microscopy with bright amplitude squeezed probe
beam. (a) Raster-scanning imaging by monitoring δm for each pixel of the sam-
ple. The transmission is estimated using Eq. (4.6). (b) Quantum advantage by
comparing the variance for each pixel from (a) to another image with the same
brightness and Φ = 1. (c) Measured Φ for each pixel by measuring the noise at
5 MHz and using Eq. (4.12). Measured values of Φ follow a normal distribution,
withΦ= 0.87±0.04. (d) Normalised variance of each pixel, function of the measured
transmission η to the QNL (quantum-noise limit) for two images, either whilst the
squeezer was on (blue) or off (red, coherent state). The QNL is given by the CRB
for Φ= 1. The red dashed line corresponds to the QNL and measurements above it
are sub-QNL.

squeezed state Φ= 0.87 (blue crosses) and the unsqueezed state Φ= 1 (orange crosses) to the CRB

defined by Eq (4.11). We observe that for the range of transmission from η= 0.95 to η= 0.985, on

average the data points for the squeezed state are closer to the QNL than for the unsqueezed

state. The noise reduction from the squeezed state improves the performance of the microscope

for the range of transmission from η= 0.95 to η= 0.985. The results on a single pixel shown in

Fig. 4.8(b) are similar to the one reported here for the imaging measurements. Higher squeezing

can achieve better performance, and we can expect from the single pixel measurements that with

Φlog <−1.2 dB sub-QNL measurement for absorption microscope with Kerr-squeezing could be

achieved.

The previous analyses were characterising V ar(η) for an acquisition time t = 1 µs by cal-

culating it from 50 measurements. This analyses result to characterise the variance of the

measurements for a time scale of 50 µs. Fig. 4.10 shows the same measurements from Fig 4.9(d)

but by evaluating the variance over a different time scale τ. For instance, for τ = 100 µs the

variance is calculated for 100 independent measurements, where each of them have an acqui-

sition time of 1 µs. From this analysis, we observe that when τ increases, the variances of the
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estimate for a transmission η< 97.5 % are degraded. We observe that this degradation occurs

for both of the unsqueezed and squeezed state and we can believe that the cause is the excess

classical noise within the experiment. The classical noise within the measurement seems to

be not stationary and for a higher time scale the classical noise dominates the quantum noise,

degrading the variance of the estimates. For single pixel measurement, this is not a problem

and it can be solved by taking fast measurement, as it has been done previously. For raster-scan

imaging this drift within the measurements occurring for a time scale τ> 100 µs are degrading

the performance of the microscope. Due to the fact that the classical noise is not stationary, the

second one of a pair of independent measurements with a RBW of 1 MHz will be biased if a

longer time than t > 100 µs passed between the two measurements. Hence, with no correction,

assuming that the two pixels have the exact same transmission, the measurements will show

two pixels with different values and non-overlapping error bars. Referring to the definition of

accuracy and precision from the section 2.3, we have a microscope which can provide an image

with a high precision if the measurements are taken with an acquisition time t = 1 µs (given by

the RBW), but for each pixel measured over a time scale τ> 100 µs a bias is added, resulting in

low accuracy. A synchronisation between the SA and the translation stages could enhance the

total acquisition time of the raster-scan imaging, and in section 4.6, solutions are discussed to

solve this problem of accuracy for absorption microscopy using this strategy of measurement.

4.6 Future work

We have demonstrated a precision enhancement for a squeezed state compared to an unsqueezed

state. We observed that for a time scale τ= 100 µs, the variance of the measurements are not

degraded due to classical noise occurring for a higher time scale for pixels with a transmission

lower than 98 %. In this section is discussed future improvements on the microscope to ensure

measurements with a high precision and accuracy between each pixel.

Fig. 4.11 shows two proposals to realise confocal microscopy by correcting the bias reported

from section 4.5.3. We know that classical noise causes a drift within the measurements and

affects the accuracy of the microscope occurs for τ> 100 µs. Therefore, the first proposal consists

of measuring a vertical sweep over several pixels with the same transmission of η≤ 0.98. These

pixels are measured with values of t and τ for which the variance of the estimates is not degraded

and are inferred from the analyses of the section 4.5.2 and 4.5.3. Then, horizontal sweeps within

τ< 100 µs can map the sample for absorption imaging. The reference sweep is used to correct

the bias between each horizontal sweeps. The correction can be done by comparing the common

pixel between the reference sweep and the horizontal sweep (red pixel). The difference between

these two values corresponds to the bias added by the classical noise. Then, knowing the bias,

every pixel of the horizontal sweep can be corrected. Because all sweeps are taken within a

time τ < 100 µs, corresponding to a time where the variance is not degraded, this strategy of
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FIGURE 4.10. Variances of the imaging for different time scale. Same analysis
from Fig. 4.9(d) but for different time scale. 20 µs top left, 100 µs top right, 200 µs
bottom left and 500 µs bottom right. The blue and orange crosses correspond
respectively for measurement with an amplitude squeezed state Φ=−0.66 dB and
for measurement with an unsqueezed state Φ= 1.

measurement could provide a correction of the bias added to the measurements. The difficulty

of such a strategy of measurement is to synchronise the SA with the translation stages. The

speed of the translation stage is not a problem, because the reference sweep can be taken within

τ = 0.1 ms and does not need to be the full length of the sample. Therefore up to 100 pixels

can be measured within this time and be used as a reference. This technique would provide a

microscope with high precision and accuracy for contrast imaging. However even if every pixel is

measured with high precision and accuracy, the bias is still present and the absolute value of the

transmission coefficient for every pixel will be biased toward the reference sweep. This bias can

be averaged and measured over several imaging measurement using different reference sweep.

The second proposal consists of monitoring the classical noise from the electro-optic modulator

(EOM) to subtract it to the measurements. The experimental setup consists of a laser where the
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FIGURE 4.11. Proposal for raster-scanning imaging. (a) Fast-raster scanning
imaging using a reference sampling. Each horizontal sweep mapping the sample
shares one or more pixels with the reference sweep to correct the bias occurring
between each horizontal sweep mapping the sample. (b) Noise from the EOM
is probed simultaneously with the measurements and then is subtracted to the
measurements.

probe beam is manipulated from the EOM. The classical noise can either come from external

source and require stabilisation or from the devices manipulating the probe beam: here the laser

(for the generation) and the EOM for the manipulation. Whereas quantum noise can not be

copied, classical noise can. A reference laser is back propagating within the EOM as shown in

Fig. 4.11(b). To avoid losses on the probe beam and decreasing the squeezing value, the reference

beam needs to be at a different wavelength. Therefore, the reference beam can be extracted with

a dichroic mirror, without causing massive losses to the squeezed state. This strategy assumes

that excess noise is from the devices within the experiment. Both of these strategies could work

together and could provide an accurate and precise microscope for contrast imaging.

A third solution would be to work with multi-mode probe beam. Multi-mode imaging with

photon counting have demonstrated sub-shot noise measurements [126]. This strategy of mea-

surement would be very expensive as it would require photodiodes for each pixel of the image.

However, the electric signal could be monitored and then analysed post-imaging. This would

solve the problem by monitoring each pixel within the desired RBW in a single shot. However,

the photodiodes would need to have the same efficiency and same gain, to avoid any problem in

the estimation of the transmission η.

Finally, the estimates of N and δm discussed in section 4.3 are subject to noise. Power

fluctuations from the laser are monitored with a calibrated photodiode at the input of the

experiment. The reported precision from the manufacturer (Thorlabs) is ±3%. Furthermore, the

modulation depth δm is measured once before the measurements on the sample and assumes

to be constant. If these two values fluctuates over a time scale τ>> 1 µs, then with a RBW of
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1 MHz these fluctuations are neglected. However for raster-scan imaging occurring for longer

period of time, the instabilities of δm and the number of photon N can degrade the performance

of the microscope. Monitoring these parameter during the raster-scan imaging with a higher

precision could improve the accuracy of the microscope.

4.7 Conclusion

In this chapter, absorption microscopy has been demonstrated with a single-mode Kerr-squeezed

state and shows an enhancement in the precision of the estimates compares to an unsqueezed

state. The advantage is achieved by encoding a static loss measurement to a higher frequency

bandwidth by modulating the phase of the probe beam in time between two orthogonal po-

larisation modes. This allows to work in a shot-noise limited bandwidth of the detectors and

the laser and see an advantage of the noise reduction granted by a squeezed state within the

measurements.

The experimental results shown in Fig. 4.8(b) demonstrate that an amplitude squeezed light

enhances the precision of the estimates. For the unsqueezed state (Φ= 1), we observe that due to

the excess noise of the apparatus the measurements do not saturate the CRB. However, with the

same apparatus, for a squeezing value of Φlog =−0.88 dB the measurement saturates the CRB

of a coherent state. It means that the noise reduction from the squeezed state balances out the

inherent noise of the apparatus. Following the trend of the theoretical fitting with a R-square of

99.2 %, sub-shot noise measurement on a single pixel with the same experimental protocol can be

achieved with Φlog <−1.2 dB. Further improvements in the alignment, and reducing the noise

within the experiment of ∼ 10% will help to achieve such a performance (note that Φlog =−1.6 dB

has been achieved in a previous measurement). By using a bulk fast output detector, the signal

would not need to be coupled to a multimode fibre and this would prevent 8 % of loss due to the

coupling efficiency within the fibre.

After single-pixel estimation, a quantum advantage of 1.14±0.1 has been experimentally

demonstrated for absorption imaging for pixel with a transmission from 95 % to 98 %. However,

when the time scale τ of the analysis increases (i.e. the variance over a longer period of time is

calculated), the precision of the measurements is degraded for pixel with a transmission η< 98 %.

Classical noise on the experimental setup occurs for a larger time scale and adds extra noise to

the measurement for which the noise reduction from the squeezed state was not sufficient to

balance it out. For raster-scan imaging when two pixels are measured with a RBW of 1 MHz

and a time τ> 100 µs passed between these two measurements, the excess noise can be seen as a

bias added between the two measurements. The origin of the noise has not been investigated

and is uncertain, however classical noise might be the cause. To correct the bias caused by this

excess noise, three proposals have been suggested. One can monitor the classical noise with a

sample beam back propagating within the EOM and subtract it to the signal beam with balanced
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photodiodes. This corresponds to homodyne detection where the classical noise is simultaneously

monitored with the measurements and have already demonstrated improvement in the noise

reduction [69]. The second proposal suggests to work with a reference sweep measuring pixels of

a known transmission coefficient (such as the sample holder). Then, by processing the raster-scan

on horizontal sweep, the sample is squared and the pixels in common between the reference sweep

and the horizontal sweeps can be use to correct the bias and normalise the measurements. Both of

these strategies could work together and could improve the performances of the microscope. The

last proposal suggests multi-mode imaging, which has been demonstrated in a photon counting

experiment [126]. The advantage of such a measurement is to monitor each pixel of the sample

simultaneously, therefore the accumulated noise between each pixel can be reduced and sub-

shot-noise performance can be demonstrated with a quantum probe. The problem is that such a

measurement technique is limited by the devices acquiring the data, demanding high number of

photodiodes (one for each pixel) working with the same efficiency and gain.

For the microscope discussed in this chapter, an analysis of F has highlighted the presence

of noise from the DC components of the laser and the electro-optic modulator in section 4.3.

By increasing the noise reduction with the amplitude squeezed light, the noise within the

measurements decreased inducing an improvement in the variance of the estimates. The noise

is inherent to the laser. However, demonstrations with homodyne detection have shown in the

past that the noise within the signal can be subtracted and reach quantum-noise limited (QNL)

measurements [69]. Using homodyne detection to suppress classical noise could be applied to

improve the measurements in chapter 4. The inherent noise within the apparatus might be

the cause of drifts within the measurements. For raster-scan imaging from section 4.5.3, each

pixel of the sample is measured in a short period of time with a resolution bandwidth of 1 MHz,

corresponding to an acquisition time of 1 µs. The variance of the estimated transmission η is

calculated for a block of 50 measurements, corresponding to a period of time of 50 µs. It has been

experimentally demonstrated that when the variance is calculated for measurements occurring

for a period of time τ < 100 µs, the amplitude squeezed state shows precision enhancement

compared to an unsqueezed state (section 4.5.2 and 4.5.3). However, it has been experimentally

demonstrated in section 4.5.3 that for a longer period τ> 100 µs, the calculated variance of the

estimates decreased both for the amplitude squeezed and unsqueezed state. The deterioration of

the calculated variance for longer period of time corresponds to a a drift for raster-scan imaging.

The inherent classical noise within the apparatus is not stationary and might be the cause of

the drift. This drift causes a problem for raster-scan imaging, because even if each pixel are

measured with a RBW of 1 MHz, if two pixels with the same transmission are measured over a

period of time τ> 100 µs, the measured value will be different, with error bars included. From

these observations we conclude that quantum imaging schemes benefit from classical techniques

to remove the excess classical noise within the apparatus, whilst the probe state of light is being

enhanced with a quantum effect to improve the performance of measurements beyond the QNL.
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Finally, comparing to photon-counting experiments, the brightness of the probe beam toward

the sample from this microscope has been monitored to be 150 µW, whereas photon-counting

experiments have been demonstrated in the f W regime [124]. The bright Kerr-squeezing micro-

scope can provide absorption microscopy at a higher regime, where sub-shot noise performance

could be achieved for a noise reduction Φ<−1.2 dB with the same apparatus described in this

chapter. Moreover, squeezed states of light could be use for gas sensing, where a similar protocol

with squeezed state and frequency modulation have shown improvement in the signal-to-noise

ratio for gas sensing [18]. This results in increasing the brightness of the probe, approaching the

illumination of classical imaging technique with quantum enhancement [114, 128], and where the

precision of the measurements from photon counting experiments is improved by increasing the

brightness of the probe beam for a level of illumination where photo-damage and photo-toxicity

can be avoided [58].
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We have seen two different quantum probe states of light for quantum microscopy. In chap-

ter 3, two-photon interference known as the Hong-Ou-Mandel effect is used to measure a time

delay between two photons, from the same photon pair. By transmitting one photon through

a semi-transparent sample, the variation in thickness is measured and combined with a two-

dimensional raster-scanning technique. The sensitivity of the microscope can be tuned by the

use of a wavelength-entangled photon pair source and sub- f s precision (equivalent to sub-µm) is

reported with ∼ 104 photon pairs detected and 12.3 nm of wavelength separation between the

signal and the idler. This provides quantum microscopy on the order of f W level, corresponding

to 10−8 W .cm−2 of sample illumination. The sample illumination from the HOM microscope is 8

to 12 order of magnitude below actual microscopes using classical light microscopy [114, 128].

Further improvements to the source could allow for simultaneous generation of HOM interfer-

ences exhibiting different frequency of the beat note. As discussed in the section 3.7, with a

photon pair source generating broader downconverted photons, HOM interference exhibiting

different frequencies of the beat note could be monitored. A wavelength-division multiplexer at

the output of the HOM interferometer can help to measure HOM interferences simultaneously

with different frequencies of the beat note, dependant on the frequency separation of the selected

frequency channels [138]. This strategy of measurements would provide depth imaging with

HOM interferences without fringe ambiguity whilst the Fisher information could be maximised

in a single shot measurement. It has been discussed that further improvements could be made to

the photon pair source to generate wavelength-entangled states with higher detuning. Whilst

Lyons et al. achieved nanometre scale for a total acquisition time from 1.4 to 15.6 hours (Fig. 4 of

[99]), increasing the Fisher information with higher detuning and a brighter photon pair source

could lead similar resolution with a shorter acquisition time. With such a photon pair source,
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raster-scan depth imaging as presented in the section 3.6 could achieved nm axial precision.

Nanometre scale for depth imaging in the order of picowatt intensity in the probe source could

benefit microscopy applied to photo sensitive biological samples.

In chapter 4, we have seen precision enhancement with Kerr squeezing for absorption

microscopy. The classical noise (such as electronic noise) occurring at low-frequency bandwidth

is mitigated by conducting static-loss measurements within a shot-noise limited bandwidth at

a higher frequency range. To implement such measurements, the probe beam undergoes path

modulation through the use of an electro-optic modulator (EOM) and a polarising beamsplitter

(PBS). Subsequently, the PBS split the horizontal and vertical polarisation modes with a pi-shit,

these two polarisation modes are recombined with a second PBS. Since the sample interacts

with only one of the modes, the loss induced by the sample results in an output beam with a

modulation depth proportional to the loss. To achieve static-loss absorption with this experimental

setup, it is simply necessary to measure the modulation depth or the signal-to-noise ratio

using a spectral analyser at the sideband frequency. Finally, the quantum advantage of this

microscope stems from the noise reduction provided by the squeezed state. To generate the

squeezed state, a coherent state is launched in an unbalanced Sagnac non-linear interferometer

to generate amplitude-squeezed state from Kerr-effect [129]. It has been demonstrated a noise

reduction of the amplitude Kerr-squeezed state after transmitting through it a sample exhibiting

a transmission η ≥ 94%. This enhances the precision where shot-noise measurements have

been reported for single pixel sensing with a level of squeezing Φlog =−0.88 dB. Furthermore,

precision enhancement of 1.14±0.1 between an unsqueezed state and a squeezed state with

Φlog =−0.66 dB has been reported for absorption microscopy. With a Fisher information analysis,

it has been demonstrated that sub-shot noise measurements can be possible for Φlog <−1.2 dB,

where values of Φlog =−1.6 dB has been initially reported for the source used in the chapter 4.

Finally, due to the high precision of the microscope, bias in the measurements becomes more

evident for absorption imaging. To correct the bias, three solutions are proposed. The first idea is

to monitor the classical noise from a reference beam back-propagating within the electro-optic

modulator and subtract the measured photocurrent to the sample beam [69]. The second idea

proposes to correct the bias with a reference sweep. The horizontal sweep (or reference sweep)

is taken in a period of time for which no drift has been experimentally reported. This sweep

measures the transmission for several pixel aligned on a column. The transmission of these

pixels need to be the same and can be use as a reference sweep. Afterwards, consecutive vertical

sweeps with the same acquisition time than the reference sweep can be done to reconstruct an

image of the sample. Each of the vertical sweeps share their first measured pixel with at least

one pixel of the horizontal sweep. Therefore, the bias occurring between each vertical sweep can

be corrected from the reference sweep, where no bias occurred during the measurements of the

reference sweep. The last proposal is to work with a spatial multi-mode probe beam, which has

demonstrated sub-shot noise imaging in a photon counting experiment [26, 126]. The spatial
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multi-mode probe beam could allow measurements of the whole sample in a short period of time

where no drift within the measurements occur. Each pixel of the sample would be monitored

by an individual photodiode, and then the measured photocurrent could be analysed after the

data acquisition. This would require photodiodes with the same efficiency and the same response

toward the probe beam. These proposals could remove the excess noise in the apparatus causing

a degradation of the precision for a longer time scale and provide sub-shot noise measurements

for absorption microscopy for bright amplitude squeezed probes. This could provide quantum

enhanced precision for absorption microscopy, where the brightness of the probe light (∼ 200 µW)

achieves an illumination sample of 200 W .cm−2 for confocal microscopy. However, due to the

fast acquisition time of 1 MHz, photo-bleaching and photo-damage within the sample could be

avoided due to the short time the sample is exposed to the probe light.

The estimators in chapter 3 and chapter 4 used to infer either the thickness or the transmis-

sion of the sample were shown to be optimal by saturating the Cramér-Rao bound (CRB). A Fisher

information (F ) analysis has been used for both chapters 3 & 4. F only considers a given strategy

of measurements without considering external noise. At times, implementing all the external

noise within the theoretical framework can be challenging. For example, we observed that as

the oven temperature approached a high level (approximately 120°C), the standard deviation in

measurement precision increased. This phenomenon could be attributed to instabilities in the

phase-locking mechanism caused by fluctuations in the refractive index and, consequently, the

optical length of the interferometer. These fluctuations introduce errors in the phase-locking of

the photon pair source, affecting the overall phase stability of the HOM interference. However,

both of the Fisher information analyses from chapters 3 & 4 have exhibited a deviation of the

measured precision from the CRB whilst the theoretical F was increasing. The most likely

cause is excess noise within the apparatus. For the HOM microscope, the photon pair source

was actively phase-locked. F was increased by controlling the temperature of the non-linear

crystal causing a change in the refractive index. The phase-matching condition was changed

from a modification of the refractive index, and the wavelength separation between the downcon-

verted photons could be controlled. When the wavelength separation was increasing, the HOM

interference was exhibiting a higher frequency of a beat note. It has been shown theoretically in

section 3.3.3 and experimentally in section 3.6.6 that the measured F (i.e the precision of the

measurements) was increasing whilst the frequency of the beat note was increasing too. However,

the relative error on the measured precision reported in section 3.6.6 was increasing for higher

value of the theoretical F . The most likely cause was excess noise from the phase-locking. Indeed,

when the refractive index of the crystal was changing due to the variation of the temperature, a

path-deviation might have resulted on the laser back propagating within the source to phase-lock

it. Hence, the visibility of the interference from the back propagating laser might have been

degraded, inducing unstable phase-locking. Furthermore, it has been shown that toward the end

of the experiment, the laser used to phase-lock the source became unstable causing mode hopping
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and abrupt jumps of the phase. The quality of the measurements were degraded as a result of

this mode hopping. One proposed solution to this problem was to work with a photon pair source

that does not need phase-locking, such as a cross-crystal configuration from [35] or an on-chip

photon pair source [138]. These could provide higher stability in the generation of the state, and

a possibility to increase the precision for higher theoretical value of F (t).

High precision for photo-sensitive samples such as molecules where photo-bleaching decreases

the performance of imaging [45, 47] or photo-toxicity which damages the sample irreversibly [150]

could be possible with a new generation of quantum microscope. The quantum advantage of

the first microscope that we report in chapter 3 would be to take advantage of a quantum

interference to reach higher Fisher information in estimating a sample’s refractive index profile

as a function of x-y position, per photon, where the illumination of the sample is ∼ 8 order of

magnitude below classical microscopes with super resolution [114, 128]. The second microscope,

reported in chapter 4, exhibited a quantum probe brighter than a quantum microscope with

photon counting experiments [26, 124, 126], however fast measurement decreases the sample

illumination and could avoid photo-damage within the sample whilst a noise reduction from

the amplitude squeezed state improves the precision of the measurements compared to an ideal

classical state. This opens new capabilities of imaging, for refractive index imaging and absorption

imaging, where quantum imaging can provide higher quality of information that classical imaging

cannot reach. Either from quantum effects occurring at the single-photon level or from noise

reduction from a quantum effect for a brighter probe beam.

112



A
P

P
E

N
D

I
X

A
APPENDIX

A.1 How to align a photon pair source.

For the two-photon pair sources presented in this thesis, the pump laser was coupled to a spatial

single-mode fibre, as illustrated in Fig. A.1. This configuration offers two key advantages:

1. Cleaning the spatial mode of the laser: This makes it easier to achieve a high heralding

efficiency when working with single spatial mode.

2. Facilitating laser activation and deactivation: When the laser is turned on and off,

misalignment of the beam may occur. Additionally, bulk optics, such as mirrors, may

experience slight movement due to mechanical relaxation. Therefore, it is more convenient

to couple the light back into the single-mode fibre using two mirrors (one for translating

the beam and one for tilting the angle of the beam) rather than realigning the entire

photon pair source. This advantage holds true whether the laser needs to be shared with a

colleague or if a laser replacement is necessary.

For a photon pair source using a non-linear crystal, knowing the crystal’s characteristics is

important. Here it generates collinear 808 nm downconverted photons with a pump wavelength

centred at 404 nm and a crystal temperature of 32 ◦C. In both photon pair sources presented

in this thesis, FiberPort collimators from Thorlabs are employed as couplers. These collimators

offer a great stability, great alignment into fibres but can be expensive and hard to handle for

beginners. Screws at the back can tilt and change the focus spot of the beam, while the horizontal

and vertical X-Y adjustments can be done with two screws on the horizontal and vertical edges

of the coupler. Moreover, they are compatible with the translation mount ST1XY-D/M from

Thorlabs, providing an additional degree of freedom for translating the beam on the X-Y plane.
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The X-Y screws on the collimators can be utilised to tilt the beam while the screws at the back

can be exclusively used to set the focus of the beam.

FIGURE A.1. Alignment of a photon pair source. The pump laser is coupled to
a single spatial single-mode fibre to clean the spatial mode of the pump laser.
Afterwards, the pump laser is transmitted toward the non-linear crystal in a
similar way to Fig. 3.9

The alignment of the photon pair source is

The alignment of the photon pair source from chapter 3 is done following these steps:

1. Use two mirrors to guide the laser beam toward a fibre coupler, directly connected to a

single-mode fibre. Connect the other end of the fibre to an alignment laser, and overlap

the two laser beams at the fibre coupler’s position and at the laser aperture. Achieve

this alignment by walking off the beam, as demonstrated in Thorlabs’ video available on

YouTube: youtube: watch?v=qzxILY6nOmA. If the overlap of the two beams is sufficiently

precise, this ensures effective laser coupling into the single-mode fibre. Finally, remove the

alignment laser and use a powermeter. Increase the coupling efficiency by walking off the

beam. For that, miss-align the laser with one mirror in one direction, and realign with the

second mirror. Repeat this until the average power measured by the power meter does not

increase anymore.

2. After that the laser is coupled Add a coupler to input the light into the photon pair source,

and align it following a straight line.

3. Add the output A and B, where the lenses, and the distances between the couplers and

the crystal are calculated with GaussianBeam.

4. Overlap the beams from A and B to the input pump by walking-off the beam.

5. Add the ppKTP crystal, and align it by overlapping the input beam with the reflection on

the edge of the crystal. The beam needs to be transmitted through the centre of the crystal.

114

https://www.youtube.com/watch?v=qzxILY6nOmA
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6. Repeat step 4 if needed.

7. Connect A and B to single photon detectors, and do not forget to add longpass filters before

the PBS to remove the excess pump.

8. Walk-off one of the downconverted couplers to increase the heralding efficiency.

9. On the other coupler, the translation mount can be use to increase the heralding efficiency

without walking-off the beam.

10. Repeat the two previous steps to increase the heralding efficiency until the desirable

brightness and heralding efficiency.

If the crystal is not collinear, it is important to know the angle of the downconverted photons

and to use the screw holes of the optic table to place the couplers at the right angle toward the

crystal.

A.2 Double Sagnac alignment

The two-colour entangled photon pair source in chapter 3 constitutes of a double Sagnac ar-

rangement. A Sagnac arrangement (also called Sagnac interferometer, or Sagnac ring) is an

experimental setup where the input beam is split into two different paths (here with a polarising

beamsplitter PBS), and reflected back with mirrors for recombination on the original optical

component splitting the light (as shown in Fig. A.2(a)). It is widely used nowadays for bulk

alignment as the two directions of propagation of the light (clockwise and anti-clockwise) share

commons mirrors. Therefore the environmental fluctuations on these mirrors will affect simulta-

neously the two directions of propagation, partially cancelling these perturbations and making

the interferometer more robust to background noise.

Before aligning the source or any experiment, it is crucial to place all the optical components on

the optical table without tightening them initially to ensure there is enough space for everything.

A small Sagnac interferometer, while more robust, can be challenging to align. Therefore, it

is recommended not to make it too large. For example, in the downconverted Sagnac (red in

Fig. A.2(b)), the distance from M3 to M4 was approximately 15 cm to allow sufficient space for

the 3 cm long crystal and the oven mounted on an alignment stage (9081-M, MKS-Newport).

To align the Sagnac interferometer shown on Fig. A.2(a), the following protocol is used:

1. The pump laser (L−404) is initially coupled to a single-mode fibre (see appendix A.1). Then,

the lens at the tip of the fibre and the distance between the input pump and the crystal

have been chosen with the help of GaussianBeam to ensure that the waist of the pump

laser is located at the centre of the crystal (see appendix A.4). Two apertures (one close

and one far away of the input beam) following the screw holes of the optical table in the

diagonal direction have been used to align the anti-clockwise (AC) pump beam.
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FIGURE A.2. Sagnac interferometer and the two-colour entangled photon pairs
source. (a) Standard Sagnac interferometer where the input light is split into two
directions by a polarising beamsplitter (PBS). The clockwise and anti-clockwise
directions are reflected by mirrors (M) toward the PBS. (b) Two-colour entangled
photon pair source constituted of two similar structures shown in (a).

2. The mirror (M1) is positioned and aligned to reflect the AC beam horizontally. Two apertures

are employed to aid in the alignment process, aligning along the horizontal direction

following the screw holes of the optic table.

3. The final mirror in the Sagnac interferometer, denoted as M2, is strategically positioned at

the intersection point of the clockwise (C) and anti-clockwise (AC) directions of pumping.

On Fig. A.2, the mirror’s tilt, represented by a circular arrow labelled as 1, is adjusted

to overlap the C and AC beams precisely at the location indicated by the red arrow 1.

Simultaneously, the positioning of M2 along the direction of the black double arrow 2 is

selected to align the two beams accurately at the designated red arrow 2. These two steps

are iteratively carried out until the AC and C beams consistently coincide at the specified

red arrows 1 and 2.

4. As depicted in Fig. A.2, a quarter-waveplate (QWP), half-waveplate (HWP) and a Glan-

Taylor (GT) are added at the output of the interferometer. The visibility of the interference

is assessed by measuring the maximum Pmax and minimum Pmin light intensities using

a power meter after systematically rotating the waveplates. The visibility (V ) is then
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computed using the formula:

V = Pmax −Pmin

Pmax +Pmin
. (A.1)

To optimise visibility and reduce Pmin, adjustments are made using the screws on mirrors

M1 and M2, tilting them horizontally and vertically while ensuring the maintenance

of the overlap at the two specified red arrows. The screws on both mirrors are rotated

simultaneously but in opposite directions. Typically, following these three steps facilitates

achieving a visibility of V ≥ 90 %. To further enhance the system, tilting the mirrors to

induce a walk-off on the beam is performed until a visibility of 98 % is attained. If the

walk-off of the mirror proves insufficient, it often indicates a mispositioning of M2 along

the black arrow 2. In such cases, adjustments are made to reposition M2 either closer or

further away from the polarising beam splitter (PBS).

To align the photon pair source in Fig. A.2(b), the blue Sagnac is initially aligned using the

steps outlined above. However, for aligning the photon pair source, I recommend mounting mirror

M2 on a translation stage, moving it in the direction indicated by the black double arrow 3.

Subsequently, the alignment of the photon pair source is carried out by following these steps:

1. Using a 808 nm alignment laser coupler on A , the alignment of the red Sagnac is conducted

following the previously described steps. The distance M1−M3 needs to be equals to the

distance M2−M4.

2. After achieving a visibility ≥ 98.5% with the laser from A , coupler B is introduced and

overlapped with the beam from A .

3. The ppKTP crystal is introduced and aligned such that the back-reflection on the crystal

overlaps with the input light on both edges. It should be noted that the crystal may reflect

the pump beam toward the bottom after it passes through it. To address this, longpass

filters must be added before A and B to eliminate the excess pump.

4. Utilising the alignment screws on the couplers A and B, photons pairs from the AC

pumping are collected. The alignment is done by improving the Klyshko coefficient of each

output.

5. Subsequently, adjustment of the position of M2 may be necessary using translation stage 3

and the alignment screws on the mirror mount. It is essential to note that while the blue

Sagnac does not require perfect alignment for the source, excessive misalignment can pose

challenges for the phase-locking of the source. Additionally, ensure the inclusion of the

half-waveplate (HWP) on the C path to satisfy the phase-matching conditions.

6. Finally, the last two steps are repeated to improve the coupling efficiency from the both

directions of pumping, with a Klyshko coefficient ∼ 20% in both directions of pumping.
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A.3 SPDCalc: a rapid design tool for spontaneous parametric
downconversion sources

SPDCalc.org is an online tool used in chapter 3 to calculate the efficiency and brightness of the

source function of the pump and collection waists of the downconverted photons. For the photon

pairs source in chapter 3, the length of the crystal is 3 cm, working at 32 ◦C with a pump laser

at 404 nm and a linewidth of 5 MHz. The wavelength of the downconverted photons is set to

808 nm. Fig. A.3 shows the calculated coincidence rates (a) and the single heralding efficiency

(b) for different values of the pump waist and signal/idler (S/I) collection waists. The smaller

the pump waist will be and the higher the coincidence rates is. It is because the local density of

energy will be higher for a tight focus of the pump, increasing the probability to generate a photon

pairs through the spontaneous parametric down conversion effect. The single heralding efficiency

increases with the waists. The light beam will diverge less and due to the limited numerical

aperture of the lenses, more light can be coupled into the fibre. However, having a bigger waist

means decreasing the local density of energy for a same laser power. Subsequently, the probability

to generate photon pairs via the SPDC process will decrease with a bigger waist. In chapter 3,

the aim is to have a bright source since the rate of the photon pair source can influence the

speed of imaging. If the rate of collected photon pairs is not sufficient, it may necessitate a long

acquisition time. Consequently, I opted for a smaller waist to increase the brightness of the

source, specifically the coincidence rates. However, having a small waist makes alignment more

challenging and can result in reduced visibility, as discussed in section 3.4.2. Ultimately, the

experimental achievement of the pump and collection waists of the signal and the idler involved

determining the appropriate distance between the couplers and the crystal, as well as selecting

the right lenses. All these parameters were calculated using GaussianBeam, as discussed in the

appendix A.4.

FIGURE A.3. Coincidence rates and heralding efficiency calculated from SPD-
Calc. (a) Fibre-coupled coincidence rates for different values of the pump waist and
signal/idler (S/I) waists. (b) Single counts heralding efficiency for different values
of the pump waist and signal/idler (S/I) waists. These are calculated from SPDCalc.
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A.4 GaussianBeam

GaussianBeam is freely available software accessible on sourceforge.net. This tool is designed to

calculate the propagation of a beam with a Gaussian profile, such as a laser beam. Additionally,

it offers the capability to incorporate optical components, including lenses and other surfaces,

which can modify the propagation of light.

FIGURE A.4. Interface of the software GaussianBeam. 1) Indicate the wavelength
of the light, 2) relative position between the component (e.g. lens) and the incident
beam, 3) focal length of the lens (or curvature for mirrors), 4) waist of the beam in
µm (smallest radius), 5) position of the waist in mm to the origin and 6) Rayleigh
length in mm.

Figure A.4 displays the interface of the GaussianBeam software. The red rectangles indicate

various parameters, with some utilised by the software for calculations and others serving as

essential guidance for selecting the appropriate lens in our experiment. Firstly, it’s essential to

specify the wavelength of the light (1) since dispersion is dependent on λ. In this example, we are

considering the choice of lenses for downconverted photons in chapter 3, and thus set λ= 808 nm.

The fibres used to couple the light are from Thorlabs, with a mode field diameter of 5.0±0.5µm

at 850nm (as indicated on the supplier’s website). Consequently, the waist of the incident beam

is set at 2.5µm, corresponding to the beam radius. Subsequently, the user specifies the focal

length of the lens (3), taking note that some lenses are wavelength-dependent, for example,

non-achromatic lenses. The position of the lens (2) is then chosen by the user. Finally, for different

positions of the lens, parameters such as the waist (4), its position (5), and its Rayleigh range (6)

are noted.

The Rayleigh range corresponds to the distance over which the waist is considered to be

consistent. The smaller the Rayleigh range, the more challenging the alignment becomes. It is

crucial to carefully consider the position of the lens, ensuring it is experimentally achievable

with the selected coupler. Additionally, the distance must be chosen to provide ample space for all
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necessary optics within the experiment, situated between the downconverted couplers and the

crystal. In this example, only the polarising beamsplitter and the longpass filter are included.

However, the distance cannot be excessively long, as it would demand more space on the optic

table. In the confocal microscope from chapter 3 and chapter 4, the distance between the lens and

the focal point is significant and must be long enough to accommodate the sample adequately.

This tool provides a reliable approximation of the achievable waist with your current optics.

That’s why it has been employed in this thesis to assist in the selection of lenses.

A.5 How to find a Hong-Ou-Mandel interference?

The Hong-Ou-Mandel effect is identified by a reduction in coincident counts, known as anti-

bunching, when the two photons of are indistinguishable. For degenerate HOM interference, it is

recommended to operate with a single spatial mode, even though it is possible to conduct HOM

interference with a spatial multi-mode source [106].

Fig. A.5 depicts a photography of the HOM interferometer utilised in chapter 3 excluding the

confocal microscope and the 1×4 fused fibre couplers. The alignment of the HOM interferometer

proceeds at it follows:

1. Before proceeding with any adjustments, arrange all optics on the table without tightening

them to ensure sufficient space. Verify that the distance, denoted as D, to the beamsplitter

(BS) is equal to C - BS within the translation stage range.

2. Mount the translation stage dt with the coupler C , and use a target or a beam profiler to

confirm that the position of the beam remains stable during the translation of the stage.

3. Integrate the output coupler 2 into the setup and couple the light from C by adjusting

the position of coupler 2 without making any other changes. To achieve this, the output

couplers consist of two translation stages, enabling the translation of the beam within

the horizontal or vertical direction. Additionally, an XY translation mount (ST1XY −D)

facilitates tilting the beam by translating the lens adjacent to the output fibre.

4. Introduce the BS into the arrangement and confirm that the BS is positioned for optimal

reflection efficiency. This may involve adjusting the angle between the BS and the incident

beam from C , typically aiming for an angle around 85−90◦.

5. Couple the light from C into 1, by only touching the coupler 1.

6. Incorporate the coupler D and couple the light into a single-mode fibre from the output

coupler 1 by adjusting the position of coupler D. Given that 1 and 2 are initially coupled to

the same input coupler C , coupling D to 1 should be sufficient and ensure good coupling

efficiency from D to the output coupler 2. It’s important to note that for HOM imaging,
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FIGURE A.5. Hong-Ou-Mandel interferometer: alignment. HOM interferometer
from chapter 3 without the confocal microscope and the sample. BS: beamsplitter,
C and D are the inputs of the photon pair source and dt corresponds to the
translation stage. The red and green rectangles correspond respectively to half-
waveplate and quarter-waveplate. 1 and 2 correspond to the two outputs of the
interferometer.

the spatial mode should be filtered before the interference occurs (refer to Section 3.6.2).

However, for casual HOM interferometry, this step is not necessary and can be omitted.

7. Add half and quarter waveplates in one of the input arm. It is recommended to add them

on both inputs, as the polarisation matching of both input will be easier. Note: adding

waveplates after finding the position of the HOM dip will shift it due to the thickness and

the refractive index of the waveplates!

8. Connect the input fibres to the photon pair source, and repeat the previous alignment steps

in order to increase the heralding efficiency and the number of detected photons.

9. Secure the input optical fibres on the optical table from C and D using tape. To ensure

that the polarisation of each photon matches before interfering at the BS, add a polarising

beamsplitter (PBS) before one of the output (e.g. 2). Rotates the HWP and QWP to decrease

the number of detected single counts from C and then from D. If you do not have waveplates

in one of the arm, you can try to gently bend the fibre and then tape it to decrease the

number of single counts. The polarisation matching can be improved later on. Remove the

PBS initially positioned before one of the output.
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10. Make sure that the downconverted photons are degenerate (e.g. with a spectrometer Andor),

and check that both outputs 1 and 2 receive single photons from both inputs C and D by

either blocking the input C or D.

11. Monitor the number of coincidences while the stage translate toward the BS. You should

find a dip. Position the translation stage at the dip and check that the number of anti-

bunching coincidence counts vary by changing the polarisation of one input. If a dip is not

found, make sure again that the two inputs before the BS have the same optical length

within the translation of the stage in C .

12. Increase the visibility of the interference after positioning the translation stage at the dip.

Make sure to have degenerate photons, same spatial mode photons, and same polarisation.

If the HOM interference is still not found, make sure that the two inputs paths have the same

length within the translation of the stage, and that each output receive single photons from both

inputs.

A.6 Design of the fabricated sample

The design was made on Inkscape and converted to a GDS file to be visualised with Klayout. The

masks were produced by Compugraphics, each measuring 0.8×0.8 cm2. The total active area is

7.3×7.3 cm2, corresponding to 36 masks to use for etching. It’s important to note that each mask

can be used only once for the etching process of the sample.

The design consists of three masks initially created for three different layers. Subsequently,

only one mask was utilised, as depicted in Fig. A.6. The features at the top were too small to be

manufactured, hence only the larger features at the bottom were employed for chapter 3. The four

"L" shapes at the corners aided in aligning the masks on the glass sample, where the designed

pattern was etched. The red rectangle corresponds to the "KET" imaged in chapter 3.
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FIGURE A.6. Design of the fabricated sample. Screen shot of the mask, designed
by myself on GDS for the fabricated sample. The red rectangle correspond to the
"KET" imaged in chapter 3.
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